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MIXED SCHEMES FOR QUAD-CURL EQUATIONS™

SHUO ZHANG"

Abstract. In this paper, mixed schemes are presented for two variants of quad-curl equations.
Specifically, stable equivalent mixed formulations for the model problems are presented, which can
be discretized by finite elements of low regularity and of low degree. The regularities of the mixed
formulations and thus equivalently the primal formulations are established, and some finite elements
examples are given which can exploit the regularity of the solutions to an optimal extent.
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1. INTRODUCTION

In this paper, we study the boundary value problem of the quad-curl operator of type

(Vx)tu=f in £
(A) V-u=0 in (% (1.1)
uxn=0, (Vxu)xn=0 ondfQ,

where divf = 0, and of variant type
(Vx)*u+u=f in 2
(B) B B (1.2)
uxn=0, (Vxu)xn=0 on df.

For (1.2), it is not necessary that divf = 0. But evidently, divu = 0 when divf = 0.

The quad-curl operator (Vx)? arises in various sources of applied sciences, like in elasticity, in
magnetohydrodynamics(MHD) and in the inverse electromagnetic scattering theory. In elasticity, the opera-
tor is used to model the effect of the couple stress (cf. [26, 36]); in MHD (cf. [41]), (Vx)*B is involved in
the resistive system where B is the magnetic field as a primary variable, and in the inverse electromagnetic
scattering theory (cf. [5, 6]), (V x)* appears in computing the transmission eigenvalue. The operator is also used
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as the principal part of the Electron MHD model; see equation (1.1) of [7]. Some more applications of (Vx)*
can be found in their subsequent works. The divergence free condition and the boundary data as in (1.1) are
generally imposed.

There have been a few works devoted to the discretization of the model problems. For the equation as in
(1.2), two kinds of discretizations are discussed with respect to the primal variational formulation in literature,
including a nonconforming element given by Zheng-Hu—Xu [41], and discretizations by Hong—Hu—Shu—Xu [16]
with standard high order Nédélec’s elements in the framework of discontinuous Galerkin method. Some alterna-
tive approach is to introduce and deal with mixed/order-reduced formulations. As Nédélec’s edge elements have
been well studied for mixed schemes (cf., e.g., [2, 3, 22] for a brief introduction), order reduced discretizations
can be expected for the original problem. It is natural to consider possibly the operator splitting technique
which introduces an intermediate variable and then reduce the original problem to a system of second order
equations. This is the way adopted by Sun [28] for the equation as in (1.1). The associated eigenvalue problem
is also discussed therein. Relevant discussions on mixed finite methods related to the quad-curl operator can
be also found in Monk and Sun [21] and Sun and Xu [29]. Very recently, Brenner—Sun—Sung [4] studies the
quad-curl problem individually in two dimension, and employ Hodge decomposition to decouple the original
fourth order problem to second order problems; also, the multiply-connected characteristic of the domain is
treated therein. Meanwhile, a coupled mixed formulation for quad-curl problem is also introduced in [39] based
on non-orthogonal decompositions. Beyond these discussions, few results are known to us.

The operator (Vx)?* is of fourth order and not completely symmetric; this makes the model problems bear
complicated intrinsic structure. Primarily, the high stiffness effects the property of the problems. Recently,
Nicaise [25] studies the boundary value problem (1.1) and proves that the solution does not always belong to
H3(£2) on polyhedrons with H™1(§2) data f, and its H2(£2) regularity is still open. The snarly stiffness makes
the concentrative construction of finite element functions difficult. Zheng—Hu—Xu [41] studies finite element for
the Sobolev space such that u € H(curl, £2) and V x u € H!(§2) which is used to discretize the model problem.
Tai and Winther [30] and Neilan [23] discussed finite elements of the Sobolev space such that u € H!(§2) and
V x u € H'(2); various finite elements of H? spaces can be found in, e.g., Wang—Shi-Xu [31, 32, 33|, Zenisek
[37] and Zhang [38]; these methods can be expected to work for the model problems at different occasions. Finite
element spaces with exactly (Vx)? consistency, however, have been seldom discussed in literature. Moreover,
the structure of these finite element spaces are complicated, which makes designing optimal solvers/multilevel
methods difficult; there has been no discussion along this line. The order-reduced discretisation scheme in [28]
suggests to solve the original problem with existing edge elements; this scheme can be viewed as an analogue of
the Ciarlet-Raviart’s scheme [12] for biharmonic equation in the context of quad-curl problem, and equivalence
can be expected when (Vx)?u € H(curl, 2). However, the structure of the scheme has not shown friendlier.
The stability analysis was not mentioned in [28], and thus the intrinsic topology is not clear and the convergence
analysis is constructed in quite a technical way. Further, designing optimal solvers/multilevel methods for the
scheme is still an issue.

In this paper, we develop new mixed formulations with a clear and flat structure. By bringing in auxiliary
variables, we present mixed formulations for (A) and (B) which are stable in Babuska-Brezzi’s sense on the
spaces of L?, H(curl) and H' types. For (A), the divergence free condition makes the problem possess sixth-
order essence. In our approach, the condition is imposed in a dual form; the same technique was used in, e.g.,
Kikuchi [17]. The mixed problems admit routine discretisation with finite element spaces corresponding to L2,
H(curl) and H! under some mild conditions, and the theoretical convergence analysis can be done in a routine
way. As the structures of the dicsretized L2, H(curl) and H' spaces have been well-studied, the newly-developed
discretisation scheme can be solved by the aid of existing optimal preconditioners [15, 27, 34, 35]. Moreover, it is
easy to find finite element spaces that are nested on nested grids, algebraically and topologically, with respect to
the mixed formulation; this can bring convenience in designing high-efficiency algorithms. We also establish some
regularity results on convex polyhedrons for the mixed formulations. As the mixed formulations are equivalent
to the primal ones, the regularity of u and V x u are established for (A) and (B), and the assumptions adopted
in [41] and [28] are confirmed. Several finite elements are presented to be fit for the regularity.



MIXED SCHEMES FOR QUAD-CURL EQUATIONS 149

The mixed schemes presented can be viewed friendly to users. As only first-order spaces and first-order
operators are going to be discretized, the mixed schemes can be implemented by many popular finite element
packages. It can also be seen that the schemes are flexible on choosing different finite elements corresponding
to the regularity of the respective variables. Besides, it is direct to design optimal solvers for the discretization
schemes. As the stability of the scheme can be proved with respect to the topology of the L2, H(curl) and
H?! spaces, optimal Poisson solver based preconditioner can be constructed in a routine way [15, 27, 35]. We
note that, for the schemes, several additional unknowns are introduced, therefore, compared to existing primal
discretizations, especially ones of DG type like [16], more unknowns and larger-scale discretized systems are
expected to be dealt with. However, the numerical solution of the generated system is an easier task than of the
primal discretizations. Model (A) can be decoupled to several second order problems which are easy to solve.
Even though Model (B) is essentially different from Model (A) since the zero-order term appears and it can
not be decoupled, the five-field problem (4.5) of (B) can be optimally solved in quite a routine way as well. The
application of such mixed formulations is thus not that expensive, though it looks so.

We would emphasize the new variational problems (2.5) (for (A)) and (2.6) (for (B)) are the starting
point of what we are going to do and what we are able to do. These new primal formulations arise from
configurating the essential boundary conditions that should be satisfied by the solutions, and they are different
from traditional ones, like ones discussed in [16, 25] or [28]. The variational formulation (2.6) is similar to the
one used in [41], but the original boundary condition discussed in [41] is different from that of (1.2). The new
variational formulations possess enough capacity for the essential boundary conditions, and make the sequel
analysis smoother. The scheme discussed in the present paper is relevant to the one discussed in the recent
paper [4]. In contrast to the approach in [4] which uses implicitly the Helmholtz decomposition of the source
term (right hand side f), however, our present paper utilize the approach of introducing Lagrangian multipliers.

The remaining of the paper is organised as follows. In Section 2, we present some preliminaries and new
primal formulation of the model problems. We will particularly figure out the appropriate spaces of the model
problem by clarifying the boundary conditions and specify the space whose capacity is fit for the boundary
condition and the variational form. In Section 3, mixed formulations of the model problems are given with
stability analysis. Section 4 is then devoted to the discretizations, including general discussion on the conditions
to be satisfied, and also some specific examples. Finally in Section 5, concluding remarks are given.

2. MODEL PROBLEMS: NEW PRIMAL FORMULATIONS

2.1. Preliminaries: Sobolev spaces

Let £2 C R? be a simply connected polyhedral domain with simply connected boundary I = 92, and unit
outward norm vector n. In this paper, we use the bold symbol for a vector in R®. We use L?, (£2) and Hto)(ﬂ)
for t = 1,2,... for the standard Lebesque space and Sobolev spaces, and V, div and curl for the standard
gradient, div and curl operators. For a vector w = (w',w?,w®)", Vw = (Vw!, Vw?, Vw?). Denote

H'(curl, Q) := {v € L2(2) := (L*(2))% : cwrPv € L?(), 1<j<t}, t=0,1,2,...,

equipped with the inner product (u,Vv)gt(cw,) = (0,v) + Z;Zl(curlju, curl/v), and the corresponding norm
| || &7t (curt, 2)- Particularly, H'(curl, £2) = H(curl, 2) the usually defined Sobolev space, and || - || (cur,2) =
| - llcurt, 2. Similarly, define

H(curl®, 2) := {v € L*(2) : curlcurlv € L(2)}, (2.1)

equipped with the inner product (u,v)g(curz,2) = (u,v) + (curleurlu, curleurlv) and with the correspond-
ing norm. Corresponding to the boundary condition, define HZ(curl,2) := {v € H?(cur,2) : v x n =

0 and (curlv) x n = 0 on I'}. In the sequel, we use Vx for curl in equations. As usual, denote H(div, 2) =
{v € L2(2) : divv € L?(£2)}, and Hy(div, 2) = {v € H(div,2) : v-n=0onI}.
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These variational formulations are usually used in literature:

e for (A) (as used in, e.g., [28]): given f with divf = 0, find u € H3(curl, £2) and divu = 0, such that
(VxVxuVxVxv)=(fv), VveH:(cul ?); (2.2)
e for (B) (as used in, e.g., [16]): given f, to find u € H3(curl, £2), such that
(VXxVxu,VxVxv)+(uv)=(fv), VveH:(curl Q). (2.3)

The well-posedness of the variational problems follows from Lemmas 2.1 and 2.3 below.
Lemma 2.1 (Friedrichs inequality, cf. Sect. 11.1.2 of [3]). There exists a constant C, such that it holds for
v € Hy(curl, 2) and divv =0 that

[vllo.2 < CIIV x vllo.q- (2.4)

Remark 2.2. VH}(2) is a closed subspace of Hy(curl, 2), and Hy(curl, 2) = VH}(2) &+ (VHI(2))*,
where (VH(£2))+ is the orthogonal complement of VH(£2) in Ho(curl, £2). Moreover, (VH(2))+ = {v €
Hy(curl, 2) : divv = 0}.

Lemma 2.3 ([16], Lem. 2.1). HZ(curl, 22) is the closure of (C8°(£2))* in H(curl®, 2), and

IV % Vioe < 5(IV x ¥ x vlloo + [V]o.0) on H3(curl, 2).

N |

2.2. New primal formulations

We begin with the fact below.

Lemma 2.4 (Lemma 2.5 of [13]). If 2 C R3 is bounded, simply connected with Liptschiz-continuous boundary,
then

H)(2) = (HL(2))* = Ho(cwrl, ) 0 Ho(div, ).
and
(Vu,Vv) = (V x u,V x v) + (divu,divv) for u,v € H}(£2).

Define Hj(curl, 2) := {v € Hy(curl, 2) : V x v € H}(£2)}. Below is a crucial fact.
Lemma 2.5. H}(curl, 2) = H3(curl, 2).

Proof. Evidently, H{(curl, £2) C H3(curl,£2). On the other hand, given v € H3(curl,{2), then V x v €
Hy(div, 2) as v € Hp(curl, 2); namely, V x v € Hy(curl, 2) N Hy(div, 2) = H{(£2). This completes the
proof. O

Evidently, (V(V x u),V(V xv)) = (V x V xu,V x V x v) on H}(curl, 2).
Then we establish the variational form of the primal model problems as:

(A’) Given f with divf = 0, find u € H}(curl, £2), divu = 0, such that

(V(V xu),V(V xv)) = (f,v), VvecHj(curl, ). (2.5)
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(B’) Given f, find u € H}(curl, £2), such that
(V(V xu),V(V xV))+ (u,v) = (f,v), VYveHj(curl,?). (2.6)

The theorem below follows from Lemma 2.5.

Theorem 2.6. The variational problems (A') and (B') are well-posed. They are equivalent to (2.2) and (2.3),
respectively.

Remark 2.7. The variational problem on H}(curl, £2) has been discussed in [41], where the boundary condition
isuxn =V xu=0. Here we show that H}(curl, 2) is still the space fit for this simplified boundary condition.

3. MIXED FORMULATION OF MODEL PROBLEMS

In this section, we present mixed problems that are equivalent to (A’) and (B’), thus to (A) and (B),
respectively. The stability and regularity of the mixed problems are given.

3.1. Mixedization of problem (A’)

We start with the observations below.

Lemma 3.1. Given u € Hy(curl, 2) and y € H{(£2), V x u =y and divu = 0 if and only if there exists an
o € H (), such that

(divy,q) =0, Vqe Li(92),
(Vo,s) = (Vxu,Vxs)+(y,Vxs)=0, VseHg(curl, ), (3.1)
(u,Vn) =0, Ve Hi ().

Proof. If divu = 0 and V X u =y, then (3.1) follow immediately. Indeed, o = 0.

On the other hand, under the assumption (3.1), divy = 0 by the first equation, and thus there exists a unique
w € (VHE(£2))1, such that y = V x w. By the third equation of (3.1), divu = 0 and u € (VH{(£2))*+. Further,
by the second equation, (V x w,V x s) = (V x u,V x s) for any s € (VH}(£2))*, and thus u = w, namely
y = V x u. The proof is completed. O

Now, let u be the solution of (A’) (thus (A)); if we define y := V x u, then y € H}(§2). Thus the variational
problem (A’) can be rewritten as: find (u,y) € Hg(curl, 2) x H}(£2), such that, divu =0, V x u =y, and

(Vy,Vz) = (f,v), (3.2)

for any (v,z) € Hp(curl, 2) x H}(£2), such that divw =0 and V x v = z.
By Lemma 3.1, we can further introduce Lagrangian multipliers p, r, g and a dual Lagrangian multiplier o,
to rewrite the equation (3.2) to a relaxed formulation. Namely, define

V := Hj(82) x Ho(curl, 2) x H}(2) x L3(2) x Ho(curl, 2) x Hg(12), (3.3)
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and we consider to find (o, u,y,p,r,€) € V, such that for (7,v,z,q,s,1m) € V,

(I‘, VT) =0,
—(Vxr,Vxv)+ (Vg v)=(f,v),
(A") (Vy,Vz) + (p,divz) + (V x r,z) =0, (3.4)
(leY7 q) - Oa
(Vo,s) — (Vxu,Vxs)+(y,V xs) =0,
(ll, Vﬂ) =0
Lemma 3.2. Given f € L?(02), Problem (3.4) admits a unique solution. Moreover,
lloll,e + [ullcun,e + [[¥ll,e + [Pllo,.e + [Tllcur,e + [[€ll1,e < Clf|l e, (curt,2)) - (3.5)
Proof. We are going to verify conditions by Brezzi’s theory. Define
a((0-7 u7 y)? (T7 v7 Z)) = (vy’ VZ)7 (3’6)
and
b((o,u,y), (g,8,m)) := (divy,q) + (Vo,8) = (V xu, V X 8) 4+ (y,V x 8) + (u, V7). (3.7)

Then a(-,-) and b(-, -) are continuous on [H{ (£2) x Hy(curl, 2) x Hy(£2)]? and [HE(2) x Ho(curl, £2) x H} (£2)] x
[L3(£2) x Ho(curl, 2) x H}(£2)], respectively. Define Z := {(0, u,y) € [H}(2) x Hy(curl, 2) x H§(2)] :
b((o,u,y), (g,8,m)) = 0, V(g,s,n) € [LE(2) x Hp(curl, £2) x H&(Q)]} Then it remains for us to verify the
coercivity of a(-,+) on Z and inf-sup condition: given nonzero (g,s,n) € L3(£2) x Hy(curl, 2) x H}($2),

b J7u7 b 7s7
sup (0 w) @5) o ciiglon + lslle + nlo).  (38)

(o,u,y)EHL(£2) xHo(curl,22) x H} (2)\ {0} loll,e + [[allew,e + [yl

Given (o,u,y) € Z, then o = 0. Since (u,Vn) = 0 for any n € H({2), by Lemma 2.1, we have ||u/lcur o <
C|IV xuflo,n.- As (V xu,V xu) =(y,V xu), we have |V x uljo.o < ||yllo,2 < C||Vyllo,e- This confirms the
coercivity of a(-,-) on Z.

Given (g,s,m) € L&(£2) x Hy(curl, 2) x HE(2), firstly, we decomose s = s; + s, such that s; € VH}(2),
and so € (VHE(£2))1. Set y to be such that (divy,q) = (¢,q) and ||y||1.o < C||divy|lo.e, and o to be such that
Vo = s;. Further, u is chosen to be uy + V7, such that (u;, Vi) = 0 for any n € H}(2) and (y —V xu;, Vxv) =
(V x 8,V xv) for any v € Hp(curl, £2). Then

b((o,u,y), (¢.8,m) = (0,9) + (s1,81) + (V x 82,V x 82) + (Vn, Vi) > C(llgll§ + lIs[|Zun.0 + [IV0l5 ),

where we have made use of Lemma 2.1 for so. Meanwhile, |Vo|o.o = [silo.2 < [Isllecun, [|¥]1,2 < Cllgllo,o,
and [uflcur.e < C([Vllo.2 + lIslleurn.2 + 1Y llo.2) < CUIVnllo,2 + lIslleur.2 + llgllo.2). This confirms (3.8) and
completes the proof. O

Lemma 3.3. The problem (3.4) is equivalent to the variational problem (A').

Proof. Let (o,u,y,p,r,&) be the solution of (3.4). Then divu =0, V x u =y, and (Vy,Vz) = (f,v) for any
z € H}(2) and v € Hy(curl, £2) such that z = curlv. This way, u € H}(£2), and solves (A’). As (A’) admits
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only a unique solution, this confirms simultaneously that the solution of (A’) is part of the solution of (3.4).
The proof is completed. O

Lemma 3.4. The problem (3.4) can be decomposed to the three subsystems and solved sequentially:

(1) given £, solve for r € Hy(curl, 2) and & € H}(£2) that

(Vxr,Vxv)—(VEv)=—(f,v), VveHycurl, ) (3.9)
(Vr,r) =0, V7€ H(0); ’
2) with r obtained, solve for y € H}(£2) and p € LZ(12) that
0 0
(Vy,Vz) + (p,divz) = —(V x r,z), Vzec H}(Q) (3.10)
(divy,q) =0, Vg€ L3(%2); '
3) with y obtained, solve for u € Hy(curl, £2) and o € H}(£2) that
0
(VxuV xs)—(Vo,s)=(y,V xs), VseHy(curl, 2) (3.11)
(Vn,u) =0, V€ Hy(12). '

Proof. By the stable Helmholtz decomposition of Hg(curl, {2), we can verify the three subproblems are all
well-posed. The proof follows then. O

The theorem below establishes the regularity of the mixed system, and thus the primal form of (A) in forms
(1.1) and (2.2). It confirms the assumption in [28] (p. 190).

Theorem 3.5. Let {2 be a convex polyhedron, and f € (L?(£2))3 such that divf = 0. Let (o,u,y,p,r,§) be the
solution of (3.4). Then

=0, (3.12)
u € H2(2) NHy(curl, 2), V x u € H3(02); (3.13)
y € H2(2) N H}(2); (3.14)

p€ HY ()N L3(0); (3.15)

r € H2(2) N Hy(curl, 2); (3.16)

£=0. (3.17)

Moreover, if further £ € H'(£2), then V x r € H2(£2).

We postpone the proof of Theorem 3.5 after the technical lemma below. From this point onwards, <, 2, and

Y~ A

= respectively denote <, >, and = up to a constant. The hidden constants depend on the domain, and, when
triangulation is involved, they also depend on the shape-regularity of the triangulation, but they do not depend
on h or any other mesh parameter.

Lemma 3.6. Let {2 be a convexr simply connected polyhedron.

(1) (Sects. 3.4 and 8.5 of [15])

Hy(div, 2) N H(curl, 2) ¢ H(2), and Ho(curl, 2) N H(div, 2) C H(02).
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(2) (Lem. 3.2 of [10]) For functions z € H(div, 2) NHo(curl, 2) or Hy(div, 2) NH(curl, 2) satisfying curlz €
H' () and divz € H*(£2). Then

z € H2(0), and ||z|2 < ||curlzy o + ||divz|1 -

Proof of Theorem 3.5. By Lemma 3.4, we will show the regularity result by dealing with the subsystems (3.9),
(3.10) and (3.11) sequentially.

Since divf = 0, by (3.9), it holds that £ = 0, and (V xr,V x v) = (f,v) for any v € Hy(curl, £2). Thus
V xVxr=feL%), namely V x r € H(curl, £2). Also, V x r € Hy(div, £2), and thus V x r € H(curl, 2) N
Hy(div, £2) ¢ HY(£2). Note that by (3.9), divr = 0, thus by Lemma 3.6, r € H?({2). This proves (3.16) and
(3.17).

Substitute V X r into the system (3.10), standardly we obtain the estimate (3.14) and (3.15). Here we refer
to [24] for the regularity analysis of the 3D Stokes problem.

Further, substitute y into the system (3.11), we obtain o = 0, divu = 0, u € H*(2) NHo(curl, 2) and V x u €
H! (). By Lemma 3.6 again, it holds that u € H?(£2). Moreover, V x u = y; this leads to V x u € H%($2).

When f € H!, V x r € H?(£2) by Lemma 3.6. The proof is completed. O

Remark 3.7. As 0 =& =0 for any f with divf = 0, the system (3.4) can be simplified to: find (u,y,p,r) €
V"= (VHL2) L x H(2) x LE(2) x (VH(2))*, such that, for any (v,z,q,8) € V",

—(Vxr,Vxv)=(fv),

(Vy,Vz) + (p,divz) + (V xr,z) =0,
(divy,q) =0,
—(Vxu,Vxs)+(y,Vxs)=0.

This new system is equivalent to (3.4), and simpler formally. However, its dicretization needs finite element
space for (VH{(£2))*, and we will not discuss it much here.

3.2. Mixedization of problem (B’)
We simply repeat the procedure for Problem (A’). Define

U = HY(2) x Hy(curl, 2) x HY(2) x Hy(curl, 2) x L2(12).

The mixed formulation is to find (o, u,y,r,p) € U, such that for (r,v,z,s,q) € U,

(r,Vr) =
(u,v) — (er V xv)=(f,v),
(B") ¢ (Vy,Vz) + (V x r,2) + (p,divz) = 0, (3.18)
(Vo,8) — (Vxu,Vxs)+(y,V xs)=0,
(divy,q) = 0.

Lemma 3.8. Given f € L?(2), Problem (3.18) admits a unique solution. Moreover,

lollye + l[allewt,e + 1¥llLe + Irleute + lpllo.e < ClIEll o curt,2)) - (3.19)

Proof. Again, we are going to verify Brezzi’s conditions. Define a((o,u,y), (1,v,2)) := (u,v) 4+ (Vy, Vz), and
b((o,u,y), (s,q)) := (Vo,s) = (Vxu,V xs)+(y,V xs)+ (divy, ¢). The continuity of a(-, -) and b(-, -) associated
with U follow immediately.
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Define Z := {(J, u,y) € H}(£2) x Ho(curl, 2) x HY(2) : b((o,u,y),(s,q)) = 0,V (s,q) € Ho(curl, 2) x

L%(Q)} Given (o,u,y) € Z, we have 0 = 0 and y = V x u. Thus the coercivity of a(-,-) on Z follows.

Given (s,q) € Hop(curl, £2) x L%(£2), decompose s = s; + 5o with s; € VH}(£2), and sy € (VHE(£2))1. Set
y € HY(£2), such that (divy,q) = (¢,¢) and ||y||1 < Cllgllo, Vo = s1, and u € (VHE(£2))* such that (y — V x
u,V xv)=(Vxs,Vxv) for any v € Ho(curl, £2). Then b((c,u,y), (s,q)) = (s1,81) + (V x5,V xs)+ (g, ),
and ||o||1 + [[ullcurt + [|¥]l1,2 < C(|Is]lcurt,2 + |l¢llo,2)- This leads to the inf-sup condition and completes the
proof. O

Similar to Lemma 3.3, we can obtain the equivalence result below.
Lemma 3.9. The problem (3.18) is equivalent to the primal problem (B’).

Theorem 3.10. Let 2 be a convex polyhedron and (o,u,y,r,p) be the solution of (3.18). Theno =0,V xu €
H2(2), y e H2(Q)NnH{(2), r e H(2) N Hy(curl, 2), V x r € HY(2) and p € L3(2) N H (). Further, if
divf = 0, then u € H?(92).

Proof. By the stability of the system and since divr = 0, we obtain r € H(£2). As (V xr,V xv) = (u—f,v)
for any v € Hy(curl, 2), we have V x V x r = u — f, thus V x r € H(curl, £2) N Hy(div, 2) C H*(£2). Then,
standardly, we obtain y € H?(2) NH}(£2), and p € H'(2) N L3(£2). By the second last line of the system,
oc=0and V xu=y; thus V x u € H2({2). Further, if divf = 0, then divu = 0; this combined with that
curlu € H}($2) leads to that u € H2(2). The proof is completed. O

Remark 3.11. Theorem 3.10 constructs regularity of (B) in forms (1.2) and (3.18). It also confirms the validity
of assumptions in Lemma 3.2 and Theorem 3.12 of [41] by showing that u € H2(£2) and V x u € H?({2) when
f € L%(£2) with divf = 0. This proof can be repeated onto Theorem 3.5. The difference between the two proofs
is that we do not try to decompose (3.18) to subsystems sequentially for Theorem 3.10.

4. FINITE ELEMENT DISCRETIZATIONS OF THE MIXED FORMULATIONS

Given finite element spaces H}, C H(82), Hpo(curl) C Ho(curl, 2), H},, € H}(£2) and L3, C L&($2), we
can use them to replace the respective Sobolev spaces in the mixed systems to generate a discretisation scheme.
Particularly, the spaces Hg(£2) and Hg(curl, £2) may appear more than once in the mixed formulation; this
hints us to use different H i(’)a and H ,1’0b and different HY,(curl) and HY(curl) when convenient. In this section,
we present some conditions of the well-posed-ness of the discretised system, construct generally its convergence
analysis, and give some examples.

4.1. Discretize problem (A”)

Let H}Lba x Hf,(curl) and H,ibb x HY,(curl), identical or not, be two finite element subspaces of Hg(£2) x
Hy(curl, ), and finite element space H}, x L3, C H)(2) x L2(£2). Define V;, := H)" x H},(curl) x Hp, X
L3, x HY (curl) x Hillbb, and V) := Hibb x Hb (curl) x H} o x L2, x HE (curl) x H}Lba. The discretized formulation
of (A’) is to find (o4, Wn, Y, PhyTh,En) € Vi, such that, for any (74, Vi, 2, qn, Sk, mn) € Vi,

{a((ah,uh,yh), (Th, Vi, 2h)) + 0((PhsThy En), (Thy Ve 21)) = (£, V), (4.1)

b((0h7 Up, Yh>7 (qh7 Sh; 77h)) = 0’

where a(-,-) and b(-, -) follows the definitions (3.6) and (3.7). The system is symmetric indefinite when Vj, =V},
and unsymmetric otherwise.
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For the well-posedness of (4.1), we set up some assumptions below.

A1l: The exact relation holds: VH}ILE)O‘ = {sp, € HY (curl) : curls, =0}, o =a,b.
A2: The discrete Friedrichs inequality holds: ||sy|lo,2 < C||V X spllo,n for s;, € (VH,llba)L. Here (VH,llbo‘)L is
the orthogonal completion of (VH, ") in H(curl) in L? inner product, a = a,b.

di
A3: The inf-sup condition holds: inf su M > C.
0 €L;\0} 5, emt \ {0} |9nllo,2llZnll1,0

e

Remark 4.1. The assumptions A1l and A2 are imposed on the space pair H io and H? (curl), o = a, b, and
the assumption A3 is imposed on the space pair H}LO and L%O. This allows us to choose the three space pairs
independently. Given the assumption A3 itself, the system (4.1) can be decomposed to three subproblems and
solved sequentially.

Lemma 4.2. Under the assumptions A1-A3, the problem (4.1) is well-posed.

Proof. When H}IL(’)" = H}Lbb and H,(curl) = H? (curl), namely Vj, = V/, the proof is essentially the same as
that of Lemma 3.2; otherwise, we can decompose the system to three subproblems and analyse them one by
one, and the result can be proved. We only emphasize that ||up|lcurt,2 < Cllyrllo,e- Actually, the problem (4.1)
can be decomposed to the three subsystems and solved sequentially:

(1) given f, solve for r, € HY (curl) and &, € H}llbb that

(V X Tp, V x Vh) - (Vﬁh,vh) = —(f,Vh> Vvh < Hzo(curl) (4 2)
(VTh,r}L)ZO VT}L EH}llbb; '
(2) with r obtained, solve for ¢ € H}, and p € L}, that
(Vyn,Vzp) + (pn,divzy) = —(V X rp,z5) Yz, € HY (4.3)
(divyh,qh) =0 th c L%O;
(3) with y; obtained, solve for u, € Hf(curl) and o, € H,iba that
(V X up, V X Sh) — (VO’}“S}L) = (yh,V X Sh) Vs € HZO(Curl) (4 4)
(Vyn,up) =0 Yy € H;ba. ’

All the three subsystems are well-posed. Indeed, (4.2) and (4.4) are well-posed by Assumptions Al and A2,
and (4.3) is well-posed by Assumption A3. The stability estimate follows immediately. O

The convergence of the scheme is surveyed in the lemma below.

Lemma 4.3. Let (o,u,0,p,1,&) and (op, Up,Yh,Pr,Th, &) be the solutions of (3.4) and (4.1), respectively.
Under the assumptions A1-A3, it holds that

(1) v —rpllcun,e < C inf It — spllcurt, 2;

sp€HY  (curl)
(2) ly = yulli,e +[lp — prllo,.e
<Cl  inf (ly—zalie+Ilp—anl
ZhEHho,thLhO

(3) Hu*uthurl,Q g O[ inf Hufvh”curl,(l‘i’ ||y7Yh||O,Q];
v €HY (curl)

(4) on=0=0,8 =0=¢.

0,.2) + It —rallo,e];
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Proof. Similar to Lemma 3.4, we can decompose (4.1) to three subproblems and solve them sequentially. The

lemma follows directly from the Cea lemma and the second Strang lemma. We only have to note that, as

divf = 0, it follows that £ =0 and 0 =0, and inf ||{ —mpll1o= inf |jo— 7|10 =0. O
nweH}, c€H} ’

h h Th RO

Remark 4.4. By Lemma 4.3, the error |0 — op|1,0 + [[u — Ual[cw1,2 could be comparable to |ly — yullo,e-
This implies that when H iba and Hf(curl) are chosen appropriately, a higher order convergence rate of u may
be expected. Indeed, for general f (not assuming f € H!(2)), that we choose H¢(curl) bigger than HY (curl)

(meanwhile H ,16“ bigger than H i(’)b) coincides with the higher regularity of u than that of r on convex polyhedrons.
However, if H ;Lba +H }lbbb and Vj, # V), the problem is no longer symmetric, which may bring extra difficulties.
This is why we still discuss the choice V4, = V]! in many applications like, e.g., eigenvalue computation.

4.2. Discretize problem (B")

Let H}, C Hj(£2), Hypo(curl) C Hy(curl, 2), H} , € H}($2) and L3, C L3(£2) be respective finite element
spaces. Define

Uy = H}y x Hyg(curl) x Hj,y x Hyo(curl) x L.

The discretized mixed formulation is to find (op, up, ¥, rn,pr) € Un, such that, for any (7, Vi, Zn, Sh, qn) € Up,

(
(uh,vh) — (V X I‘h,v X Vh> = (f,Vh)

(Vyn,Vazy) + (V x 1y, 21) + (p, divay,) =0 (4.5)
(VO'}L,S}L) — (V X uh,V X Sh)(yh,v X Sh) =0

(divyn, gn) = 0.

The two lemmas below are for the stability and the convergence of the scheme.

Lemma 4.5. Under the assumptions A1~A3, the problem (4.5) is well-posed on Uy,.

Lemma 4.6. Let (m,u,y,r,p) and (op,Up, Y, Th,pr) be the solutions of (3.18) and (4.5), respectively.

(]) Op = O,‘
(2) ly = yullie + llp = palloe < C inf (la = villeun,e + Iy = znll1,0 + It = spllcute + [lp —
Th,VhyZh,Sh:qn)EUR
q}LI O,Q];
(3) Hu - uthurl,Q + ||I‘ - thcurl,Q
<c| it (= Valla + = sallow.a) + Iy = yalloo]-
Vh,8n €EHpo(curl)

Proof. The first item follows from A1, and the second follows from the Cea lemma. Note that (o, u,r) solves
the problem

(r,V7)=0 Ve H ()
(u,v) = (Vxr,Vxv)=(fv) Vv € Hy(curl, 2) (4.6)
(Vo,s) — (Vxu,Vxs)=—(y,V xs) VseHg(curl, £2),
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and (op,up,ry) solves the finite element problem:

(rp, V1) =0 vV, € H}ILO
(up,vp) — (V xry,V xvy) = (f,vp) Vv, € Hyp(curl) (4.7)
(Vah,sh) — (V X uy, V X Sh) = —(yh,V X Sh) Vs € Hho(curl).

The third item follows from the Ced lemma and the second Strang lemma. O

Lemma 4.6 reveals that the error |[u — Up||curl,2 + ||r — Trllcurl,2 can be comparable with ||y — y#|lo. This
hints us to use some bigger Hpo(curl) to expect higher accuracy of u and r than that of y and p.

4.3. Examples of finite element quartos

Let §2 be subdivided to tetrahedrons which form a grid 7,. We impose the shape regularity assumption on
Tr. On the grid, finite element spaces can be constructed. We refer to [11, 13, 20] for the context of finite element
methods. We only recall these familiar finite element spaces, k > 1:

e continuous Lagrangian element space of kth degree: subspace of H!(2), consist of piecewise kth-degree
polynomials; denoted by WF; Wk, = W} n HL(2);

e Nédélec edge element of first family of kth degree [22]: subspace of H(curl, £2), consist of piecewise poly-
nomials of the form u+ v, with u € (Py_1)? and v € x x (Py_1)3, where Pj_, is the space of (k — 1)th
degree polynomials, and Plil is the space of homogeneous (k — 1)th degree polynomials; denoted by N¥;
Nk, = N¥ N Ho(curl, 22).

4.3.1. Examples for problem (A"

For problem (A’), we choose

Hilzba = Wl?07 H%O(curl) = N}%,ov H}LO = (Wf%o)Q»
HYY =W, Hb(curl) :=Np, L3, := W} N L3(NQ). (4.8)

The assumptions A1-A3 can be verified. Particularly, A1 and A3 can be found in [3], and A2 can be found
in [1, 14, 18]. Its convergence then follows from Lemma 4.3. We here present a specific estimate on convex
polyhedrons.

Lemma 4.7. Let 2 be a convex polyhedron and divf = 0. Let (o,u,y,p,r,&) and (op,Up,Yh,Ph,Th,En) be the
solutions of (3.4) and (4.1), respectively. Then

(1) & =0=¢ and oy, =0 = 0;

(2) [Ir = rallewr,e < Ch(([rlli,e + [V x 1[l1,0) < Chl|f]o,0;

(8) ly —ynulli,e +lp —prllo,n
< Ch(|lyll2,2 + lIpll1,0 + |Ir

4) lly —yullo < Ch?|flo,0;

(5) [[a = uplleur,e < C(R*(Julla,0 + IV X ull2,0) + [ly — yal

Lo + [V xrllne) < Chlfflo.e;

0.0) < Ch?||f]jo.0-

Proof. We only prove the estimate of ||y —ys |0, by dual argument, and the remaining follows from Lemma 4.3
directly. Define V}, := H}ll(’)b X H};LO(curl) x Hpy x L3, x H%O(curl) X H,ibb, and let (6, Up, ¥, Pn, Th,En) € Vi, be
such that

(4.9)

a((6n, Gn, Y1), (P, Vi 1)) + 0((Brs B, €), (Frs Vi, 20)) = (£,93),
b((&h’ ﬁh,yh)v ((jh,éha ﬁh)) =0,
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for any (71, Vh, Zn, Gn, 8n, i) € Vi, where a(-, -) and b(-, -) follows the definitions (3.6) and (3.7).Then 65, = € =
0, and (1, Dn,th) = (Yn,Dn,rn). Let (6,0,¥5,p,T,£) € V be such that, for any (7,v,%,q,s,n) € V,

a((5,5,9), (1,%,9)) + (5, 7.6), (7,v,8) = (v — yn, ¥) o)
b((5—7 ﬁ? 5’)’ (Q7 S’ 77)) = 0'
Then r = 0, §~: 0, 6 = 0, and, by the same virtue as that of Theorem 3.5,
< Clly — yullo,e-
Thus substituting (7, v, 1, q,8,m) = (0 — 6p,u— Up, ¥y — Yh,p — Pp,r — T, & — éh) into (4.10), we have
ly = yulg.e = a((,8,9), (0 = 6n,u = @n,y = 1)) + b((5,F,€), (0 = 6n,u = @,y = In))
+b((6,0,¥), (p — Pn, T — £, § — &p))-
Further, for any (7, Vi, 2, Gn, Sk, 7in) € Vj,, the orthogonality holds that
ly = yullt.o = a((6 — #n. 0 — V4, ¥ — 21), (0 — G, 0 — n,y — ¥4)) + b((B — Gn, T — 8n, & — 7n),
(0 = Gpu =,y — §1)) +b((6 — 7, 8 — 8, F), (p — ProT — T4, & — 1))
Thus
ly — yh”o 0 <C(lo=anll1,0+lu— uh”curl o+ ||y Yh”l o+ ||p ph”O o+ ||r - I'h”curl Q)
X inf ~(J|o ).
(ThsV 12k ,Gn 80,10 ) EVa
Then by finite element estimate,
< Chlfllo, - hlly = ynllo,e; (4.11)
which leads to that ||y — yallo,2 < Ch?||f]jo,2. This completes the proof. O

Remark 4.8. The convergence analysis in terms of the regularity of the solution follows directly from
Lemma 4.3. We here construct a convergence analysis with respect to ||f]|o,2, which can exploit the regu-
larity of solution functions to a full extent with economical complexity. When further £ € H!(§2), we can set
H}Y = W72, and HY(curl) := N2, and obtain higher accuracy of ||t — rp|cu, -

4.8.2. Examples for problem (B")

For problem (B”), we choose
Hjyo := Wijg,  Hypo(curl) := Njiy,  Hjg:= (Wio)?,  Li := Wy N L3(£2). (4.12)

The assumptions A1-A3 can be verified. The lemma below is for the convergence.

Lemma 4.9. Let 2 be a convex polyhedron and f € L2(£2). Let (m,u,y,r,p) and (on,Up,yr,Th,pr) be the
solutions of (3.18) and (4.5), respectively. Then

(1) o, =0=0;
< Chllfllo,e, |y —yrllo < Ch?|fllo.;
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(8) It — rhllewr, 2 + lu— upllcur,o < Ch||f|o,0;
(4) if £ € HY(£2), then |u — pllcurt,2 + It — Thllcur,0 < CR?||f|1,0.

Proof. Similar to Lemma 4.7, we only have to construct the estimate ||y — ynllo,2, which can be done by
repeating the dual argument in the proof of Lemma 4.7, and we omit the details here. The proof is completed
by following from Lemma 4.6 directly. O

5. CONCLUDING REMARKS

In this paper, we study the quad curl equations and develop for them friendly mixed schemes. We construct
equivalent mixed formulation of the two variant model problems, which are stable on standard L2, H(curl) and
H' spaces. Existing finite element quartos that satisfy some quite mild assumptions can then lead to stable
discretisation schemes, and the convergence then follow in a routine way. Regularities are established for the
mixed formulations, and then the primal ones. Some finite element examples which are optimal with respect
to the regularity are given. The newly developed schemes are easy to build, to analyze and to design optimal
solvers for. The schemes can be implemented with various finite element packages. The discussion also shows
some possibility to analyse the model problems under the framework of finite element exterior calculus(cf., e.g.,
[1]). Further discussions on related topics such as adaptive algorithms can be expected.

In constructing of the equivalent formulations, we first configurate the boundary conditions that V x u has
to satisfy. Particularly, (V x u)-n = 0 is a condition satisfied by the variable V x u essentially. This forces
us to bring H}(£2) which has bigger capacity for boundary conditions into discussion. This partially illustrates
the importance of the boundary condition for the variational problem. Discussions and comparisons can be
extended to problems with other boundary conditions.

As only low-order Sobolev spaces are involved in the mixed forms, it is possible to construct finite element
schemes that are nested algebraically and topologically on nested grids; this will provide convenience in designing
multilevel methods, and can be utilised in practice (cf., e.g., [8, 9, 19, 40]). Beyond the two familiar variants
boundary value problems considered in this paper, in many contexts, second order operators also appear in
the boundary value problem, and parameters of various scales may appear in front of operators of different
orders; see the model problem in [41]. Designing parameter-robust discretisation is interesting and practically
important, and will be discussed in future. Also, we focus ourselves on source problems in the present paper. The
utilisation of the mixed scheme presented in this paper onto eigenvalue computation and analysis, especially in
designing multilevel algorithm (¢f. [40]), will be discussed in future.
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