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#### Abstract

This paper presents error analysis of hybridizable discontinuous Galerkin (HDG) timedomain method for solving time dependent Schrödinger equations. The numerical trace and numerical flux are constructed to preserve the conservative property for the density of the particle described. We prove that there exist the superconvergence properties of the HDG method, which do hold for second-order elliptic problems, uniformly in time for the semidiscretization by the same method of Schrödinger equations provided that enough regularity is satisfied. Thus, if the approximations are piecewise polynomials of degree $r$, the approximations to the wave function and the flux converge with order $r+1$. The suitably chosen projection of the wave function into a space of lower polynomial degree superconverges with order $r+2$ for $r \geq 1$ uniformly in time. The application of element-byelement postprocessing of the approximate solution which provides an approximation of the potential convergence with order $r+2$ for $r \geq 1$ in $L^{2}$ is also uniformly in time.
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## 1. Introduction

In this paper, we propose a new semidiscretization by hybridizable discontinuous Galerkin (HDG) method for the following time dependent Schrödinger equation

$$
\begin{cases}\frac{\partial u}{\partial t}-i \Delta u=f & t>0, x \in \Omega \subset R^{d}  \tag{1.1}\\ u t \partial \Omega=g & t>0, \\ \left.u\right|_{t=0}=u_{0}(x) & x \in \Omega \subset R^{d}\end{cases}
$$
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In order to define a HDG method for the time dependent Schrödinger equation (1.1), we introduce an auxiliary flux variable and rewrite it in terms of a system of first order partial differential equations

$$
\begin{cases}-\nabla u=\boldsymbol{q} & x \in \Omega \subset R^{d},  \tag{1.2}\\ \frac{\partial u}{\partial t}+i \nabla \cdot \boldsymbol{q}=f & t>0, x \in \Omega \subset R^{d}, \\ \left.u\right|_{\partial \Omega}=g & t>0, \\ \left.u\right|_{t=0}=u_{0}(x) & x \in \Omega \subset R^{d},\end{cases}
$$

where $i=\sqrt{-1}, u(x, t)$ is a complex unknown density function defined in $\Omega \times[0, T]$ and $\Omega$ is bounded and convex (or smooth). The Schrödinger equation above may describe many physical phenomena in optics and mechanics.

In $[20,33]$, the authors propose the traditional analytical methods of Schrödinger equations by using plane wave analysis and perturbation technique, but only handle simple planner structures or weak perturbations. However, recently numerical methods of the time dependent Schrödinger equation provide an efficient and flexible alternative choice to study quantum structures from the simple model to the complicated geometric configurations such as quantum wells. Up to date a lot of numerical approximations have been investigated extensively to the development of efficient methods for the Schrödinger equation, including the finite difference methods [3, 19, 23], the finite element methods [1, 2, 22, 29], the DG methods [13] and for others [7, 21]. In the light of a fully discrete scheme presented by Jin and Wu [22] and Wang [34], Crank-Nicolson methods are employed for time discretization and the different finite element methods are employed for the spatial discretization for the Schrödinger equation. It turns out that the schemes are unconditionally stable and their convergence have the optimal orders, but they are implicit. In [2], Antoine et al. introduced some proper non-reflecting boundary conditions or absorbing boundary conditions for the linear Schrödinger equations, constructed the fully discrete schemes by applying the Crank-Nicolson scheme in time and Galerkin finite element approximations in space for the resulting initial-boundary value problems. In [13], Dong et al. developed and analyzed a discontinuous Galerkin (DG) method for one-dimensional stationary Schrödinger equations with open boundary conditions which had highly oscillating solutions and proved that the DG approximation converges optimally with respect to the mesh size $h$ in $L^{2}$ norm.

In this paper, we introduce and analyze a hybridizable DG methods proposed in $[8,10]$ for the linear nonstationary Schrödinger equation. An important property of the resulting numerical method is the conservation for the probability density of the particles. Our method follows closely with the discontinuous Galerkin methods proposed in [5] for the heat equation [25], for the time-harmonic Maxwell equations [16, 27], for the convection diffusion equation and [28] for the incompressible Navier-Stokes equations, but is different from the DG/LDG method in $[13,15,24]$. We propose a local discontinuous Galerkin-hybridizable method. When applied to the second order elliptic equation, this method uses polynomials of degree $r \geq 0$ to approximate $u$ and each component of the flux $\boldsymbol{q}=-\nabla u$. Some analysis of the HDG methods were proposed [8, 12] which is based on the use of suitably chosen projections. In these papers, it showed that the HDG methods have the same convergence properties as the Raviart-Thomas (RT) methods [30]. It showed that the postprocessing could be computed and converged to $u$ with order $r+2$ for $r \geq 1$ and that the approximation to $\boldsymbol{q}$ converges with order $r+1$ for $r \geq 1$ in all of the above mentioned papers. In this paper, we will prove that these results also hold in our setting uniformly in time provided that the exact solution is smooth enough.

There are some similarities between our method and those in [5, 6, 14]. The convergence or superconvergence results for HDG methods for elliptic problems obtained in [8] and heat equations obtained in [5] were extended them to the semidiscrete HDG methods. Here we extend to our Schrödinger problems the convergence or superconvergence results for the discretization by HDG methods of second-order elliptic problems [2, 7, 29]. Moreover, we also use energy techniques and parabolic duality arguments. The energy techniques are very well known and can be found in many literatures. The duality technique of evolution equations was also used in [5]. Here, we use a variation of the duality arguments used in many literature. It is based on an estimate of the
$L^{1}\left(0, T ; L^{2}(\Omega)\right)$-norm of the solution of the dual problem and incorporates the fact that the projection of the error we are trying to estimate lies in a finite dimensional space.

The organization of this paper is the following. In Section 2, we state and discuss our main results for the HDG method under consideration. Their proofs are displayed in detail in Section 3. In Section 4, some conclusions are summarized.

## 2. MAIN RESULTS

### 2.1. HDG method

In order to represent our results, we need to introduce the HDG methods which are constructed by Cockburn et al. $[8-11,26]$. To do that, let us introduce some notation. We denote by $\Omega_{h}=\{K\}$ a triangulation of the domain $\Omega$, which are shape-regular simplexes $K$, and define the following three boundary sets associated to this triangulation: firstly, the set of faces of all the elements $\Gamma_{h}=\left\{\partial K: K \in \Omega_{h}\right\}$, secondly, the set of interior faces $\Gamma_{h}^{i}$, and lastly, the set of boundary faces $\Gamma_{h}^{\partial}$. We say that $F \in \Gamma_{h}^{i}$ if there are two simplexes $K_{1}$ and $K_{2}$ in $\Omega_{h}$ such that $F=\partial K_{1} \bigcap \partial K_{2}$, and we say that $F \in \Gamma_{h}^{\partial}$ if there are the simplex $K$ in $\Omega_{h}$ such that $F=\partial K \bigcap \partial \Omega$. It is obvious that $\Gamma_{h}=\Gamma_{h}^{\partial} \cup \Gamma_{h}^{i}$.

For each time $t$ on the interval $[0, T]$, the method yields a scalar approximation $u_{h}(t)$ to the wave function $u(t)$, a vector approximation $\boldsymbol{q}_{h}(t)$ to the flux $\boldsymbol{q}(t)$, and a scalar approximation $\hat{u}_{h}(t)$ to the trace of $u(t)$ on element boundaries. The hybridized Galerkin methods seek an approximation $\left(\boldsymbol{q}_{h}, u_{h}, \lambda_{h}\right)$ to the exact solution $\left(\left.\boldsymbol{q}(t)\right|_{\Omega},\left.u(t)\right|_{\Omega},\left.u(t)\right|_{\Gamma_{h} \backslash \partial \Omega}\right)$ in a finite-dimensional space $\boldsymbol{V}_{h} \times W_{h} \times M_{h}$ of the form

$$
\begin{aligned}
\boldsymbol{V}_{h} & =\left\{\boldsymbol{v} \in L^{2}(\Omega):\left.\boldsymbol{v}\right|_{K} \in \boldsymbol{V}(K), \forall K \in \Omega_{h}\right\} \\
W_{h} & =\left\{w \in L^{2}(\Omega):\left.w\right|_{K} \in W(K), \forall K \in \Omega_{h}\right\} \\
M_{h} & =\left\{m \in L^{2}\left(\partial \Gamma_{h}\right):\left.m\right|_{F} \in M(e), \forall F \in \Gamma_{h}\right\}
\end{aligned}
$$

respectively, where

$$
W(K)=\mathscr{P}_{r}(K), \quad \boldsymbol{V}(K)=\boldsymbol{P}_{r}(K), \quad M(F)=\mathscr{P}_{r}(F)
$$

Here $\mathscr{P}_{r}(K)$ is the space of polynomials of total degree at most $r$ and $\boldsymbol{P}_{r}(K)=\left[\mathscr{P}_{r}(K)\right]^{d}$.
The weak formulation of a HDG method for equations (1.2) is to find an approximation $\left(\boldsymbol{q}_{h}, u_{h}, \lambda_{h}\right)$ in the finite element space $\boldsymbol{V}_{h} \times W_{h} \times M_{h}$ such that

$$
\begin{align*}
& \left(\boldsymbol{v}, \boldsymbol{q}_{h}\right)_{\Omega_{h}}-\left(\nabla \cdot \boldsymbol{v}, u_{h}\right)_{\Omega_{h}}+\left\langle\boldsymbol{v} \cdot \boldsymbol{n}, \hat{u}_{h}\right\rangle_{\Gamma_{h}}=0  \tag{2.1a}\\
& \left(\frac{\partial u_{h}}{\partial t}, w\right)_{\Omega_{h}}-i\left(\boldsymbol{q}_{h}, \nabla w\right)_{\Omega_{h}}+i\left\langle\hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}}=(f, w)_{\Omega_{h}}  \tag{2.1b}\\
& \left\langle\hat{u}_{h}, \nu\right\rangle_{\Gamma_{h}^{\partial}}=\langle g, \nu\rangle_{\Gamma_{h}^{z}}  \tag{2.1c}\\
& \left\langle\hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}, \nu\right\rangle_{\Gamma_{h} \backslash \Gamma_{h}^{\partial}}=0  \tag{2.1~d}\\
& \left.u_{h}\right|_{t=0}=\Pi_{W}^{H} u_{0} \tag{2.1e}
\end{align*}
$$

hold for all test functions $\boldsymbol{v} \in \boldsymbol{V}_{h}, w \in W_{h}$, and $\nu \in M_{h}$, with a numerical trace for the flux defined by

$$
\hat{u}_{h}= \begin{cases}P_{\partial} g & \text { on } \Gamma_{h}^{\partial}  \tag{2.2}\\ \lambda_{h} & \text { on } \Gamma_{h} \backslash \Gamma_{h}^{\partial}\end{cases}
$$

where $P_{\partial}$ denotes an $L^{2}$-projection defined as follows: $P_{\partial}: L^{2}\left(\Gamma_{h}\right) \rightarrow M_{h}$ and $\Pi_{W}^{H}$ is the HDG projection which is defined in Section 2.3. Given a function $\xi \in L^{2}\left(\Gamma_{h}\right)$, and an arbitrary simplex $F \in \Gamma_{h}$, the restriction of $P_{\partial} \xi$
to a face $F$ of $K$ is defined as the element of $\mathscr{P}_{r}(F)$ that satisfies

$$
\begin{equation*}
\left\langle P_{\partial} \xi-\xi, \mu\right\rangle_{F}=0, \quad \forall \mu \in \mathscr{P}_{r}(F) \tag{2.3}
\end{equation*}
$$

However, the numerical traces $\hat{\boldsymbol{q}}_{h}$ is assumed to be the following simple form:

$$
\begin{equation*}
\hat{\boldsymbol{q}}_{h}=\boldsymbol{q}_{h}+\tau\left(u_{h}-\hat{u}_{h}\right) \cdot \boldsymbol{n} \quad \text { on } \Gamma_{h}, \tag{2.4}
\end{equation*}
$$

where $\tau$ is the stable parameter which is related with the projections.
Above and through, we use the notation

$$
(u, w)_{\Omega_{h}}=\sum_{K \in \Omega_{h}}(u, w)_{K}, \quad\langle u, w\rangle_{\Gamma_{h}}=\sum_{K \in \Omega_{h}}\langle u, w\rangle_{\partial K}
$$

where

$$
\begin{array}{ll}
(u, w)_{K}=\int_{K} u \bar{w} \mathrm{~d} x, & \forall K \in R^{d} \\
\langle u, w\rangle_{\partial K}=\int_{\partial K} u \bar{w} \mathrm{~d} s, & \forall \partial K \in R^{d-1}
\end{array}
$$

Here $\bar{w}$ is the complex conjugate of $w$ and $\boldsymbol{n}$ is the unit outward normal vector. Besides, for vector functions $\boldsymbol{q}$ and $\boldsymbol{v}$, the notations are similarly defined with the integrand being the vector inner-product $\boldsymbol{q} \cdot \boldsymbol{v}$. This completes the definition of the method.

### 2.2. The conservation of semi-discrete HDG

In this subsection, we provide the conservative result of HDG. We define the probability density and the current density for the continuous problem (1.1) or (1.2). We introduce them in case of one dimension. Consider a single electron whose probability density is given by

$$
p(x, t)=u \cdot \bar{u}
$$

and whose probability current density is given by

$$
I(x, t)=-i\left(u \cdot \frac{\partial \bar{u}}{\partial x}-\bar{u} \cdot \frac{\partial u}{\partial x}\right)
$$

If $u$ is the solution of the problem (1.1), then probability density $p$ and current density $I$ satisfy the following continuity equation:

$$
\frac{\partial p}{\partial t}-\frac{\partial I}{\partial x}=0
$$

Similarly, we define the probability density and the current density for HDG (2.1) by the following form:

$$
p_{h}(x, t)=u_{h} \cdot \bar{u}_{h}
$$

and

$$
I_{h}(x, t)=-i\left(u_{h} \cdot \frac{\partial \bar{u}_{h}}{\partial x}-\bar{u}_{h} \cdot \frac{\partial u_{h}}{\partial x}\right)
$$

Theorem 2.1. Let $u_{h}$ be the solution of the problem (2.1) and $p_{h}$ is the probability density. Then HDG is conservative, i.e.,

$$
\frac{\partial}{\partial t} \int_{\Omega_{h}} p_{h} \mathrm{~d} x=0
$$

### 2.3. Projections

In this subsection we introduce the HDG projection, which plays an important role in our error analysis. The HDG projection: The projection $\left(\boldsymbol{\Pi}_{V}^{H}, \Pi_{W}^{H}\right): \boldsymbol{H}^{1}\left(\Omega_{h}\right) \times H^{1}\left(\Omega_{h}\right) \rightarrow \boldsymbol{V}_{h} \times W_{h}$. Given a vector value function $(\boldsymbol{\phi}, \zeta) \in \boldsymbol{H}^{1}\left(\Omega_{h}\right) \times H^{1}\left(\Omega_{h}\right)$ and an arbitrary simplex $K \in \Omega_{h}$, the restrict of projection value $\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\phi}, \Pi_{W}^{H} \zeta\right)$ to $K$ is defined on the element of $\left(\mathscr{P}^{r}(K)\right)^{d} \times \mathscr{P}^{r}(K)$ that satisfies

$$
\begin{array}{ll}
\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\phi}-\boldsymbol{\phi}, \boldsymbol{v}\right)_{K}=0, & \forall \boldsymbol{v} \in\left(\mathscr{P}^{r-1}(K)\right)^{d}, r \geq 1 \\
\left(\Pi_{W}^{H} \zeta-\zeta, w\right)_{K}=0, & \forall w \in \mathscr{P}^{r-1}(K), r \geq 1 \\
\left\langle\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\phi} \cdot \boldsymbol{n}+\tau \Pi_{W}^{H} \zeta, \mu\right\rangle_{F}=\langle\boldsymbol{\phi} \cdot \boldsymbol{n}+\tau \zeta, \mu\rangle_{F}, & \forall \mu \in \mathscr{P}^{r}(F), F \in \partial K
\end{array}
$$

$\left(\boldsymbol{\Pi}_{V}^{H}, \Pi_{W}^{H}\right)$ is called the HDG projection which has the following approximation results, see [18].
Proposition 2.2. Suppose $r \geq 0,\left.\tau\right|_{\partial K}$ is nonnegative and $\tau_{K}^{\max }:=\left.\max \tau\right|_{\partial K} \geq 0$. Then the system (2.5) is uniquely solvable for $\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \Pi_{W}^{H} u\right)$. Furthermore, there is a constant $C$ independent of $K$ and $\tau$ such that

$$
\begin{align*}
& \left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}\right\|_{K} \leq C h_{K}^{l_{q}+1}|\boldsymbol{q}|_{\boldsymbol{H}^{l_{q}+1}(K)}+C h_{K}^{l_{u}+1} \tau_{K}^{*}|u|_{H^{l_{u}+1}(K)},  \tag{2.6a}\\
& \left\|\Pi_{W}^{H} u-u\right\|_{K} \leq C \frac{h_{K}^{l_{q}+1}}{\tau_{K}^{\max }}|\nabla \cdot \boldsymbol{q}|_{\boldsymbol{H}^{l_{q}}(K)}+C h_{K}^{l_{u}+1}|u|_{H^{l_{u}+1}(K)} \tag{2.6b}
\end{align*}
$$

for $l_{u}, l_{q}$ in $[0, r]$. Here $\tau_{K}^{*}=\max \left\{\left.\tau\right|_{\partial K \backslash F^{*}}\right\}$, where $F^{*}$ is a face of $K$ at which $\left.\tau\right|_{\partial K}$ is maximum.
To discuss the error analysis and present error estimates, we use some norms. We denote the norm and seminorm on any Sobolev space by $\|\cdot\|_{D}$ and $|\cdot|_{D}$, respectively. We set

$$
\|(\boldsymbol{q}, u)\|_{a, T, \Omega}=\|\boldsymbol{q}\|_{L^{2}\left(L^{2}\right)}+\left\|u_{t}\right\|_{L^{1}\left(L^{2}\right)}, \quad\|(\boldsymbol{q}, u)\|_{b, T, \Omega}:=\|\boldsymbol{q}(0)\|_{L^{2}}+\left\|\boldsymbol{q}_{t}\right\|_{L^{1}\left(L^{2}\right)}+\left\|u_{t}\right\|_{L^{2}\left(L^{2}\right)}
$$

We are now ready to state our main results.
Theorem 2.3. Assume that the exact solution $(u, \boldsymbol{q})$ of (1.2) is in the space $H^{r+1}\left(\Omega_{h}\right) \times \boldsymbol{H}^{r+1}\left(\Omega_{h}\right)$. For any $T>0$ and any $r \geq 0$, we have

$$
\begin{aligned}
& \left\|u-u_{h}\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)} \leq C\left(\left\|u-\Pi_{W}^{H} u\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)}+\left\|\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{a, T, \Omega}\right) \\
& \left\|\boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)} \leq C\left(\left\|u-\Pi_{W}^{H} u\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)}+\left\|\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{b, T, \Omega}\right) \\
& \left\|\hat{u}_{h}-u_{h}+\Pi_{W}^{H} u-P_{\partial} u\right\|_{L^{\infty}\left(L^{2}\left(\Gamma_{h}\right)\right)} \leq C\left(\left\|u-\Pi_{W}^{H} u\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)}+\left\|\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{b, T, \Omega}\right)
\end{aligned}
$$

Theorem 2.4. Assume that the exact solution $(u, \boldsymbol{q})$ of (1.2) is in the space $H^{r+1}\left(\Omega_{h}\right) \times \boldsymbol{H}^{r+1}\left(\Omega_{h}\right)$, and the domain $\Omega$ is a convex polyhedral domain of $R^{d}$ such that $\forall \psi \in H_{0}^{1}(\Omega) \cap H^{2}(\Omega)$, the elliptic regularity inequality

$$
\|\psi\|_{H^{2}(\Omega)} \leq C\|\Delta \psi\|_{L^{2}(\Omega)}
$$

For any $T>0$ and any $r \geq 1$, we have

$$
\begin{aligned}
\left\|P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)} \leq & C h\left(\left\|u-\Pi_{W}^{H} u\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)}+\left\|\left(\boldsymbol{q}-\Pi_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{a, T, \Omega}\right. \\
& \left.+\left\|\left(\boldsymbol{q}-\Pi_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{b, T, \Omega}\right)
\end{aligned}
$$

### 2.4. Postprocessing

Finally, as done in [8], we finish this section by showing how to discover the superconvergence results to postprocess $u_{h}$ to get a better approximation to $u$ defined as follows. Here, we present the postprocessing method.

The method: way of getting a good gradient: Since $\boldsymbol{q}=-\nabla u$, we can use the approximation $\boldsymbol{q}_{h}$ as a way of getting an improved gradient. We follow [17, 31, 33], using the $L^{2}$ projection of $u_{h}$ to determine the $L^{2}$ projection of the postprocessed in the space $\mathscr{P}_{r-1}(K)$, we find

$$
u_{h}^{*} \in \Pi_{K \in \mathcal{T}_{h}} \mathscr{P}_{r+1}(K)
$$

satisfying for all $K \in \mathcal{T}_{h}$

$$
\begin{array}{ll}
\left(u_{h}^{*}, w\right)_{K}=\left(u_{h}, w\right)_{K} & \forall w \in \mathscr{P}_{r-1}(K), \\
\left(\nabla u_{h}^{*}, \nabla w\right)_{K}=\left(\boldsymbol{q}_{h}, w\right)_{K} & \forall w \in \mathscr{P}_{r-1}^{\perp}(K), \tag{2.7}
\end{array}
$$

where $\mathscr{P}_{r-1}^{\perp}(K)$ denote the $L^{2}$ orthogonal complement of $\mathscr{P}_{r-1}(K)$ in $\mathscr{P}_{r+1}(K)$.
Theorem 2.5. Assume that all conditions in Theorem 2.4 hold. Then for any $r \geq 0$, we have

$$
\begin{aligned}
\left\|u-u_{h}^{*}\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)} \leq & C h^{r+2}\left(\|f\|_{L^{\infty}\left(H^{r}\left(\Omega_{h}\right)\right)}+\|\boldsymbol{q}\|_{L^{1}\left(H^{r+1}\left(\Omega_{h}\right)\right)}\right. \\
& \left.+\|u\|_{L^{2}\left(H^{r+1}\left(\Omega_{h}\right)\right)}+\left\|u_{t}\right\|_{L^{1}\left(H^{r+1}\left(\Omega_{h}\right)\right)}\right)
\end{aligned}
$$

The results of Theorem 2.3 with convergence order $r+1$ are optimal. Under the assumption of the elliptic regularity, the following theorem provides the superconvergence with order $r+2$ if the approximations are piecewise polynomial with degree $r$.

Theorem 2.6. Assume that all conditions in Theorem 2.4 hold. Then for any $r \geq 1$, we have

$$
\begin{aligned}
\left\|\Pi_{W}^{H} u-u_{h}\right\|_{L^{\infty}\left(L^{2}\left(\Omega_{h}\right)\right)} \leq & C h\left(\left\|\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{a, T, \Omega}\right. \\
& \left.\left.+\left\|\left(\boldsymbol{q}-\Pi_{V}^{H} \boldsymbol{q}, u-\Pi_{W}^{H} u\right)\right\|_{b, T, \Omega}\right)\right)
\end{aligned}
$$

## 3. Proofs

In this section, we present detailed proofs of all our results.

### 3.1. Conservation of HDG scheme for Schrödinger equation

Theorem 2.1 which describes the conversation of scheme (2.1) is proved in this subsection.
Proof. Taking $\boldsymbol{v}=\boldsymbol{q}_{h}$ in (2.1a) and $w=u_{h}$ in (2.1b), respectively, we have that

$$
\begin{equation*}
\int_{\Omega_{h}} \frac{\partial u_{h}}{\partial t} \bar{u}_{h} \mathrm{~d} x=i \int_{\Omega_{h}} \boldsymbol{q}_{h} \nabla \bar{u}_{h} \mathrm{~d} x-i \int_{\Gamma_{h}} \hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n} \bar{u}_{h} \mathrm{~d} s \tag{3.1a}
\end{equation*}
$$

$$
\begin{equation*}
\left\|\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}-\int_{\Omega_{h}} \nabla \cdot \boldsymbol{q}_{h} \bar{u}_{h} \mathrm{~d} x+\int_{\Gamma_{h}} \boldsymbol{q}_{h} \cdot \boldsymbol{n} \overline{\hat{u}}_{h} \mathrm{~d} s=0 . \tag{3.1b}
\end{equation*}
$$

Integrating by parts on the second term of (3.1b), we conclude that

$$
\begin{equation*}
\left\|\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\int_{\Omega_{h}} \boldsymbol{q}_{h} \nabla \bar{u}_{h} \mathrm{~d} x+\int_{\Gamma_{h}} \boldsymbol{q}_{h} \cdot \boldsymbol{n}\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right) \mathrm{d} s=0 . \tag{3.2}
\end{equation*}
$$

Inserting (3.2) into (3.1a) implies that

$$
\begin{equation*}
\frac{\partial u_{h}}{\partial t} \bar{u}_{h}=-i\left(\left\|\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\int_{\Gamma_{h}} \boldsymbol{q}_{h} \cdot \boldsymbol{n}\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right) \mathrm{d} s\right)-i \int_{\Gamma_{h}} \hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n} \bar{u}_{h} \mathrm{~d} s \tag{3.3}
\end{equation*}
$$

By the definition of the probability density,

$$
\begin{equation*}
\frac{\partial p_{h}}{\partial t}=\frac{\partial u_{h}}{\partial t} \bar{u}_{h}+u_{h} \frac{\partial \bar{u}_{h}}{\partial t}=\frac{\partial u_{h}}{\partial t} \bar{u}_{h}+\overline{\frac{\partial u_{h}}{\partial t} \bar{u}_{h}} \tag{3.4}
\end{equation*}
$$

Substituting (3.3) into (3.4), we have that

$$
\begin{aligned}
\int_{\Omega_{h}} \frac{\partial p_{h}}{\partial t} \mathrm{~d} x & =i \int_{\Gamma_{h}}\left(-\boldsymbol{q}_{h} \cdot \boldsymbol{n}\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right)-\hat{\boldsymbol{q}}_{h} \cdot \boldsymbol{n} \bar{u}_{h}+\overline{\boldsymbol{q}}_{h} \cdot \boldsymbol{n}\left(\hat{u}_{h}-u_{h}\right) \mathrm{d} s+\overline{\hat{q}}_{h} \cdot \boldsymbol{n} u_{h}\right) \mathrm{d} s \\
& =i \int_{\Gamma_{h}}\left(\left(\hat{\boldsymbol{q}}_{h}-\boldsymbol{q}_{h}\right) \cdot \boldsymbol{n}\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right)-\left(\hat{u}_{h}-u_{h}\right)\left(\overline{\hat{q}}_{h}-\overline{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}\right) \mathrm{d} s,
\end{aligned}
$$

by the single value of $\hat{u}_{h}$ and $\hat{\boldsymbol{q}}_{h}$. Using the definition of the numerical flux $\hat{\boldsymbol{q}}_{h}(2.4)$, we have that

$$
\frac{\partial}{\partial t} \int_{\Omega_{h}} p_{h} \mathrm{~d} x=i \int_{\Gamma_{h}}\left(\tau\left(\hat{u}_{h}-u_{h}\right)\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right)-\tau\left(\overline{\hat{u}}_{h}-\bar{u}_{h}\right)\left(\hat{u}_{h}-u_{h}\right)\right) \mathrm{d} s=0
$$

So HDG method for the linear Schrödinger equation is conversative. This completes the proof.

### 3.2. Error analysis

In this subsection, we describe the error analysis of HDG approximation: Theorems 2.3-2.6.
The proof of the error estimates is based on the so-called error equations and the properties of the projection. The error equations are that

$$
\begin{align*}
& \left(\frac{\partial\left(u-u_{h}\right)}{\partial t}, w\right)_{\Omega_{h}}+i\left(\nabla \cdot\left(\boldsymbol{q}-\boldsymbol{q}_{h}\right), w\right)_{\Omega_{h}}+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}}=0,  \tag{3.5a}\\
& \left(\boldsymbol{v}, \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}}-\left(\nabla \cdot \boldsymbol{v}, u-u_{h}\right)_{\Omega_{h}}+\left\langle\boldsymbol{v} \cdot \boldsymbol{n}, u-\hat{u}_{h}\right\rangle_{\Gamma_{h}}=0  \tag{3.5b}\\
& \left\langle u-\hat{u}_{h}, \nu\right\rangle_{\partial \Omega}=0, \quad u(0)-u_{h}(0)=0  \tag{3.5c}\\
& \left\langle\left(\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \nu\right\rangle_{\Gamma_{h} \backslash \partial \Omega}=0, \tag{3.5~d}
\end{align*}
$$

for all the test functions $(\boldsymbol{v}, w, \nu) \in \boldsymbol{V}_{h} \times W_{h} \times M_{h}$.

Lemma 3.1. Let $(u, \boldsymbol{q})$ and $\left(u_{h}, \boldsymbol{q}_{h}\right)$ be the solutions of the problem (1.1) and the problem (2.1) respectively, $\left(\boldsymbol{\Pi}_{V}^{H}, \Pi_{W}^{H}\right)$ be the projection defined by (2.5). Then we have that

$$
\begin{aligned}
& \left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}+i\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+i\left\langle\tau\left(P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+u_{h}\right)^{2}, 1\right\rangle_{\Gamma_{h}} \\
& \quad=-i\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}}-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}
\end{aligned}
$$

Proof. Taking $w=\Pi_{W}^{H} u-u_{h}$ in (3.5a) and $\boldsymbol{v}=\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}$ in (3.5b), we have that

$$
\begin{aligned}
& \left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}+i\left(\nabla \cdot\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right), \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}} \\
& \quad+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}} \\
& \quad=-i\left(\nabla \cdot\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right), \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}
\end{aligned}
$$

and

$$
\begin{aligned}
& i\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}-i\left(\nabla \cdot\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right), \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}+i\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \\
& \quad=-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)_{\Omega_{h}} .
\end{aligned}
$$

By the integration by parts and the orthogonality of the $\boldsymbol{\Pi}_{V}^{H}$, we have that

$$
\left(\nabla \cdot\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right), \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}=\left\langle\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}}
$$

Summing the above three equations, we have that

$$
\begin{aligned}
& \left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}+i\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}} \\
& \quad+i\left\langle\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h} \cdot \boldsymbol{n}, u-\hat{u}_{h}\right\rangle_{\Gamma_{h}}+i\left\langle\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}} \\
& \quad=-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)_{\Omega_{h}} .
\end{aligned}
$$

In order to obtain the result, we must simplify the sum of the three boundary integration terms. We noticed that

$$
\left.i\left\langle P_{\partial} \boldsymbol{q}+\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, u-\hat{u}_{h}\right\rangle_{\Gamma_{h}}=0
$$

by the single value of $\hat{\boldsymbol{q}}_{h}, P_{\partial} u, P_{\partial} \boldsymbol{q}$ and $\hat{u}_{h}$ on the interior boundary and the definition of $\hat{u}_{h}(2.2)$. Recombining the above four boundary integration terms, we have that

$$
\begin{aligned}
& \left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}}+\left\langle\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h} \cdot \boldsymbol{n}, u-\hat{u}_{h}\right\rangle_{\Gamma_{h}} \\
& \left.\quad+\left\langle\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} u-u_{h}\right\rangle_{\Gamma_{h}}-\left\langle P_{\partial} \boldsymbol{q}+\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, u-\hat{u}_{h}\right\rangle_{\Gamma_{h}} \\
& \quad=\left\langle\left(\Pi_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}-P_{\partial} \boldsymbol{q}+\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+u_{h}\right\rangle_{\Gamma_{h}}
\end{aligned}
$$

by the orthogonality of the $L^{2}$ projection $P_{\partial}$. On the other hand, we have

$$
\begin{aligned}
\left\langle\left(\Pi_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}-P_{\partial} \boldsymbol{q}+\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mu\right\rangle_{\Gamma_{h}} & =\left\langle\left(\Pi_{V}^{H} \boldsymbol{q}-P_{\partial} \boldsymbol{q}-\boldsymbol{q}_{h}+\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \mu\right\rangle_{\Gamma_{h}} \\
& =\left\langle\tau\left(P_{\partial} u-\Pi_{V}^{H} u-\hat{u}_{h}+u_{h}\right), \mu\right\rangle_{\Gamma_{h}}
\end{aligned}
$$

by the definition of HDG projection (2.5c) and the definition of the numerical flux (2.4). Combining the above all equations can obtain shortly the result of the lemma. This completes the proof.

In order to prove the first result of Theorem 2.3, we need the following propositions.
Proposition 3.2. Assume that the complex function $z(t)=a(t)+i b(t)$ is continuous differential. For all $t \in R^{+}$, $0<|z|^{2}=a^{2}(t)+b^{2}(t) \leq R<+\infty$. $\min \left\{\frac{a}{b}, \frac{b}{a}\right\}$ is bounded, i.e., $\min \left\{\left|\frac{a}{b}\right|,\left|\frac{b}{a}\right|\right\} \leq \frac{Q_{z}}{2}$. Then for all $T \geq 0$

$$
\left|\int_{0}^{T}\left(\left(\frac{\partial a}{\partial t}, b\right)_{\Omega_{h}}-\left(\frac{\partial b}{\partial t}, a\right)_{\Omega_{h}}\right) \mathrm{d} t\right| \leq Q_{z} R
$$

Proposition 3.3 (seen in [23]). Assume that the functions $A(t)$ and $B(t)$ are nonnegative in $L^{\infty}\left(R^{+}\right) . S(t)$ satisfies that

$$
S^{2}(t)+\int_{0}^{t} y(s) \mathrm{d} s \leq A(t)+\int_{0}^{t} B(s) S(s) \mathrm{d} s
$$

Then for any $T>0$

$$
\begin{equation*}
S^{2}(T)+\int_{0}^{T} y(s) \mathrm{d} s \leq\left(\left[\max _{0 \leq t \leq T} A(t)\right]^{\frac{1}{2}}+\frac{1}{2} \int_{0}^{T} B(s) \mathrm{d} s\right)^{2} \tag{3.6}
\end{equation*}
$$

### 3.2.1. The proof of the first estimates in Theorem 2.3

Proof. By decomposing all terms of the expression of Lemma 3.1 into the real parts and imaginary parts and the simple algebraic computation, we have that

$$
\begin{align*}
& \frac{1}{2} \frac{\partial}{\partial t}\left\|\Pi_{W}^{H} u-u_{h}\right\|_{\Omega_{h}}^{2}=\operatorname{Re}\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{L^{2}\left(\Omega_{h}\right)} \\
&=-\operatorname{Im}\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \Pi_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}}-\operatorname{Re}\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)  \tag{3.7a}\\
&\left.\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\langle\tau| P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+\left.u_{h}\right|^{2}, 1\right\rangle_{\Gamma_{h}} \\
&=-\operatorname{Im}\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}+\operatorname{Re}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)_{\Omega_{h}} \\
&+\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right) \tag{3.7b}
\end{align*}
$$

Integrating (3.7a) on the interval $[0, T]$ with respective to the time and using the initial condition $\left(u_{h}-\right.$ $\left.\Pi_{W}^{H} u\right)(0)=0$, we deduce that

$$
\begin{equation*}
\frac{1}{2}\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{\Omega_{h}}^{2} \leq \int_{0}^{T}\left|\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}}\right|+\left|\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}}\right| \mathrm{d} t \tag{3.8}
\end{equation*}
$$

Applying Proposition 3.2 with $a(t)=\operatorname{Re}\left(\Pi_{W}^{H} u-u_{h}\right), \quad b(t)=\operatorname{Im}\left(\Pi_{W}^{H} u-u_{h}\right)$ and $R=$ $\left|\int_{0}^{T}\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} \bar{u}-\bar{u}_{h}\right)_{\Omega_{h}} \mathrm{~d} t\right|+\left|\int_{0}^{T}\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}} \mathrm{~d} t\right|$ in the above equation, we imply that there exists a constant $Q_{u}^{H}$ such that

$$
\begin{aligned}
& \left|\int_{0}^{T} \operatorname{Im}\left(\frac{\partial \Pi_{W}^{H} u-u_{h}}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{L^{2}\left(\Omega_{h}\right)} \mathrm{d} t\right| \\
& \quad \leq Q_{u}^{H}\left|\int_{0}^{T}\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right)_{\Omega_{h}} \mathrm{~d} t\right|+Q_{u}^{H}\left|\int_{0}^{T}\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}} \mathrm{~d} t\right| .
\end{aligned}
$$

Inserting the above inequality into the second equation of (3.7b) and combining (3.8), we derive that

$$
\begin{aligned}
& \left.\frac{1}{2}\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\int_{0}^{T}\left(\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\langle\tau| P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+\left.u_{h}\right|^{2}, 1\right\rangle_{\Gamma_{h}}\right) \mathrm{d} t \\
& \quad \leq\left(Q_{u}^{H}+2\right)\left|\int_{0}^{T}\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} u-u_{h}\right) \mathrm{d} t\right|+\left(Q_{u}^{H}+2\right)\left|\int_{0}^{T}\left(\boldsymbol{q}-\Pi_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)_{\Omega_{h}} \mathrm{~d} t\right| .
\end{aligned}
$$

By the module of complex number, Cauchy-Schwartz inequality and Yong's inequality, we have that

$$
\begin{aligned}
& \left.\frac{1}{2}\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\int_{0}^{T}\left(\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\langle\tau| P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+\left.u_{h}\right|^{2}, 1\right\rangle_{\Gamma_{h}}\right) \mathrm{d} t \\
& \quad \leq\left(Q_{u}+2\right) \int_{0}^{T}\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\Pi_{W}^{H} u-u_{h}\right\|_{L^{2}\left(\Omega_{h}\right)} \mathrm{d} t+C \int_{0}^{T}\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \mathrm{~d} t
\end{aligned}
$$

By using directly Proposition 3.3 with $S(t)=\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(t)\right\|_{L^{2}\left(\Omega_{h}\right)}, y(s)=\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\partial \Omega_{h}\right)}^{2}+\langle\tau| P_{\partial} u-$ $\left.\hat{u}_{h}-\Pi_{W}^{H} u+\left.u_{h}\right|^{2}, 1\right\rangle_{\Gamma_{h}}, A(t)=\int_{0}^{T}\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}$ and $B(s)=\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}$, we conclude the following corollary.

Corollary 3.4. For any $T>0$, we have that

$$
\begin{aligned}
& \left.\frac{1}{2}\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\int_{0}^{T}\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\langle\tau| P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+\left.u_{h}\right|^{2}, 1\right\rangle_{\Gamma_{h}} \\
& \quad \leq C\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(L^{2}\right)}^{2}+C\left\|\left(\Pi_{W}^{H} u-u\right)_{t}\right\|_{L^{1}\left(L^{2}\right)}^{2} .
\end{aligned}
$$

In this manner, the first estimate of Theorem 2.3 is obtained.
Next, we prove the second and the third estimates of Theorem 2.3. We need following result before we present their proof.

Lemma 3.5. For any $T>0$, we have that

$$
\begin{aligned}
& \frac{1}{2}\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\frac{1}{2}\left\|\tau^{\frac{1}{2}}\left(P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+u_{h}\right)(T)\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2} \\
& \quad+\int_{0}^{T}\left\|\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \mathrm{~d} t
\end{aligned}
$$

$$
\begin{aligned}
\leq & C\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+C \int_{0}^{T}\left[\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}\right. \\
& \left.+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t .
\end{aligned}
$$

Proof. In order to prove the result of lemma, we need to make slight changes to the aforementioned error equations (3.1). As the conclusion is an error estimate on the flux function and time-derivative of the wave function, we only need to differentiate the (b) and (c) equations with respect to time, at the same time keep the (a) and (d) equations in (3.1). Since the test function is only a function of the space variable and it is independent of time, we will get the following system of error equations

$$
\begin{align*}
& \left(\frac{\partial\left(u-u_{h}\right)}{\partial t}, w\right)_{\Omega_{h}}+i\left(\nabla \cdot\left(\boldsymbol{q}-\boldsymbol{q}_{h}\right), w\right)_{\Omega_{h}}+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}}=0  \tag{3.9a}\\
& \left(\boldsymbol{v}, \frac{\partial}{\partial t}\left(\boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}}-\left(\nabla \cdot \boldsymbol{v}, \frac{\partial}{\partial t}\left(u-u_{h}\right)\right)_{\Omega_{h}}+\left\langle\boldsymbol{v} \cdot \boldsymbol{n}, \frac{\partial}{\partial t}\left(u-\hat{u}_{h}\right)\right\rangle_{\Gamma_{h}}=0  \tag{3.9b}\\
& \left\langle\partial_{t}\left(\Pi_{W}^{H} u-\hat{u}_{h}\right), \mu\right\rangle_{\partial \Omega}=0, \quad  \tag{3.9c}\\
& \left\langle\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h} \backslash \partial \Omega}=0,\left.\quad\left(\Pi_{W}^{H} u-u_{h}\right)\right|_{t=0}=0 \tag{3.9~d}
\end{align*}
$$

for all $(\boldsymbol{v}, w, \mu) \in \boldsymbol{V}_{h} \times W_{h} \times M_{h}$.
Following the error equations (3.9a) and (3.9b) and using the definition of the projection $\left(\boldsymbol{\Pi}_{V}^{H}, \Pi_{W}^{H}\right)(2.5)$, we have that

$$
\begin{align*}
& \left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, w\right)_{\Omega_{h}}+i\left(\nabla \cdot\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right), w\right)_{\Omega_{h}}+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}} \\
& \left.\quad+i\left\langle\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}},=-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, w\right)_{\Omega_{h}}  \tag{3.10a}\\
& \left(\boldsymbol{v}, \frac{\partial}{\partial t}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}}-\left(\nabla \cdot \boldsymbol{v}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right)_{\Omega_{h}}+\left\langle\boldsymbol{v} \cdot \boldsymbol{n}, \frac{\partial\left(u-\hat{u}_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}} \\
& =-\left(\boldsymbol{v}, \frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right)_{\Omega_{h}} \tag{3.10b}
\end{align*}
$$

Taking $w=\partial_{t}\left(\Pi_{W}^{H} u-u_{h}\right)$ and $\boldsymbol{v}=i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}_{h}-\boldsymbol{q}_{h}\right)$ in (3.10a) and (3.10b), respectively, and summing the two resulting equations, we have that

$$
\begin{align*}
& \left\|\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial}{\partial t}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}} \\
& \quad+i\left\langle\left(\boldsymbol{q}_{h}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}}+i\left\langle\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right) \cdot \boldsymbol{n}, \frac{\partial\left(u-\hat{u}_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}} \\
& \quad+i\left\langle\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, w\right\rangle_{\Gamma_{h}} \\
& \quad=-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right)_{\Omega_{h}}-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right)_{\Omega_{h}} \tag{3.11}
\end{align*}
$$

For the sake of convenience, we denote the numerical trace approximation error by $\hat{\varepsilon}_{h}^{u}=P_{\partial} u-\hat{u}_{h}-\Pi_{W}^{H} u+u_{h}$. It follows from the boundary condition (2.1c) and the definition of numerical trace (2.1d) and (2.4) and the definition of HDG projection (2.5c) that

$$
\begin{aligned}
& \left\langle\left(\hat{\boldsymbol{q}}-\boldsymbol{q}_{h}\right) \cdot \boldsymbol{n}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}}+\left\langle\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right) \cdot \boldsymbol{n}, \frac{\partial\left(u-\hat{u}_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}} \\
& \quad-\left\langle\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right) \cdot \boldsymbol{n}, \frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\rangle_{\Gamma_{h}}=\left\langle\tau \hat{\varepsilon}_{h}^{u}, \frac{\partial \hat{\varepsilon}_{h}^{u}}{\partial t}\right\rangle_{\Gamma_{h}} .
\end{aligned}
$$

Inserting the above equation into (3.11) presents that

$$
\begin{aligned}
& \left\|\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial}{\partial t}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}}+i\left\langle\tau \hat{\varepsilon}_{h}^{u}, \frac{\partial \hat{\varepsilon}_{h}^{u}}{\partial t}\right\rangle_{\Gamma_{h}} \\
& \quad=-\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right)_{\Omega_{h}}-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right)_{\Omega_{h}}
\end{aligned}
$$

After integrating over the interval $[0, T]$ with respective to the time for the above equation and using the initial condition (3.5d) and numerical trace, we consider the imaginary part of the resulting equation,

$$
\begin{align*}
& \frac{1}{2}\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\frac{1}{2}\left\|\tau^{\frac{1}{2}} \hat{\varepsilon}_{h}^{u}(T)\right\|_{L^{2}\left(\Gamma_{h}\right)}^{2} \\
&=-I m \int_{0}^{T}\left[\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right)_{\Omega_{h}}-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right)_{\Omega_{h}}\right] \mathrm{d} t \\
&+\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \\
& \leq \int_{0}^{T}\left[\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\delta \|\left.\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right|_{L^{2}\left(\Omega_{h}\right)} ^{2}\right. \\
&\left.+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t+\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \tag{3.12}
\end{align*}
$$

where $\delta$ is a small enough constant.
Applying Proposition 3.2, there exists the constant $Q_{q}^{H}$ such that

$$
\begin{aligned}
& \operatorname{Im} \int_{0}^{T}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial}{\partial t}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}} \mathrm{~d} t+\operatorname{Im} \int_{0}^{T}\left\langle\tau\left(u_{h}-\hat{u}_{h}\right), \frac{\partial\left(u_{h}-\hat{u}_{h}\right)}{\partial t}\right\rangle_{\Gamma_{h}} \mathrm{~d} t \\
& \leq Q_{q}^{H} \int_{0}^{T}\left[\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\delta\left\|\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}\right. \\
& \left.\quad+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t+Q_{q}^{H}\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} .
\end{aligned}
$$

Following that, similarly, we consider the integration of the real part,

$$
\begin{aligned}
\int_{0}^{T} & \left\|\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \mathrm{~d} t \\
= & \operatorname{Im} \int_{0}^{T}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial}{\partial t}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)\right)_{\Omega_{h}} \mathrm{~d} t+\operatorname{Im} \int_{0}^{T}\left\langle\tau \hat{\varepsilon}_{h}^{u}, \frac{\partial \hat{\varepsilon}_{h}^{u}}{\partial t}\right\rangle_{\Gamma_{h}} \mathrm{~d} t \\
& -\operatorname{Re} \int_{0}^{T}\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right)_{\Omega_{h}} \mathrm{~d} t+\operatorname{Im} \int_{0}^{T}\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right)_{\Omega_{h}} \mathrm{~d} t \\
\leq & Q_{q}^{H}\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\left(Q_{q}^{H}+1\right) \int_{0}^{T}\left[\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}\right. \\
& \left.+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t+\delta \int_{0}^{T}\left\|\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}
\end{aligned}
$$

So we have that

$$
\begin{aligned}
\int_{0}^{T}\left\|\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \mathrm{~d} t \leq & C Q_{q}^{H}\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}+C Q_{q}^{H} \int_{0}^{T}\left[\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}\right. \\
& \left.+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\frac{\partial\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t .
\end{aligned}
$$

Summing the above inequalities and (3.12) induces the result. This completes the proof.

### 3.2.2. The proof of the second and the third estimates in Theorem 2.3

Proof. The result follows by using the Proposition 3.3 with $\left.S^{2}(t)=\frac{1}{2} \| \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(t)\left\|_{L^{2}\left(\Omega_{h}\right)}^{2}+\frac{1}{2}\right\| \sqrt{\tau} \hat{\varepsilon}_{h}^{u}(s) \|_{L^{2}\left(\Omega_{h}\right)}^{2}$, $y(s)=\left\|\frac{\partial}{\partial s}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2}, A=\left\|\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right)(0)\right\|^{2}+\int_{0}^{t}\left\|\frac{\partial}{\partial t}\left(u-\Pi_{W}^{H} u\right)\right\|_{L^{2}\left(\Omega_{h}\right)}^{2} \mathrm{~d} s$ and $B(s)=\| \boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-$ $\boldsymbol{q} \|_{L^{2}\left(\Omega_{h}\right)}$.

Next, we discuss the estimate of $P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)$ in Theorem 2.4 by the dual techniques. To state it, we introduce the dual problem

$$
\begin{array}{ll}
\psi_{t}-i \Delta \psi=0 & \text { on } \Omega \times(0, T) \\
\psi=0 & \text { on } \partial \Omega \times(0, T) \\
\psi(T)=\theta & \text { on } \Omega \tag{3.13c}
\end{array}
$$

or the first order equations form

$$
\begin{array}{ll}
\varphi+\nabla \psi=0 & \text { on } \Omega \times(0, T), \\
\psi_{t}+i \nabla \cdot \varphi=0 & \text { on } \Omega \times(0, T), \\
\psi=0 & \text { on } \partial \Omega \times(0, T), \\
\psi(T)=\theta & \text { on } \Omega \tag{3.14~d}
\end{array}
$$

According to the dual argument, we consider the following quantity

$$
\left\|P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}=\sup _{\theta \in W_{h}} \frac{\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}}
$$

Then we will present the upper bound of quantity $\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)$ by the error equation and solution of the dual problem (3.14). To continue the our estimates, we need the regularity estimates represented in the following proposition.

Together with the estimates obtained in the previous sections, we need the parabolic regularity estimates or stable properties described in the following result. Its proof is given in the appendix.

Proposition 3.6. Assume that $\psi$ be the solution of dual problem (3.2.2). Then we have that

$$
\|\nabla \psi\|_{L^{2}\left(L^{2}\right)}^{2} \leq\|\theta\|_{L^{2}\left(\Omega_{h}\right)}^{2}, \quad \forall \theta \in L^{2}\left(\Omega_{h}\right)
$$

and

$$
\|\Delta \psi\|_{L^{2}\left(L^{2}\right)}^{2} \leq C\|\theta\|_{L^{2}\left(\Omega_{h}\right)}^{2}, \quad \forall \theta \in L^{2}\left(\Omega_{h}\right)
$$

Lemma 3.7. Let $u$ and $u_{h}$ be the solutions of the problem (1.2) and the problem (2.1), respectively, and $\psi$ be the solution of dual problem (3.14). Then for any $T>0$, we have that

$$
\begin{align*}
& \left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)_{\Omega_{h}} \\
& \quad=\int_{0}^{T} i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \nabla I_{h} \psi-\boldsymbol{\Pi}^{B D M} \nabla \psi\right)_{\Omega_{h}}+i\left(\Pi_{W}^{H} u_{t}-u_{t}, I_{h} \psi-P_{r-1} \psi\right)_{\Omega_{h}} \\
& \quad+\left(\partial_{t}\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \psi-I_{h} \psi\right)_{\Omega_{h}}+i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}, \boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi\right)_{\Omega_{h}} \tag{3.15}
\end{align*}
$$

where $P_{L}$ is the $L^{2}$ projection into $W_{h}$ and $I_{h}$ is any interpolation operator from $L^{2}(\Omega)$ into $W_{h} \cap H_{0}^{1}(\Omega)$.
Proof. It follows from the dual problem (3.14d), Newton-Leibniz formula and the initial condition $\left(\Pi_{W}^{H} u-\right.$ $\left.u_{h}\right)(0)=0$ that

$$
\begin{align*}
& \left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)_{\Omega_{h}}=\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \psi(T)\right)_{\Omega_{h}} \\
& \quad=\int_{0}^{T}\left[\left(\frac{\partial}{\partial t} P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right), \psi\right)_{\Omega_{h}}+\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right), \frac{\partial \psi}{\partial t}\right)_{\Omega_{h}}\right] \mathrm{d} t=J \tag{3.16}
\end{align*}
$$

By the orthogonality of $L^{2}$ projection $P_{r-1}$ and the dual equation $(3.14 \mathrm{~b})$, we have that

$$
\begin{aligned}
J & =\int_{0}^{T}\left[\left(\frac{\partial}{\partial t} P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \psi\right)_{\Omega_{h}}-i\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \nabla \cdot \varphi\right)_{\Omega_{h}}\right] \mathrm{d} t \\
& =\int_{0}^{T}\left[\left(\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \psi\right)_{\Omega_{h}}-i\left(\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \nabla \cdot \varphi\right)_{\Omega_{h}}\right] \mathrm{d} t
\end{aligned}
$$

Using the error equation (3.5b) and the well-known property of the projections $\Pi^{B D M}$ and $P_{r-1}$, i.e., the so-called weak commutativity property, we imply that

$$
\begin{aligned}
J= & \int_{0}^{T}\left[\left(\frac{\partial}{\partial t}\left(\Pi_{W}^{H} u-u_{h}\right), P_{r-1} \psi\right)_{\Omega_{h}}+i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi}\right)_{\Omega_{h}}\right. \\
& \left.+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}^{B D M} \nabla \psi\right)_{\Omega_{h}}+i\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}\right] \mathrm{d} t .
\end{aligned}
$$

By the dual equation (3.14a) and the error equation (3.5a), we conclude that

$$
\begin{aligned}
i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi}\right)_{\Omega_{h}}= & i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h},-\boldsymbol{\Pi}^{B D M} \nabla \psi\right)_{\Omega_{h}} \\
= & i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h},-\boldsymbol{\Pi}^{B D M} \nabla \psi+\nabla I_{h} \psi\right)_{\Omega_{h}}-i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \nabla I_{h} \psi\right)_{\Omega_{h}} \\
= & i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h},-\boldsymbol{\Pi}^{B D M} \nabla \psi+\nabla I_{h} \psi\right)_{\Omega_{h}}+i\left\langle\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}, I_{h} \psi\right\rangle_{\Gamma_{h}} \\
& +\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, I_{h} \psi\right)_{\Omega_{h}}+\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, I_{h} \psi\right)_{\Omega_{h}}
\end{aligned}
$$

By the definitions of the projection $\left(\boldsymbol{\Pi}_{V}^{H}, \Pi_{W}^{H}\right)(2.5 \mathrm{a})$ and $(2.5 \mathrm{~b})$, we have that

$$
\begin{aligned}
& \left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}^{B D M} \nabla \psi\right)_{\Omega_{h}}=\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi\right)_{\Omega_{h}} \\
& \left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, I_{h} \psi\right)_{\Omega_{h}}=\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, I_{h} \psi-P_{r-1} \psi\right)_{\Omega_{h}}
\end{aligned}
$$

Next, we compute two boundary terms $\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}$ and $\left\langle\left(\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, I_{h} \psi\right\rangle_{\Gamma_{h}}$. By the single-value of $\hat{u}_{h}$ and $\Pi^{B D M} \varphi$ in the interior faces, we have that

$$
\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h} \backslash \partial \Omega}=0
$$

Using $\left.\hat{u}_{h}\right|_{\partial \Omega}=\left.P_{\partial} u\right|_{\partial \Omega}$ and the definition of the projection $P_{\partial}$ implies that

$$
\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi}\right\rangle_{\partial \Omega}=\left\langle u-P_{\partial} u, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\partial \Omega}=0
$$

Adding the above two equations, we get that

$$
\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}^{B D M} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}=0
$$

It follows from the single-value of $\boldsymbol{q}, \hat{\boldsymbol{q}}_{h}$ and $I_{h} \psi$ in the interior faces that

$$
\left\langle\left(\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, I_{h} \psi\right\rangle_{\Gamma_{h} \backslash \partial \Omega}=0
$$

We notice $I_{h} \psi=0$ by the boundary condition of the dual problem (3.14c). So we have

$$
\left\langle\left(\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, I_{h} \psi\right\rangle_{\partial \Omega}=0 .
$$

Adding the above two equations, we get that

$$
\left\langle\left(\boldsymbol{q}-\hat{\boldsymbol{q}}_{h}\right) \cdot \boldsymbol{n}, I_{h} \psi\right\rangle_{\Gamma_{h}}=0
$$

Substituting the above these equations into (3.16) and rearranging all the terms, we obtain that

$$
\begin{aligned}
\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)_{\Omega_{h}}= & \int_{0}^{T}\left[\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, P_{r-1} \psi-I_{h} \psi\right)_{\Omega_{h}}\right. \\
& +i\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi\right)_{\Omega_{h}} \\
& +i\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \nabla I_{h} \psi-\boldsymbol{\Pi}^{B D M} \nabla \psi\right)_{\Omega_{h}} \\
& \left.+i\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, I_{h} \psi-P_{r-1} \psi\right)_{\Omega_{h}}\right] \mathrm{d} t .
\end{aligned}
$$

This completes the proof.
To obtain the result of Theorem 2.4, we need have these estimates of $P_{r-1} \psi-I_{h} \psi, \boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi$ and $\boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla I_{h} \psi$, which are seen in Proposition 3.6 of [4].

Proposition 3.8. The projection $\Pi^{B D M}$ is defined in [4]. $I_{h}$ is any interpolation operator from $L^{2}(\Omega)$ into $W_{h} \cap H_{0}^{1}(\Omega)$. Then there exist the approximation results,

$$
\begin{aligned}
& \left\|P_{r-1} \psi-I_{h} \psi\right\| \leq C h^{2}\|\psi\|_{H^{2}} \\
& \left\|\boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi\right\| \leq C h\|\psi\|_{H^{2}} \\
& \left\|\boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla I_{h} \psi\right\| \leq C h\|\psi\|_{H^{2}}
\end{aligned}
$$

Proof of Theorem 2.4. The superconvergence estimate of $P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T)$.
Proof. Following the identity (3.15) of Lemma 3.6 and using Cauchy-Schwartz inequality, we have that

$$
\begin{aligned}
& \left\|P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)}=\sup _{\theta \in W_{h}} \frac{\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \\
& \quad \leq \sup _{\theta \in W_{h}} \frac{1}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \int_{0}^{T}\left[\left\|\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|P_{r-1} \psi-I_{h} \psi\right\|_{L^{2}\left(\Omega_{h}\right)}\right. \\
& \quad+\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|\boldsymbol{\Pi}^{B D M} \nabla \psi-\nabla P_{L} \psi\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& \quad+\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|-\boldsymbol{\Pi}^{B D M} \nabla \psi+\nabla I_{h} \psi\right\|_{L^{2}\left(\Omega_{h}\right)} \\
& \left.\quad+\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(\Omega_{h}\right)}\left\|I_{h} \psi-P_{r-1} \psi\right\|_{L^{2}\left(\Omega_{h}\right)}\right] \mathrm{d} t .
\end{aligned}
$$

Substituting the bounds of Proposition 3.8 into the above inequality and using Theorem 2.1 and the elliptic regularity, we have that

$$
\begin{aligned}
\left\|P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}\left(\Omega_{h}\right)} \leq & C h\left\|\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\left(\Omega_{h}\right)\right)}+C h\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(L^{2}\left(\Omega_{h}\right)\right)} \\
& +C h\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{2}\left(L^{2}\left(\Omega_{h}\right)\right)}+C h\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\left(\Omega_{h}\right)\right)}
\end{aligned}
$$

This completes the proof.
Proof of Theorem 2.5. The superconvergence of the postprocessing method.

Proof. By the equations (2.7) defining the postprocessed approximation $u_{h}^{*}$ and the orthogonalities of the HDG projection (2.5a) and the $L^{2}$ projection $P_{L}$, we have that

$$
\begin{array}{ll}
\left(u-u_{h}^{*}, w\right)_{K}=\left(P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right), w\right)_{K} & \forall w \in \mathscr{P}_{r-1}(K) \\
\left(\nabla\left(u-u_{h}^{*}\right), \nabla w\right)_{K}=\left(\Pi_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \nabla w\right)_{K} & \forall w \in \mathscr{P}_{r-1}^{\perp}(K)
\end{array}
$$

By Poincare inequality and the well-known argument give that

$$
\left\|u-u^{*}\right\|_{K} \leq C h_{K}^{r+2}\|u\|_{H^{r+2}(K)}+C\left\|P_{r-1}\left(\Pi_{W}^{H} u-u_{h}\right)\right\|_{K}+C h_{K}\left\|\Pi_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{K}
$$

Applying the results of Theorems 2.3 and 2.4 can prove Theorem 2.5.

The conclusion of Theorem 2.3 with convergence order $r+1$ is an optimal convergence result. Note that we do not assume the regularity condition here. In many relevant literatures, people derive higher order convergence for the finite element scheme of similar equations under sufficient regularity conditions. Thus a natural question is whether our finite element method has superconvergence result. Theorem 2.6 answers this question. Let us discuss this point in detail.

Proof of Theorem 2.6. Superconvergence.
Lemma 3.9. $(u, \boldsymbol{q})$ and $\left(u_{h}, \boldsymbol{q}_{h}\right)$ are the exact solution and the approximation solution of the problems (1.2) and (2.1). Then for any $T>0$, we have that

$$
\begin{aligned}
\left(\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)= & \int_{0}^{T}\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \psi-\Pi_{W}^{H} \psi\right)_{\Omega_{h}}+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \nabla \psi-\nabla P_{L} \psi\right)_{\Omega_{h}} \\
& +\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right)_{\Omega_{h}}+\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} \psi-P_{r-1} \psi\right)_{\Omega_{h}}
\end{aligned}
$$

Proof. It follows from the dual problem (3.14d), Newton-Leibniz formula and the initial condition $\left(\Pi_{W}^{H} u-\right.$ $\left.u_{h}\right)(0)=0$ that

$$
\begin{align*}
\left(\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right) & =\int_{0}^{T}\left[\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \psi\right)_{\Omega_{h}}+\left(\Pi_{W}^{H} u-u_{h}, \frac{\partial \psi}{\partial t}\right)_{\Omega_{h}}\right] \mathrm{d} t \\
& =\int_{0}^{T}\left[\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \psi\right)_{\Omega_{h}}+i\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \varphi\right)_{\Omega_{h}}\right] \mathrm{d} t \tag{3.17}
\end{align*}
$$

We discuss the second term of the equation (3.17):

$$
\begin{align*}
\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \boldsymbol{\varphi}\right)_{\Omega_{h}} & =\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}}+\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)\right)_{\Omega_{h}} \\
& =\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}}+\left\langle\Pi_{W}^{H} u-u_{h},\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \tag{3.18}
\end{align*}
$$

by the integration by parts and the property of the projection $\boldsymbol{\Pi}_{V}^{H}$ (2.5a). Using the error equation (3.5b) with $\boldsymbol{v}=\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}$ and the dual equation (3.14a) for the first term of right hand of the equation (3.18), we have that

$$
\begin{aligned}
& \left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}} \\
& \quad=\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}}+\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}} \\
& \quad=\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right)_{\Omega_{h}}+\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \nabla \psi\right)_{\Omega_{h}} \\
& \quad+\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}} .
\end{aligned}
$$

Inserting the above equation into (3.18) gives that

$$
\begin{aligned}
\left(\Pi_{W}^{H} u-u_{h}, \nabla \cdot \boldsymbol{\varphi}\right)_{\Omega_{h}}= & \left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right)_{\Omega_{h}}+\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \nabla \psi\right)_{\Omega_{h}}+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right)_{\Omega_{h}} \\
& +\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left\langle\Pi_{W}^{H} u-u_{h},\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}
\end{aligned}
$$

We discuss the second term of the above equation:

$$
\begin{align*}
\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \nabla \psi\right)_{\Omega_{h}}= & \left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \nabla \Pi_{W}^{H} \psi\right)_{\Omega_{h}}+\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \nabla\left(\psi-\Pi_{W}^{H} \psi\right)\right)_{\Omega_{h}} \\
= & -i\left(\frac{\partial\left(u_{h}-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} \psi\right)_{\Omega_{h}}-i\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} \psi\right)_{\Omega_{h}} \\
& +\left\langle\left(\hat{\boldsymbol{q}}_{h}-\boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\Pi_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \psi-\Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}} \tag{3.19}
\end{align*}
$$

by using the error equation (3.5a) for the first term of the first equal, integration by parts for the second term in the first equal, and the definition of the projection $\Pi_{W}^{H}$. Combining the equations from (3.17) to (3.19), we have that

$$
\begin{aligned}
\left(\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)= & \int_{0}^{T}\left(\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}, \psi-\Pi_{W}^{H} \psi\right)_{\Omega_{h}}+\left(\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \nabla \psi-\nabla P_{L} \psi\right)_{\Omega_{h}} \\
& +\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right)_{\Omega_{h}}+\left(\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}, \Pi_{W}^{H} \psi-P_{r-1} \psi\right)_{\Omega_{h}} \\
& +\left\langle u-\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left\langle\Pi_{W}^{H} u-u_{h},\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \\
& +\left\langle\left(\hat{\boldsymbol{q}}_{h}-\boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \psi-\Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}}
\end{aligned}
$$

We only prove that the sum of the last four terms is vanished in the above equation. Indeed, by the single value of $P_{\partial} u, P_{\partial} \boldsymbol{q}, \hat{u}_{h}$ and $\hat{\boldsymbol{q}}_{h}$, definition of numerical trace (2.2), equation (2.3) and boundary condition (3.14c)

$$
\begin{aligned}
\langle u- & \left.\hat{u}_{h}, \boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi} \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left\langle\Pi_{W}^{H} u-u_{h},\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \\
& +\left\langle\left(\hat{\boldsymbol{q}}_{h}-\boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \psi-\Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}} \\
= & \left\langle P_{\partial} u-\hat{u}_{h},\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}}+\left\langle\Pi_{W}^{H} u-u_{h},\left(\boldsymbol{\varphi}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \\
& +\left\langle\left(\hat{\boldsymbol{q}}_{h}-P_{\partial} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} \psi-\psi\right\rangle_{\Gamma_{h}}+\left\langle\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \psi-\Pi_{W}^{H} \psi\right\rangle_{\Gamma_{h}} \\
= & \left\langle u_{h}-\Pi_{W}^{H} u+P_{\partial} u-\hat{u}_{h},\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right) \cdot \boldsymbol{n}\right\rangle_{\Gamma_{h}} \\
& +\left\langle\left(\hat{\boldsymbol{q}}_{h}-P_{\partial} \boldsymbol{q}\right) \cdot \boldsymbol{n}-\left(\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right) \cdot \boldsymbol{n}, \Pi_{W}^{H} \psi-\psi\right\rangle_{\Gamma_{h}} \\
= & \left\langle u_{h}-\Pi_{W}^{H} u+P_{\partial} u-\hat{u}_{h},\left(\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right) \cdot \boldsymbol{n}+\tau\left(\Pi_{W}^{H} \psi-\psi\right)\right\rangle_{\Gamma_{h}}=0
\end{aligned}
$$

by the definition of HDG projection (2.5c) and numerical flux (2.4). Combining the above two equations implies the result. This completes the proof.

We immediately obtain the following consequence of the result of Lemma 3.9 by Cauchy-Schwartz inequality.
Corollary 3.10. For all $T>0$, we have that

$$
\begin{aligned}
\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\| \leq & \left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}-\boldsymbol{q}_{h}\right\|_{L^{\infty}\left(L^{2}\right)} \sup _{\theta \in W_{h}} \frac{\left\|\boldsymbol{\Pi}_{V}^{H} \boldsymbol{\varphi}-\boldsymbol{\varphi}\right\|_{\Omega_{h}}}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \\
& +\left\|\frac{\partial\left(u_{h}-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\right)} \sup _{\theta \in W_{h}} \frac{\left\|\psi-\Pi_{W}^{H} \psi\right\|_{L^{1}\left(L^{2}\right)}}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \\
& +\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\right)} \sup _{\theta \in W_{h}} \frac{\left\|P_{r-1} \psi-\Pi_{W}^{H} \psi\right\|_{L^{1}\left(L^{2}\right)}}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \\
& +\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{\infty}\left(L^{2}\right)} \sup _{\theta \in W_{h}} \frac{\left\|\boldsymbol{\Pi}_{V}^{H} \nabla \psi-\nabla P_{L} \psi\right\|_{L^{1}\left(L^{2}\right)}}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}}
\end{aligned}
$$

where $(\psi, \boldsymbol{\varphi})$ is the solution of the dual problem (3.13) or (3.14).
To obtain Theorem 2.6, we have the estimates of all projection approximations. The following proposition presents the estimates we need.

Proposition 3.11. Assume that the following elliptic regularity holds, i.e., for any function $\psi \in H_{0}^{1}(\Omega)$, we have the elliptic regularity inequality

$$
\|\psi\|_{H_{0}^{1}(\Omega)} \leq C_{r e g}\|\Delta \psi\| .
$$

Then we have that

$$
\begin{aligned}
\left\|\nabla \psi-\nabla P_{L} \psi\right\|_{L^{2}(\Omega)} & \leq C h\|\Delta \psi\|_{L^{2}(\Omega)} \\
\left\|\psi-P_{r-1} \psi\right\|_{L^{2}(\Omega)} & \leq C h\|\nabla \psi\|_{L^{2}(\Omega)}
\end{aligned}
$$

These estimates can be seen in [5]. Combining the approximation estimates with the similar parabolic regularity estimates

$$
\|\Delta \psi\|_{L^{2}\left(L^{2}\right)}^{2} \leq C\|\theta\|, \quad \forall \theta \in H^{1}(\Omega)
$$

by Proposition 3.3. Using the Cauchy-Schwartz inequality directly get the following result:

$$
\begin{aligned}
\left\|\left(\Pi_{W}^{H} u-u_{h}\right)(T)\right\|_{L^{2}}= & \sup _{\theta \in W_{h}} \frac{\left(\left(\Pi_{W}^{H} u-u_{h}\right)(T), \theta\right)}{\|\theta\|_{L^{2}\left(\Omega_{h}\right)}} \leq C h\left(\left\|\frac{\partial\left(\Pi_{W}^{H} u-u_{h}\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\right)}\right. \\
& \left.+\left\|\frac{\partial\left(u-\Pi_{W}^{H} u\right)}{\partial t}\right\|_{L^{2}\left(L^{2}\right)}+\left\|\boldsymbol{q}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(L^{2}\right)}+\left\|\boldsymbol{q}_{h}-\boldsymbol{\Pi}_{V}^{H} \boldsymbol{q}\right\|_{L^{2}\left(L^{2}\right)}\right)
\end{aligned}
$$

Using Theorem 2.3 completes the proof of Theorem 2.6.

## 4. Conclusion

In this paper the numerical trace and numerical flux are constructed to preserve the conservative property for the density of the particle described. We prove that there exist the superconvergence properties of HDG
method, which do hold for second-order elliptic problems, uniformly in time for the semidiscretization by the same method of Schrödinger equations provided that enough regularity is satisfied.

Based on current research, we are going to work on the error analysis to the fully discrete HDG scheme for Schrödinger equation with non-zero potential. Besides, some numerical experiments will be carry out to validate the theoretical results.

## Appendix A. Proofs of some auxiliary results

Proof of Proposition 3.2 on boundness.
Proof. Without the loss of the general, we assume that $\frac{b}{a}$ is bounded, i.e., $\left|\frac{b}{a}\right| \leq \frac{Q_{z}}{2}$.

$$
\int_{0}^{T}\left(b \frac{\partial a}{\partial t}-a \frac{\partial b}{\partial t}\right) \mathrm{d} t=\int_{0}^{T} \frac{a_{t} b-b_{t} a}{a^{2}} \cdot a^{2} \mathrm{~d} t=\int_{0}^{T}-\left(\frac{b}{a}\right)_{t} \cdot a^{2} \mathrm{~d} t
$$

by the rule of the division derivation.

$$
\int_{0}^{T}-\left(\frac{b}{a}\right)_{t} \cdot a^{2} \mathrm{~d} t=a^{2}(\xi) \int_{0}^{T}-\left(\frac{b}{a}\right)_{t} \cdot \mathrm{~d} t=a^{2}(\xi)\left(\frac{b}{a}(0)-\frac{b}{a}(T)\right)
$$

by the integral mean value theorem.

$$
\left|a^{2}(\xi)\left(\frac{b}{a}(0)-\frac{b}{a}(T)\right)\right| \leq Q_{z} R
$$

by the bound of $\frac{b}{a}$ and $|z| \leq R$. This completes the proof.
Proof of Proposition 3.6 on parabolic regularity.
Proof. We decomposing the complex function $\psi$ into its real part and imaginary part $\psi=\psi_{R}+i \psi_{I}$ with $\psi_{R}$ and $\psi_{I}$ being real functions. Multiply the dual equation (3.13a) by $\bar{\psi}$ and integrate the resulting equation over $\Omega$, we have that

$$
\int_{\Omega}\left(\frac{\partial \psi}{\partial t} \psi-i \Delta \psi \psi\right) \mathrm{d} x=\int_{\Omega}\left(\frac{\partial \psi}{\partial t} \psi-i|\nabla \psi|^{2}\right) \mathrm{d} x=0
$$

by the integration by parts and the boundary condition (3.13c). Substituting $\psi=\psi_{R}+i \psi_{I}$ into the first term of the above equation and with the simple algebraic computation, we have that

$$
\left.\frac{\partial}{\partial t}\left(\left\|\psi_{R}\right\|_{L^{2}(\Omega)}^{2}+\left\|\psi_{I}\right\|_{L^{2}(\Omega)}^{2}\right)+i \int_{\Omega}\left(\frac{\partial \psi_{I}}{\partial t} \psi_{R}-\frac{\partial \psi_{R}}{\partial t} \psi_{I}\right) \mathrm{d} x+i \right\rvert\,\|\nabla \psi\|_{L^{2}(\Omega)}^{2}=0
$$

Taking the real part and imaginary part, respectively, we have that

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\left\|\psi_{R}\right\|_{L^{2}(\Omega)}^{2}+\left\|\psi_{I}\right\|_{L^{2}(\Omega)}^{2}\right)=0 \tag{A.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\nabla \psi\|_{L^{2}(\Omega)}^{2}=-\int_{\Omega}\left(\frac{\partial \psi_{I}}{\partial t} \psi_{R}-\frac{\partial \psi_{R}}{\partial t} \psi_{I}\right) \mathrm{d} x \tag{A.2}
\end{equation*}
$$

It follows (A.1) and initial condition (3.14d) from that

$$
\psi_{R}=\theta(x) \sin t \quad \text { and } \quad \psi_{R}=\theta(x) \cos t
$$

Substituting the above equations into (A.2) implies the first estimate. Using the same techniques can prove the second inequality. This finish the proof.
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