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#### Abstract

Uniform discrete Sobolev space estimates are proven for a class of finite-difference schemes for singularly-perturbed hyperbolic-parabolic systems. The estimates obtained improve previous results even when the PDEs do not involve singular perturbations. These estimates are used in a companion paper to prove the convergence of solutions as the discretization parameter and/or the singular perturbation parameter tends to zero.
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## 1. Introduction

This paper initiates a theory for finite difference schemes analogous to the theory of singular limits of systems of PDEs such as

$$
\begin{equation*}
A(\varepsilon u) u_{t}=\sum_{j=1}^{d} A^{j}(t, x, u) u_{x_{j}}+\sum_{j, k=1}^{d} \partial_{x_{j}}\left(B^{j, k} \partial_{x_{k}} u\right)+\frac{1}{\varepsilon}\left(\sum_{j=1}^{d} C^{j} u_{x_{j}}+D u\right)+F(t, x, u) \tag{1.1}
\end{equation*}
$$

$[14,17,20,26,33]$. When the matrices $A, A^{j}$, and $C^{j}$ are symmetric, $D$ is anti-symmetric, the matrices $B^{j, k}$, $C^{j}$ and $D$ are constant, and assuming for simplicity that the second-order operator in which the $B^{j, k}$ appear either vanishes identically or is strongly elliptic, solutions of (1.1) with fixed smooth initial data exist for a time independent of $\varepsilon$, and the difference between those solutions and the solutions of certain limit or profile equations tends to zero with $\varepsilon$. More general assumptions on the second-order operator are presented in Section 2.2. In particular those assumptions are satisfied by the slightly-compressible barotropic Navier-Stokes equations (e.g. [34])

$$
\begin{aligned}
& \frac{P^{\prime}\left(\rho_{0}+\varepsilon r\right)}{\rho_{0}+\varepsilon r}\left[r_{t}+u \cdot \nabla r\right]+\frac{P^{\prime}\left(\rho_{0}+\varepsilon r\right)}{\varepsilon} \nabla \cdot u=0 \\
& \quad\left(\rho_{0}+\varepsilon r\right)\left[u_{t}+(u \cdot \nabla) u\right]+\frac{P^{\prime}\left(\rho_{0}+\varepsilon r\right)}{\varepsilon} \nabla r=\mu \nabla \cdot \nabla u+(\mu+\lambda) \nabla(\nabla \cdot u),
\end{aligned}
$$

[^0]which may be kept in mind as a typical system under consideration. Singular limits of equations of the form (1.1) and variants thereof occur not only in the original motivating example of slightly-compressible fluid dynamics $[20,26,34]$ and its variants $[5,32,46]$ but also in a variety of other fields (e.g., $[1,7,36])$. It is therefore of much interest to obtain, and prove estimates for, numerical methods for equations of the form (1.1) whose accuracy is uniform in the parameter $\varepsilon$.

There is a vast literature on numerical methods for PDEs like (1.1) without the large terms, i.e., with the $C^{j}$ and $D$ all vanishing, and for various special cases of such equations. The part of this literature that proves uniform bounds and convergence may be classified according to the corresponding bounds known for PDEs: BV or $L^{\infty}$ bounds for scalar equations (e.g., $[6,23,30,41]$ ), small BV bounds for systems in one spatial variable (e.g., $[2,4]$ ), $L^{2}$ or Sobolev $H^{s}$ bounds for constant-coefficient (e.g., [10]) and variable-coefficient linear systems, and $H^{s}$ bounds with a sufficiently high index $s$ for smooth solutions of nonlinear systems [40, 44].

However, neither the well-known convergence result of Strang [40] for finite difference approximations to nonlinear evolution equations nor the somewhat improved result of Tomoeda [44] yield uniform bounds for discretizations of (1.1) when large terms are present. This difficulty is inherent in their analysis, which makes use of higher-order time derivatives of the PDE solution that are generally not uniformly bounded. Nevertheless, even in the absence of any theory guaranteeing uniform bounds and convergence, much progress has been made in designing and analyzing schemes whose leading formal asymptotics when the parameter $\varepsilon$ tends to zero is consistent with the asymptotics of the PDE, including some first steps towards the stability analysis of such schemes (see $[8,21,22,28,29,37]$ and their references). One of the first conclusions of this research was that the large terms must be treated implicitly, since for explicit schemes the CFL condition mandates taking time steps $\Delta t$ no larger than $O(\varepsilon \Delta x)$, where for simplicity the spatial grid is assumed to be of size $O(\Delta x)$ in all directions.

In this paper we prove discrete Sobolev norm bounds that are independent of both $\varepsilon$ and the discretization parameters for solutions to two classes of finite difference approximations to equations of the form (1.1) satisfying the ab ove-mentioned assumptions, one very specific and the other fairly general. As far as we know these are the first uniform bounds obtained for such approximations.

The only finite difference approximation for which uniform discrete bounds can be obtained by following the discrete analogue of every step of the energy estimates used to obtain uniform bounds for the PDE is the Crank-Nicolson scheme, in which the time derivative term $u_{t}$ in (1.1) is approximated by a forward time difference $\frac{u(t+\Delta t, x)-u(t, x)}{\Delta t}$, all other appearances of the dependent variable $u$ are approximated by the time average $\frac{u(t+\Delta t, x)+u(t, x)}{2}$, and the spatial derivative operators are approximated by arbitrary central differences. We prove here uniform bounds not only for the Crank-Nicolson scheme but also for the $\theta$-scheme in which the equally-weighted time average is replaced by $\theta u(t+\Delta t, x)+(1-\theta) u(t, x)$ with $\theta \in\left[\frac{1}{2}, 1\right]$, without requiring any relationship between the time discretization parameter $\Delta t$ and the spatial discretization parameter $\Delta x$. Some estimates in the discrete $\ell^{2}$ norms defined in Section 2.1 have been obtained previously for the $\theta$-scheme for linear systems without large terms: for the constant-coefficient case without assuming the symmetry of the $A^{j}$ but with the ratio $\frac{\Delta t}{(\Delta x)^{2}}$ assumed to be constant [16], for the cases $\theta=\frac{1}{2}$ and $\theta=1$ ([18], Thms. 5.3.2-3), and for other values of $\theta$ ([31], Sects. 5.1.8 and 6.2) using scheme-dependent norms.

In order to obtain uniform bounds for a wider class of numerical schemes we treat the large terms, the remaining first-order terms, and the higher-order terms separately from each other. The large terms are treated purely implicitly, which together with their anti-symmetry ensures that they drop out of the discrete energy estimates obtained by taking the inner product of the scheme with $u(t+\Delta t, x)$. This key step towards obtaining bounds uniform in $\varepsilon$ mirrors the dropping out of the large terms from energy estimates for the PDE (1.1), first observed by Klainerman and Majda [20]. The second-order terms of the PDE (1.1) will only be assumed to be weakly dissipative in the sense that they do not increase the $L^{2}$ norm of solutions, and the PDE will be also be allowed to contain even higher-order terms having the same property. All such terms will be approximated by differences that do not increase an appropriate discrete norm. For dissipative terms of the PDE this leads to numerical approximations of the second-order and higher-order terms similar to but more general than those in the $\theta$-scheme. For purely dispersive terms of the PDE the numerical approximation must be purely implicit as
in the case $\theta=1$ of the $\theta$-scheme in order to be dispersive at the discrete level. The main increase in generality comes from the treatment of the first-order terms that are independent of $\varepsilon$, which are treated purely explicitly: an estimate for that part of the scheme is obtained via a fully discrete and nonlinear version of Lax and Nirenberg's sharp Gårding inequality [24], which only requires a condition on the symbol of the operator that describes the scheme. Precise statements of the results including basic examples of discretizations are presented in Section 2, and the results are shown in Section 3 to apply to a representative sample of specific schemes.

Previous results for general schemes for systems like (1.1) without large terms include discrete $\ell^{2}$ estimates for linear systems under conditions on the eigenvalues of the spatial difference operator of the finite difference scheme, without assuming the symmetry of the $A^{j}$ but with the ratio $\frac{\Delta t}{(\Delta x)^{2}}$ assumed to be constant $[27,38,39,47]$, estimates in continuous $L^{2}$ norms for linear systems without second-order or higher-order terms whose spatial operator satisfies a sharp Gårding inequality [24], and the above-mentioned results for nonlinear systems [40,44] discussed further below. The results here could also be extended to the case when the $A^{j}$ are not symmetric if $\Delta t=O\left((\Delta x)^{2}\right)$, but a more refined analysis to be presented elsewhere will relax that restriction.

Because of the separate treatment of the various terms, the schemes other than Crank-Nicolson presented here for equations involving large terms or higher-order terms are limited to being first order in time. For equations with large terms this seems to be an inherent limitation. More refined estimates needed to allow first and higherorder terms to be treated together in equations without large terms will be presented elsewhere. Nevertheless, the bounds obtained here improve on earlier results [40,44] even for systems without large terms. First, [40, 44] only analyze explicit schemes for first-order hyperbolic systems, and although [40] mentions that the results extend to systems like (1.1) containing second-order terms, the approach suggested there, following [19], requires the usual assumption that $\frac{\Delta t}{(\Delta x)^{2}}$ be constant. That restriction is avoided here by treating the second-order and higher-order terms implicitly or at least semi-implicitly. Second, by directly estimating discrete Sobolev norms of solutions to finite difference schemes, we show that solutions have as many discrete Sobolev derivatives as the initial data. For equations of the form (1.1) the bounds implicit in the above-mentioned results lose $2\lfloor d / 2\rfloor+2$ derivatives, where $d$ is the spatial dimension. The improved bounds here are used in [9] to show that for schemes without large terms the rate of convergence equals the order of accuracy of the scheme under less restrictive conditions on the smoothness of the PDE solution than in [40]. In addition, the stability condition developed here is easier to apply than the one in [40].

As for the PDE itself, the uniform bounds proven here imply the convergence of solutions as $\varepsilon$ or $\Delta x+\Delta t$ or both tend to zero, albeit without a rate. Moreover, the norm in which solutions converge is strong enough to ensure that the limit of the solutions satisfies the relevant limit equation. The details of the convergence argument are given in the companion paper [9], where the solutions constructed here are also shown under additional assumptions to converge uniformly in $\varepsilon$ at the rate $O\left((\Delta t)^{1 / 2}\right)$.

The framework required for our method includes discrete versions of a variety of calculus inequalities that are well-known in the continuous case, including the Sobolev embedding estimate, certain Gagliardo-Nirenberg inequalities and Moser estimates, and the sharp Gårding inequality. Certain special cases of these estimates have been shown previously: discrete versions of Gagliardo-Nirenberg-Sobolev inequalities involving only derivatives through first order were proven for general meshes used in finite-volume schemes in [3, 15] and references therein, but we require such estimates involving arbitrary orders. A wide variety of discrete Gagliardo-Nirenberg inequalities and certain cases of the discrete Sobolev embedding estimate have been proven by Zhou [48-50] even for nonuniform meshes, but in the case of multiple space dimensions the results are restricted to particular values of the index $p$ in the discrete $\ell^{p}$ norms, whereas we require all values of $p$ in $[2, \infty]$. Discrete sharp Gårding inequalities were proven for pseudo-difference operators on half-spaces in ([27], Sect. 4) and references therein, but their translation to the periodic case is not equivalent to the estimates used here. Since the estimates available in the literature do not include all those needed here, the required estimates will be derived briefly in Section 4 for the rectangular meshes used in this paper, following as much as possible the methods used for the original continuous versions, which yield simpler and more uniform proofs. To simplify the notation we will only consider periodic meshes; the case of infinite meshes is similar.

The main results will be proven in Section 5. Various applications and extensions will be considered elsewhere. In particular, the results here and in [9] will be used in [35] to prove the stability and convergence to smooth solutions of upwind finite-volume schemes on uniform rectangular grids that use actual or approximate Riemann solvers.

## 2. Notation and statement of Results

The estimates for the $\theta$-scheme follow closely the estimates for the PDEs themselves, so the conditions for that scheme will be stated in terms of the coefficients of the PDE. The conditions under which estimates can be obtained via a sharp Gårding inequality will be stated in terms of the scheme itself. Before describing those schemes we recall some notations for shift and difference operators and some discrete Sobolev spaces that will be needed for both cases.

### 2.1. Notation and spaces

Let $e_{j}$ denote the vector whose component $j$ equals one and other components equal zero. The forward and backward shift operators in the $j$ th coordinate are defined by $\left[S_{j, \Delta x} u\right](x):=u\left(x+\Delta x e_{j}\right)$ and $\left[\left(S_{j, \Delta x}\right)^{-1} u\right](x):=$ $u\left(x-\Delta x e_{j}\right)$, respectively, and the forward difference operator in that coordinate is $D_{j, \Delta x}:=\frac{S_{j, \Delta x}-1}{\Delta x}$. Note that in operator formulas a number denotes the operator of multiplication by that number; these are all scalar operators, but will be extended to operate on vectors componentwise. Higher-order shift operators are defined by $S_{\Delta x}^{\alpha}:=\left(S_{1, \Delta x}\right)^{\alpha_{1}} \ldots\left(S_{d, \Delta x}\right)^{\alpha_{d}}$, where $\alpha$ is a multi-index vector with integer components, and higher-order difference operators are defined by $D_{\Delta x}^{\alpha}:=\left(D_{1, \Delta x}\right)^{\alpha_{1}} \ldots\left(D_{d, \Delta x}\right)^{\alpha_{d}}$, where $\alpha$ is a multi-index vector with nonnegative integer components. In examples presented in one spatial dimension the index $j$ will be omitted from both shifts and difference operators.

Similarly, the forward time-shift operator and forward time-difference operator are defined by $\left[S_{\Delta t} u\right](t, x)=$ $u(t+\Delta t, x)$ and $D_{\Delta t}:=\frac{S_{\Delta t}-1}{\Delta t}$, respectively. For the $\theta$-scheme we will also need the $\theta$-averaging operator $u^{\theta}:=\left[\theta S_{\Delta t}+(1-\theta)\right] u$.

A general first-order difference operator $\partial_{j, \Delta x}:=\frac{1}{\Delta x} \sum_{|m| \leq M} c_{m}\left(S_{j, \Delta x}\right)^{m}$ in the direction $j$ is assumed to have real coefficients and to be an approximation to the differential operator $\partial_{x_{j}}$ satisfying $\partial_{j, \Delta x} u=\partial_{x_{j}} u+O(\Delta x)$ for any $u \in C^{2}$, which is equivalent to the conditions $\sum_{|m| \leq M} c_{m}=0$ and $\sum_{|m| \leq M} m c_{m}=1$. A central firstorder difference operator $\partial_{j, \Delta x, c}$ in the direction $j$ is a first-order difference operator in that direction satisfying $c_{-m}=-c_{m}$. Any first-order difference operator in the direction $j$ can be written as a linear combination $\partial_{j, \Delta x}=\left[\sum_{|m| \leq M} d_{m}\left(S_{j, \Delta x}\right)^{m}\right] D_{j, \Delta x}$ of shift operators applied to the forward difference operator in that direction. However, it will be more convenient to write a central difference operator in the direction $j$ as a linear combination $\partial_{j, \Delta x, c}=\sum_{0<m \leq M} d_{m} D_{j, m \Delta x, c}$ of the basic central difference operators $D_{j, m \Delta x, c}:=$ $\frac{\left(S_{j, \Delta x}\right)^{m}-\left(S_{j, \Delta x}\right)^{-m}}{2 m \Delta x}$ in that direction. The length $|\alpha|$ of a multi-index is the sum $\sum_{j}\left|\alpha_{j}\right|$ of the absolute values of its components. We will let $P_{\Delta x}:=\sum_{|\alpha| \leq M} P_{\alpha} S_{\Delta x}^{\alpha}$, and similarly $Q_{\Delta x}, G_{\Delta x}$, etc., denote general spatial shift operators.

Example 2.1. The difference scheme $S_{\Delta t} u=\left[G_{\Delta x}(u)\right] u$ with $G_{\Delta x}(u)=1+\frac{\Delta t}{\Delta x} a(u)\left(S_{\Delta x}-1\right)$ is an approximation of the PDE $u_{t}=a(u) u_{x}$. A more complicated scheme that is second order in both space and time can be obtained by combining the central-difference approximation $\frac{S_{\Delta x}-\left(S_{\Delta x}\right)^{-1}}{2 \Delta x}$ to the derivative operator $\partial_{x}$ with midpoint time-stepping. Defining $\lambda:=\frac{\Delta t}{\Delta x}$ and $u^{\text {mid }}:=u+\frac{\lambda}{4} a(u)\left(S_{\Delta x}-\left(S_{\Delta x}\right)^{-1}\right) u$, the resulting scheme can be written as $S_{\Delta t} u=G_{\Delta x}\left(\Delta t, \Delta x, S_{\Delta x} u, u,\left(S_{\Delta x}\right)^{-1} u\right) u$ with

$$
\begin{align*}
& G_{\Delta x}\left(\Delta t, \Delta x, S_{\Delta x} u, u,\left(S_{\Delta x}\right)^{-1} u\right) \\
& \quad=\left[1+\frac{\lambda}{2} a\left(u^{\mathrm{mid}}\right)\left(S_{\Delta x}-\left(S_{\Delta x}\right)^{-1}\right)+\frac{\lambda^{2}}{8} a\left(u^{\mathrm{mid}}\right)\left\{a\left(S_{\Delta x} u\right)\left(S_{\Delta x}^{2}-1\right)-a\left(\left(S_{\Delta x}\right)^{-1} u\right)\left(1-S_{\Delta x}^{-2}\right)\right\}\right] \tag{2.1}
\end{align*}
$$

The adjoint $S_{j, \Delta x}^{*}$ of the shift operator $S_{j, \Delta x}$ equals $\left(S_{j, \Delta x}\right)^{-1}$, no matter whether that adjoint is taken with respect to the continuum $L^{2}$ inner product or the discrete $\ell^{2}$ inner product defined below. Together with the standard results that $(P+Q)^{*}=P^{*}+Q^{*}$ and $(P Q)^{*}=Q^{*} P^{*}$, this allows us to calculate the adjoints $\partial_{j, \Delta x}^{*}$ and $P_{\Delta x}^{*}$ of any difference or shift operator. In particular, a central difference operator is anti-symmetric.

The symbol of a spatial shift or difference operator is defined by

$$
\begin{equation*}
\left[\operatorname{Symb}\left(\sum_{\alpha} c_{\alpha}(x) S_{\Delta x}^{\alpha}\right)\right](\xi):=\sum_{\alpha} c_{\alpha}(x) \mathrm{e}^{i \Delta x \alpha \cdot \xi} \tag{2.2}
\end{equation*}
$$

Besides occurring in difference schemes, difference operators also appear in formulas for discrete Sobolev norms in place of the differential operators in ordinary continuum Sobolev norms. For concreteness we will define discrete norms in the periodic case, in which the domain of the spatial variables is $X_{L}:=[-L, L)^{d}$ with the endpoints in each direction identified. The discrete domain $X_{\Delta x}=\left[-L_{\Delta x}, L_{\Delta x}\right)^{d} \cap \Delta x \mathbb{Z}^{d}$, where $L_{\Delta x}:=\Delta x\left\lfloor\frac{L}{\Delta x}\right\rfloor$, is also taken periodic, via the rule that if $x$ belongs to $X_{\Delta x}$ but $x \pm \Delta x e_{j}$ does not, then $x \pm \Delta x e_{j}$ is taken to equal $x \mp m \Delta x e_{j}$ where $m$ is the largest integer for which the latter point belongs to $X_{\Delta x}$. The cases when the periods of different components differ, some or all of the spatial components lie in $\mathbb{R}$, or the distances between grid points of different components differ requires for the most part only notational adjustments. The discrete $\ell^{2}$ norm is $\|v\|_{\ell^{2}}:=\sqrt{\langle v, v\rangle_{\ell^{2}}}$, where $\langle v, w\rangle_{\ell^{2}}:=\sum_{x \in X_{\Delta x}} v(x) \cdot w(x)(\Delta x)^{d}$ is the discrete $\ell^{2}$ inner product. The argument $X_{\Delta x}$, as in $\ell^{2}\left(X_{\Delta x}\right)$, will sometimes be added to distinguish these from the analogous norm and inner product on Fourier space. Similarly to the PDE case, when the matrix coefficient $A$ of the time-difference operator is not simply the identity matrix then the $\ell^{2}$ estimate will usually not be obtained directly in the $\ell^{2}$ norm but in the time-varying equivalent norm $\|v\|_{\ell_{A}^{2}}:=\sqrt{\langle v, A v\rangle_{\ell^{2}}}$. The discrete Sobolev norms are then defined for nonnegative integers $s$ by $\|u\|_{h_{A}^{s}}:=\sqrt{\langle u, u\rangle_{h_{A}^{s}}}$, where $\langle u, v\rangle_{h_{A}^{s}}:=\sum_{|\alpha| \leq s}\left\langle D_{\Delta x}^{\alpha} u, A D_{\Delta x}^{\alpha} v\right\rangle_{\ell^{2}}$ is the discrete Sobolev inner product, any points in the formula for $D_{\Delta x}^{\alpha}$ that lie outside the discrete domain $X_{\Delta x}$ are understood in the periodic sense defined above, and the positive-definite matrix $A$ is omitted from the inner product if it is omitted from the notation for the norm. Since the sum in the inner product defining the $h_{A}^{s}$ norm consists of nonnegative terms, includes the $\ell^{2}$ norm as the case $\alpha=0$ of the sum, and involves differences of order at most $s$, there exists a constant $C\left(s, d, \Delta_{0}\right)$ such that

$$
\begin{equation*}
\|u\|_{\ell^{2}} \leq\|u\|_{h^{s}} \leq \frac{C\left(s, d, \Delta_{0}\right)}{(\Delta x)^{s}}\|u\|_{\ell^{2}} \tag{2.3}
\end{equation*}
$$

for $0<\Delta x \leq \Delta_{0}$ where $d$ denotes the spatial dimension. The discrete $\ell^{\infty}$ norm is $\|u\|_{\ell \infty}=\sup _{x \in X_{\Delta x}}|u(x)|$. The discrete version of Sobolev's theorem, which is a particular case of Lemma 4.1 below, says that there exists a constant $c(d)$ independent of $\Delta x$ such that

$$
\begin{equation*}
\|u\|_{\ell^{\infty}} \leq c(d)\|u\|_{h^{\sigma}} \tag{2.4}
\end{equation*}
$$

where $\sigma:=\lfloor d / 2\rfloor+1$ is called the Sobolev embedding exponent.

### 2.2. Results for the $\boldsymbol{\theta}$-scheme

The basic form of $\theta$-schemes for the PDE (1.1) is

$$
\begin{align*}
A(\varepsilon u) D_{\Delta t} u= & \sum_{j=1}^{d} A^{j}\left(t, x, u^{\theta}\right) \partial_{j, \Delta x, c} u^{\theta}-\sum_{j, k=1}^{d}\left(\partial_{j, \Delta x}\right)^{*}\left(B^{j, k} \partial_{k, \Delta x} u^{\theta}\right) \\
& +\frac{1}{\varepsilon}\left(\sum_{j=1}^{d} C^{j} \partial_{j, \Delta x, c} u^{\theta}+D u^{\theta}\right)+F\left(t, x, u^{\theta}\right) \tag{2.5}
\end{align*}
$$

where $\theta \in\left[\frac{1}{2}, 1\right]$ is a parameter. Since our assumptions will allow the matrices $B^{j, k}$ to be identically zero, (2.5) includes schemes for first-order systems as a special case; systems with higher-order spatial derivative terms can be handled similarly under appropriate assumptions.

The assumptions needed on the coefficients of system (2.5) are mostly the same as those used to obtain the simplest analogous results for the PDE system (1.1). First, all the coefficients are assumed to be smooth in all variables and uniformly bounded in the independent variables, i.e., for sufficiently large $s$,

$$
\begin{equation*}
\sum_{|\alpha| \leq s}\left|D_{(t, x, u)}^{\alpha}\left(A(u),\left\{A^{j}(t, x, u)\right\}_{j=1}^{d}, F(t, x, u)\right)\right| \leq M_{s}(|u|) \tag{2.6}
\end{equation*}
$$

where for any vector $w$ the derivative operator $D_{w}^{\alpha}$ means $\prod_{j} \partial_{w_{j}}^{\alpha_{j}}$, || denotes the norm of a vector or matrix, not summed or integrated over the spatial variables, and both here and later all bounds depending on variables are assumed for simplicity to be continuous and nondecreasing.

Second, the first-order terms are assumed to form a symmetric-hyperbolic system, which means that

$$
\begin{equation*}
\text { the matrices } A \text {, the } A^{j} \text {, and the } C^{j} \text { are symmetric } \tag{2.7}
\end{equation*}
$$

and $A$ is positive definite, i.e., satisfies

$$
\begin{equation*}
A(w) \geq \frac{1}{m_{0}(|w|)} I \tag{2.8}
\end{equation*}
$$

Third, the terms of order $\frac{1}{\varepsilon}$ and the second-order terms in (1.1) will be assumed to have constant coefficients, i.e.,

$$
\begin{equation*}
\text { the matrices } B^{j, k}, C^{j} \text {, and } D \text { are constant. } \tag{2.9}
\end{equation*}
$$

Fourth, the large operator $\sum C^{j} \partial_{x_{j}}+D$ in (1.1) will be assumed to be antisymmetric, i.e.

$$
\begin{equation*}
\left(C^{j}\right)^{T}=C^{j}, \quad D^{T}=-D \tag{2.10}
\end{equation*}
$$

The reason for repeating the condition $\left(C^{j}\right)^{T}=C^{j}$, which already appeared in (2.7), will be explained in Remark 2.3.

Fifth, the second-order operator in (1.1) will assumed to satisfy a somewhat weaker condition than ellipticity. Specifically, either

$$
\begin{equation*}
\sum_{j, k} w^{j} \cdot B^{j, k} w^{k} \geq b_{0} \sum_{j}\left|w^{j}\right|^{2} \quad \text { with } b_{0} \geq 0 \tag{2.11}
\end{equation*}
$$

or else both

$$
\begin{equation*}
\sum_{j, k} \xi_{j} \xi_{k} \frac{B^{j, k}+\left(B^{j, k}\right)^{T}}{2} \geq b_{0}|\xi|^{2} I \quad \text { with } b_{0} \geq 0 \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { the difference operators } \partial_{k, \Delta x} \text { in the terms in (2.5) involving } B^{j, k} \text { are central. } \tag{2.13}
\end{equation*}
$$

Condition (2.11) implies (2.12), but the matrices $B^{1,1}=\left(\begin{array}{ll}5 & 0 \\ 0 & 1\end{array}\right), B^{1,2}=B^{2,1}=\left(\begin{array}{ll}0 & 2 \\ 2 & 0\end{array}\right)$, and $B^{2,2}=\left(\begin{array}{ll}1 & 0 \\ 0 & 5\end{array}\right)$ provide an example in which (2.12) is satisfied but (2.11) is not. By definition, the second-order terms of (1.1) are strongly elliptic when (2.12) holds with $b_{0}>0$. The case $b_{0}=0$ has been allowed not only to cover the case of hyperbolic systems having no second-order terms, but also to include systems having purely dispersive second-order terms. For example, the nonlinear Schrödinger equation and the Zakharov equations can be written as real systems of the form (1.1) with $b_{0}=0$ (see [36] and Sect. 3.3 below). When (2.12) holds but (2.11) does not then the additional condition (2.13) is needed to enable the terms involving the $B^{j, k}$ in (2.5) to be estimated in Fourier space.

Finally, because we have not assumed that $b_{0}$ in (2.11)-(2.12) is strictly positive, just as for PDEs we need to assume that

$$
\begin{equation*}
\text { either } A \text { is constant or the } B^{j, k} \text { all vanish. } \tag{2.14}
\end{equation*}
$$

The above assumptions will suffice to obtain a uniform $h^{s}$ estimate for solutions of (2.5) having uniformly bounded initial data $u_{0, \varepsilon, \Delta x}$. However, in order to obtain a uniform estimate for the time difference $D_{\Delta t} u$ as well it is necessary to assume in addition that the initial time difference $\left.D_{\Delta t} u\right|_{t=0}$ is bounded uniformly in $\varepsilon$. That condition is not automatic on account of the $O\left(\frac{1}{\varepsilon}\right)$ term in the difference scheme, but will hold provided that

$$
\begin{equation*}
\left\|\left(\sum C^{j} \partial_{j, \Delta x, c}+D\right) u_{0, \varepsilon, \Delta x}\right\|_{h^{r}} \leq c \varepsilon \tag{2.15}
\end{equation*}
$$

for an appropriate value of $r$. As in the PDE case, such initial data will be called well prepared.
Unlike the results in $[16,38,39,47]$, the following theorem does not require that $\frac{\Delta t}{(\Delta x)^{2}}$ be bounded.
Theorem 2.2. Let $s$ be an integer greater or equal to $\sigma+2$, where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent. Assume that the above-mentioned conditions hold, i.e., (2.6) with this value of $s$, (2.7), (2.8), (2.9), (2.10), (2.14), and either (2.11) or both (2.12) and (2.13).

Then for every $K_{0}$ and $\varepsilon_{0}$ there are $\Delta_{0}, K$, and $T$ such that for all $\varepsilon \in\left(0, \varepsilon_{0}\right], \Delta x$ in $(0,1], \Delta t \in\left(0, \Delta_{0}\right]$, $\theta \in\left[\frac{1}{2}, 1\right]$, and initial value $u_{0, \varepsilon, \Delta x}$ satisfying $\sup _{\varepsilon \in\left(0, \varepsilon_{0}\right], \Delta x \in(0,1]}\left\|u_{0, \varepsilon, \Delta x}\right\|_{h^{s}} \leq K_{0}$ there exists a unique solution of (2.5) plus initial condition

$$
\begin{equation*}
u(0)=u_{0, \varepsilon, \Delta x} \tag{2.16}
\end{equation*}
$$

in $\ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; h^{s}\right)$ satisfying $\sup _{t \in[0, T] \cap \Delta t \mathbb{Z}}\|u\|_{h^{s}} \leq K$. The maximum allowed time step $\Delta_{0}$, solution bound $K$, and guaranteed time of existence $T$ depend only on $K_{0}, \varepsilon_{0}$, the bounds $M_{s}$ and $m_{0}$ in (2.6)-(2.7), the smoothness parameter $s$ and the dimension $d$.

If in addition (2.15) holds for some $r \leq s-2$, then $D_{\Delta t} u$ is uniformly bounded in $\ell^{\infty}\left([0, T-\Delta t] \cap \Delta t \mathbb{Z} ; h^{r}\right)$.
Remark 2.3. The result of Theorem 2.2 can be generalized in various ways:

1. Essentially the same proof yields the following additional results:
(a) The central difference operators multiplied by $A^{j}$ in (2.5) may be different from those multiplied by $C^{j}$ there.
(b) Rather than depending solely on $u^{\theta}$, the coefficients $A^{j}$ and $F$ in (2.5) may depend on an arbitrary average $u^{\rho}:=\left[\rho S_{\Delta t}+(1-\rho)\right] u$, or even on an arbitrary finite set $\left\{S_{\Delta x}^{\alpha} u, S_{\Delta x}^{\alpha} S_{\Delta t} u\right\}_{|\alpha| \leq M}$ of spatial shifts of $u$ and its time shift $S_{\Delta t} u$, as long as $A^{j}$ and $F$ depend smoothly on all those variables. Dependence of coefficients on shifts of $u$ is discussed further in the next subsection.
(c) When the large terms are absent then the coefficient $A$ of the time difference can also be allowed to depend on $t$ and $x$ as well as $u$, as long as the bound $m_{0}$ in (2.7) is independent of those variables.
(d) When the $B^{j, k}$ all vanish then the minimum value of $s$ is $\sigma+1$ rather than $\sigma+2$ and the maximum value of $r$ in the last part of the theorem is $s-1$ instead of $s-2$.
(e) The discrete spatial domain may be the discretization $\Delta x \mathbb{Z}^{d}$ of the whole space $\mathbb{R}^{d}$ provided that the inhomogeneous part $F(t, x, 0)$ of $F$ is bounded in $h^{s}$ uniformly in $\Delta x$ and $t$. For the periodic case considered in Theorem 2.2 that condition follows from the smoothness assumption on $F$.
2. When the second-order terms are strongly elliptic, i.e. $b_{0}$ in (2.11) or (2.12) is positive, then those terms contribute a favorable term to the energy estimates, which can be used to cancel various unfavorable terms. First, condition (2.14) is no longer needed, since the favorable term so obtained dominates the problematic term arising from (5.24) below. As for PDEs ([20], Thm. 4), condition (2.14) may also be omitted in the hyperbolic-parabolic case familiar from the compressible Navier-Stokes equations in which second-order terms only appear in certain equations and their restriction to those equations satisfies (2.11) or (2.12) with $b_{0}>0$.
Second, when $b_{0}>0$ then the the first-order terms $A^{j}$ do not need to be symmetric, but the coefficients $C^{j}$ appearing in the large terms must still be symmetric to ensure the anti-symmetry of the large operator.

### 2.3. Results via sharp Gårding inequality

In order to obtain estimates for finite difference schemes other than the $\theta$-scheme, we will write those schemes using shift operators rather than difference operators. Before defining the exact form of the schemes to be considered, let us consider various terms of the $\operatorname{PDE}$ (1.1) in order to elucidate what form the terms in the numerical scheme used to approximate them should have. However, these considerations are used only to motivate the form of the difference scheme; in particular, the assumptions actually made on the difference scheme allow terms that approximate partial differential operators of order higher than two and large terms involving differential operators of order higher than one. Such higher-order terms are, however, required to have the same properties as the one appearing in (1.1), i.e. the large terms are required to be antisymmetric and the higher-order terms that are independent of $\varepsilon$ are required to not increase the energy.

The first-order terms in (1.1) are quasilinear, i.e., their coefficients depend on the dependent variables, and hence the coefficients of the finite difference schemes will also depend on $u$ in general. As the scheme in (2.1) illustrates, the form of the difference scheme approximating the first-order terms need not be simply the firstorder terms from the PDE with derivatives replaced by differences as in the $\theta$-scheme, but will still be related to the terms in the PDE. In accordance with the example shift operator in (2.1) we will allow the coefficients of shift operators that depend on $u$ to also depend on any finite set of its spatial shifts. To keep the notation compact let us denote such a collection by

$$
\begin{equation*}
\widetilde{u}:=\left\{S_{\Delta x}^{\alpha} u\right\}_{|\alpha| \leq M}, \tag{2.17}
\end{equation*}
$$

and use the abbreviation

$$
\begin{equation*}
\Delta:=\{\Delta t, \Delta x\} \tag{2.18}
\end{equation*}
$$

Another example of a scheme that requires shifts in coefficients is the fourth-order Runge-Kutta time-stepping scheme presented in Section 3.2. Although the PDE and forward time-shift in Example 2.1 are not multiplied by matrices, we will allow schemes in which the time shift is multiplied by a matrix $A(\varepsilon \widetilde{u})$, in accordance with the PDE (1.1). In similar fashion to the conditions for (2.5), the matrix $A$ will be required to satisfy

$$
\begin{equation*}
(A(\varepsilon \widetilde{u}))^{T}=A(\varepsilon \widetilde{u}), \quad A(w) \geq \frac{1}{m_{0}(|w|)} I, \quad \sum_{|\beta| \leq s}\left|\partial_{w}^{\beta} A(w)\right| \leq M_{s}(|w|) \tag{2.19}
\end{equation*}
$$

While we will not assume that the coefficients of the shift operator $G_{\Delta x}$ are symmetric matrices, in some applications the symmetry (Sect. 3.1) or at least symmetry up to $O\left((\Delta t)^{2}\right)$ (Sect. 3.2) of the coefficients of $G_{\Delta x}$ can be used to show that the stability condition (2.26) below holds.

Another difference between (2.1) and the general scheme to be considered is that while the right side of (2.1) consists of $u$ plus terms of order $\Delta t$ arising from difference operators, in general we will allow an $A$-weighted average of shifts of $u$ plus terms of order $\Delta t$ arising from difference operators. Here and later, the factor $\Delta t$ occurs on account of the shift-operator form in which we write the numerical scheme. Specifically, we assume that

$$
\begin{equation*}
G_{\Delta x}=\sum_{|\alpha| \leq M} G_{\alpha} S_{\Delta x}^{\alpha}, \quad G_{\alpha}=A(\varepsilon \widetilde{u}) C_{\alpha}+\frac{\Delta t}{\Delta x} D_{\alpha}(\Delta, t, x, \widetilde{u}) \tag{2.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\sum_{\alpha} C_{\alpha}=I, \quad\left|C_{\alpha}\right| \leq c, \quad \sum_{\alpha} D_{\alpha}=0, \sum_{|\beta| \leq s}\left|\partial_{t, x, w}^{\beta} D_{\alpha}(\Delta, t, x, w)\right| \leq C_{s}(|w|) \tag{2.21}
\end{equation*}
$$

For most difference schemes the only nonzero $C_{\alpha}$ is the coefficient $C_{\mathbf{0}}$ that multiplies the unshifted term, with the Lax-Friedrichs scheme discussed in Section 3.1 being the main exception.

The second-order and higher-order terms independent of $\varepsilon$ may be treated either implicitly or by a combination of implicit and explicit terms. The implicit terms will be written as $-\Delta t B_{\Delta x} S_{\Delta t} u$, and the explicit terms as
$\Delta t H_{\Delta x} u$. Some specific examples of shift operators $B_{\Delta x}$ and $H_{\Delta x}$ will be presented in Section 3.3. Both $B_{\Delta}$ and $H_{\Delta}$ will be assumed to have constant coefficients, in accordance with the fact that the second-order terms in (1.1) have constant coefficients. Because the implicit terms will appear in the expression for which an estimate is obtained, the symmetric part of the operator $B_{\Delta x}$ needs to be semi-positive definite; more precisely, we assume that

$$
\begin{equation*}
\left\langle u, B_{\Delta x} u\right\rangle_{\ell^{2}} \geq 0 \tag{2.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\left\langle v, B_{\Delta x} w\right\rangle_{\ell^{2}}\right| \leq c_{B}\|v\|_{h^{\mu}}\|w\|_{h^{\mu}} \tag{2.23}
\end{equation*}
$$

for some nonnegative integer $\mu$. In addition, assume that

$$
\begin{equation*}
\left\|H_{\Delta x} u\right\|_{\ell^{2}} \leq c\|u\|_{h^{\nu}} \tag{2.24}
\end{equation*}
$$

for some nonnegative integer $\nu$, which says that $H_{\Delta x}$ is a difference operator of finite order.
The energy estimates used in this paper require that the first-order terms satisfy an estimate by themselves, and the second-order and higher-order terms are merely required to not increase the energy of solutions. When the second-order terms are multiplied by a "viscosity" parameter then this approach yields estimates that are uniform in that parameter. More specifically, our stability assumptions are

$$
\begin{equation*}
\left|\left\langle v, H_{\Delta x} u\right\rangle_{\ell^{2}}\right| \leq \sqrt{\left\langle v, B_{\Delta x} v\right\rangle} \sqrt{\left\langle u, B_{\Delta x} u\right\rangle} \tag{2.25}
\end{equation*}
$$

on the second-order terms, and

$$
\begin{equation*}
\operatorname{Symb}\left(G_{\Delta x}\right)^{*} A^{-1} \operatorname{Symb}\left(G_{\Delta x}\right) \leq(1+c(|u|) \Delta t) A \tag{2.26}
\end{equation*}
$$

on the lower-order terms, where we have used the definition (2.2). Due to a technicality arising in the derivation of the sharp Gårding inequality, we will also require that

$$
\begin{equation*}
\text { Either } A \text { is a constant matrix or } \Delta t \geq \delta \Delta x \text { for some } \delta>0 \text {. } \tag{2.27}
\end{equation*}
$$

Assuming that at least one coefficient $D_{\alpha}$ from (2.20) is nonzero, $G_{\Delta x}$ is an explicit finite-difference approximation to a first-order partial differential operator, and hence the well-known CFL condition says that in order for (2.26) to hold we must assume some restriction

$$
\begin{equation*}
\Delta t \leq c \Delta x \tag{2.28}
\end{equation*}
$$

on the size of the time steps. Since the constant $\delta$ in the second alternative of (2.27) can be arbitrarily small that condition is compatible with (2.28) no matter how small the constant $c$ there is.

In order to make the $O\left(\frac{1}{\varepsilon}\right)$ terms in the numerical scheme drop out of the energy estimates for the numerical scheme of the type considered here, as they do from the energy estimates for the PDE (1.1), we will need to treat those terms purely implicitly, i.e., by an approximation of the form $\frac{1}{\varepsilon} Q_{\Delta x} S_{\Delta t} u$. Furthermore, just as large operator in (1.1) is antisymmetric, the operator $Q_{\Delta x}=\sum Q_{\alpha} S_{\Delta x}^{\alpha}$ will need to be antisymmetric. More specifically, we will require that

$$
\begin{equation*}
Q_{-\alpha}=-Q_{\alpha}^{T}, \quad\left\|Q_{\Delta x} u\right\|_{\ell^{2}} \leq c\|u\|_{h^{\tilde{\nu}}} \tag{2.29}
\end{equation*}
$$

for some nonnegative integer $\widetilde{\nu}$. The second condition in (2.29) implies that $Q_{\Delta x}$ corresponds to a difference operator of finite order.

It will be convenient to use the notations

$$
\begin{equation*}
\mathcal{A}_{\Delta x}(\Delta, \varepsilon \widetilde{u}):=A(\varepsilon \widetilde{u})+\Delta t B_{\Delta x} \tag{2.30}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{G}_{\Delta x}(\Delta, t, x, \varepsilon \widetilde{u}, \widetilde{u}):=G_{\Delta x}(\Delta, t, x, \varepsilon \widetilde{u}, \widetilde{u})+\Delta t H_{\Delta x} . \tag{2.31}
\end{equation*}
$$

Then, after adding to the elements already considered a term of order zero yields a numerical scheme of the form

$$
\begin{equation*}
\mathcal{A}_{\Delta x}(\Delta, \varepsilon \widetilde{u}) S_{\Delta t} u+\frac{\Delta t}{\varepsilon} Q_{\Delta x}(\Delta) S_{\Delta t} u=\mathcal{G}_{\Delta x}(\Delta, t, x, \varepsilon \widetilde{u}, \widetilde{u}) u+\Delta t F(t, x, \widetilde{u}) \tag{2.32}
\end{equation*}
$$

Before stating the theorem we need to define the norm in which the size of the initial data and the solution will be measured. Analogously to the norm $\left\|\|_{h_{A}^{s}}\right.$ we define $\| u \|_{h_{\mathcal{A}(\varepsilon V)}^{s}}=\sqrt{\langle u, u\rangle_{h_{\mathcal{A}(\varepsilon V)}}}$, where $\langle u, v\rangle_{h_{\mathcal{A}(\varepsilon V)}}=$ $\sum_{|\alpha| \leq s}\left\langle D_{\Delta x}^{\alpha} u, \frac{\mathcal{A}_{\Delta x}(\Delta, \varepsilon V)+\left(\mathcal{A}_{\Delta x}(\Delta, \varepsilon V)\right)^{*}}{2} D_{\Delta x}^{\alpha} v\right\rangle_{\ell^{2}}$. When it is clear what the argument $\varepsilon V$ of $\mathcal{A}$ is then that argument will sometimes be omitted from the notation for the norm. By (2.19) and (2.22) plus Lemma 4.2 below,

$$
\begin{equation*}
\frac{1}{m_{0}(\varepsilon|V|)}\|u\|_{h^{s}}^{2} \leq\|u\|_{h_{\mathcal{A}(\varepsilon V)}^{s}}^{2} \leq M_{s}(\varepsilon|V|)\|u\|_{h^{s}}^{2}+c_{B} \Delta t\|u\|_{h^{s+2 \mu}}^{2} \tag{2.33}
\end{equation*}
$$

The assumption on the initial data will be framed in terms of the $h_{\mathcal{A}(0)}^{s}$ norm, in order to have a fixed norm to work with while still including the term involving $\Delta t B_{\Delta x}$. Although the $h_{\mathcal{A}(0)}^{s}$ norm is stronger than the $h^{s}$ norm, the factor of $\Delta t$ multiplying the $h^{s+2 \mu}$ norm in (2.33) ensures that when following theorem is applied to approximate solutions of a PDE then only a uniform $h^{s}$ bound will be required for the initial data to the PDE.

Theorem 2.4. Consider the finite difference scheme (2.32), where the definitions (2.30), (2.31), (2.17), and (2.18) have been used. Assume that that (2.23) holds for some nonnegative $\mu$, that (2.24) holds for some nonnegative $\nu$, that (2.29) holds for some nonnegative $\widetilde{\nu}$, and that (2.21) holds for some $s \geq \sigma+\max \{2,2 \mu, \nu, \widetilde{\nu}\}$, where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent, and that (2.19), (2.20), and (2.22) hold. Finally, assume in addition that (2.25), (2.26), (2.27), and (2.28) hold.

Choose any positive $K_{0}$ and any $K>K_{0}$. Then there is a positive $T$ such that for all initial values $u_{0, \varepsilon, \Delta x}$ satisfying $\sup _{\varepsilon \in(0,1], \Delta x \in(0,1]}\left\|u_{0, \varepsilon, \Delta x}\right\|_{h_{\mathcal{A}(0)}^{s}} \leq K_{0}$ there exists a unique solution of (2.32), (2.16) satisfying $\|u\|_{h_{\mathcal{A}(0)}} \leq K$ for $0 \leq t \leq T$. The time of existence $T$ depends only on $K_{0}, K$, the bounds in all the assumptions listed above, the smoothness parameter $s$ and the dimension $d$, and so in particular is independent of $\varepsilon \in(0,1]$ and of $\Delta t$ and $\Delta x$ in $(0,1]$ satisfying any restrictions placed above on $\Delta t$.

If in addition $\left\|Q_{\Delta x} u_{0, \varepsilon, \Delta x}\right\|_{h_{\mathcal{A}(0)}^{r}} \leq c \varepsilon$ for some $r \leq s-\max \{1,2 \mu, \nu, \widetilde{\nu}\}$, then $D_{\Delta t} u$ is uniformly bounded in $\ell^{\infty}\left([0, T-\Delta t] \cap \Delta t \mathbb{Z} ; h_{\mathcal{A}(0)}^{r}\right)$.

Remark 2.5. Essentially the same proof yields extensions of the results of Theorem 2.4 analogous to the extensions (c) and (e) of Theorem 2.2 in Remark 2.3.

However, when only first-order terms are present then the minimum value of $s$ required in Theorem 2.4 is still $\sigma+2$ instead of $\sigma+1$ as in Theorem 2.2. The reason is that Theorem 2.2, like the corresponding result for PDEs, requires that the coefficients belong to $C^{1}$, whereas the sharp Gårding inequality used for Theorem 2.4 requires that the coefficients belong to $C^{2}$.

## 3. SPECIFIC SCHEMES

In order to make clear the meaning and applicability of Theorem 2.4, some schemes will now be presented and shown to satisfy the conditions of that theorem, although the proof for the Runge-Kutta scheme in Section 3.2 requires two facts from Section 4.

### 3.1. Lax-Friedrichs and local Lax-Friedrichs schemes

The local Lax-Friedrichs scheme (e.g., [25], Sect. 12.5) for the PDE (1.1), also known as the Rusanov scheme, with both the large terms and the second-order terms treated implicitly, is:

$$
\begin{align*}
& {\left[A(\varepsilon v)-\frac{\Delta t}{\varepsilon}\left(\sum_{j=1}^{d} C^{j} \frac{S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}}{2 \Delta x}+D\right)-\frac{\Delta t}{(\Delta x)^{2}} \sum_{j, k=1}^{d}\left(1-\left(S_{j, \Delta x}\right)^{-1}\right) B^{j, k}\left(S_{k, \Delta x}-1\right)\right] S_{\Delta t} v} \\
& =\left[A(\varepsilon v)+\frac{\Delta t}{2 \Delta x} A(\varepsilon v) \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(S_{j, \Delta x}-2+S_{j, \Delta x}^{-1}\right)+\frac{\Delta t}{2 \Delta x} \sum_{j=1}^{d} A^{j}(v)\left(S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}\right)\right] v+\Delta t F(v), \tag{3.1}
\end{align*}
$$

where for notational simplicity we have omitted the dependence of coefficients on the independent variables. There are several possible variants of this scheme. First, although (3.1) is suitable for (1.1) since that PDE is not in conservation form, many treatments of the local Lax-Friedrichs scheme use a conservation formulation, in which the artificial viscosity term

$$
\begin{equation*}
\frac{\Delta t}{2 \Delta x} A(\varepsilon v) \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(S_{j, \Delta x}-2+S_{j, \Delta x}^{-1}\right) \tag{3.2}
\end{equation*}
$$

from (3.1) is replaced by $\frac{\Delta t}{2 \Delta x} A(\varepsilon v) \sum_{j=1}^{d}\left[\gamma_{j}\left(S_{\Delta x} \widetilde{v}, \varepsilon\right)\left(S_{j, \Delta x}-1\right)-\gamma_{j}(\widetilde{v}, \varepsilon)\left(1-S_{j, \Delta x}^{-1}\right)\right]$, where as usual $\widetilde{v}$ denotes a finite set of spatial shifts of $v$. Since $\widetilde{v}$ differs from $v$ by $O(\Delta x)$, and the coefficients in which it appears are multiplied by $\frac{\Delta t}{\Delta x}$, this variant differs from the version in (3.1) by $O(\Delta t)$, which does not affect the stability of the scheme because condition (2.26) allows arbitrary terms of size $O(\Delta t)$. A more significantly different variant is the original Lax-Friedrichs scheme, in which the artificial viscosity term from (3.1) is replaced by

$$
\begin{equation*}
\frac{1}{2} A(\varepsilon v) \sum_{j=1}^{d} \gamma_{j}\left(S_{j, \Delta x}-2+S_{j, \Delta x}^{-1}\right) \tag{3.3}
\end{equation*}
$$

with the now-constant $\gamma_{j}$ satisfying

$$
\begin{equation*}
\sum_{j=1}^{d} \gamma_{j}=1 \tag{3.4}
\end{equation*}
$$

The artificial viscosity of the original Lax-Friedrichs scheme has a simpler form, at the price of being generally much larger than the artificial viscosity of the local version. The dropping of the factor $\frac{\Delta t}{\Delta x}$ from the artificial viscosity term prevents that term from being incorporated into the coefficients $\frac{\Delta t}{\Delta x} D_{\alpha}$ in (2.20), so the coefficients $C_{\alpha}$ there are used instead. The following result covers both the local and original Lax-Friedrichs schemes.

Corollary 3.1. Let $s \geq \sigma+2$ be an integer, where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent, and assume that $A$, the $A^{j}$ and $F$ satisfy assumptions (2.6)-(2.8) and that the $C^{j}, D$, and the $B^{j, k}$ satisfy (2.9)-(2.11). Pick any positive $K_{0}$ and $K>K_{0}$, and define $u_{\max }=c_{S}(d) K$, where $c_{S}(d)$ is the discrete Sobolev embedding constant from (2.4). Define $\widetilde{A}^{j}(v, \varepsilon):=(A(\varepsilon v))^{-1 / 2} A^{j}(v)(A(\varepsilon v))^{-1 / 2}$, let $\|M\|$ denote the $L^{2}$ operator norm of a matrix $M$, and assume that

$$
\begin{equation*}
\left\|\widetilde{A}^{j}(v, \varepsilon)\right\| \leq \gamma_{j}(v, \varepsilon), \quad j=1, \ldots, d . \tag{3.5}
\end{equation*}
$$

Assume further that $\Delta t$ satisfies the stability condition

$$
\begin{equation*}
\left[\max _{0 \leq \varepsilon \leq 1,|v| \leq u_{\max }} \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\right] \frac{\Delta t}{\Delta x} \leq 1 \tag{3.6}
\end{equation*}
$$

If $A$ is not constant then also restrict $\Delta t$ by the condition $\frac{\Delta t}{\Delta x} \geq \delta$, where $\delta$ is an arbitrary positive constant.

Then there exists $T>0$ independent of $\varepsilon \in(0,1], \Delta x$, and $\Delta t$ satisfying the above restriction $(s)$, such that for all initial data $u_{0, \varepsilon, \Delta x}$ satisfying $\sup _{\varepsilon \in(0,1], \Delta x \in(0,1]}\left\|u_{0, \varepsilon, \Delta x}\right\|_{h^{s}} \leq K_{0}$ the local Lax-Friedrichs scheme (3.1) with initial data $u_{0, \varepsilon, \Delta x}$ has a unique solution in $\ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; h^{s}\right)$ satisfying $\|u\|_{h^{s}} \leq K$ for $0 \leq t \leq T$.

Moreover, if in addition $\left\|\left(\sum_{j=1}^{d} C^{j} \frac{S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}}{2 \Delta x}+D\right) u_{0, \varepsilon, \Delta x}\right\|_{h^{s-2}} \leq c \varepsilon$ then $\left\|D_{\Delta t} u\right\|_{h^{s-2}}$ is also uniformly bounded up to time $T$.

Furthermore, after replacing conditions (3.5)-(3.6) by (3.4) plus

$$
\begin{equation*}
\left[\max _{0 \leq \varepsilon \leq 1,|v| \leq u_{\max }}\left\|\widetilde{A}^{j}(v, \varepsilon)\right\|\right] \frac{\Delta t}{\Delta x} \leq \gamma_{j}, \quad j=1, \ldots, d \tag{3.7}
\end{equation*}
$$

the same result holds for the original Lax-Friedrichs scheme in which (3.3) is substituted for the term (3.2) in (3.1).

Proof. Define

$$
\begin{aligned}
G_{\Delta x} & :=A(\varepsilon v)+\frac{\Delta t}{2 \Delta x}\left[A(\varepsilon v) \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(S_{j, \Delta x}-2+S_{j, \Delta x}^{-1}\right)+\frac{\Delta t}{2 \Delta x} \sum_{j=1}^{d} A^{j}(v)\left(S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}\right)\right], \\
Q_{\Delta x} & :=\sum C^{j} \frac{S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}}{2 \Delta x}+D, \\
B_{\Delta x} & :=-\frac{1}{(\Delta x)^{2}} \sum\left(1-\left(S_{j, \Delta x}\right)^{-1}\right) B^{j, k}\left(S_{k, \Delta x}-1\right),
\end{aligned}
$$

and $H_{\Delta x}:=0$. Then (3.1) has the form (2.32), where definitions (2.30)-(2.31) have been used. The symbol of $G_{\Delta x}$ is

$$
\begin{equation*}
\operatorname{Symb}\left(G_{\Delta x}\right)=\left(1-\frac{\Delta t}{\Delta x} \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right) A(\varepsilon v)+i \frac{\Delta t}{\Delta x} \sum_{j=1}^{d} \sin \left(\Delta x \xi_{j}\right) A^{j}(v)\right. \tag{3.8}
\end{equation*}
$$

The assumption that $A$ and the $A^{j}$ are all symmetric implies that the adjoint $\operatorname{Symb}\left(G_{\Delta x}\right)^{*}$ is obtained simply by replacing $i$ by $-i$ in (3.8). Substituting these into the left side of (2.26), factoring out factors of $(A(\varepsilon v))^{1 / 2}$ at the beginning and end of that expression, and using the definition of the $\widetilde{A}^{j}$ yields

$$
\begin{align*}
& \operatorname{Symb}\left(G_{\Delta x}\right)^{*}\left(A^{0}\right)^{-1} \operatorname{Symb}\left(G_{\Delta x}\right)-A \\
& =A^{\frac{1}{2}}\left\{-2 \frac{\Delta t}{\Delta x} \sum_{j, k=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\right. \\
& \left.\quad+\left(\frac{\Delta t}{\Delta x}\right)^{2}\left(\left[\sum_{j, k=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\right]^{2}+\left[\sum_{j}^{d} \sin \left(\Delta x \xi_{j}\right) \widetilde{A}^{j}\right]^{2}\right)\right\} A^{\frac{1}{2}} \tag{3.9}
\end{align*}
$$

By assumption (3.5) plus the fact that if a symmetric matrix $M$ satisfies $\|M\| \leq c I$ for some positive constant $c$ then $M^{2} \leq c^{2} I$,

$$
\begin{equation*}
\left[\sum_{j}^{d} \sin \left(\Delta x \xi_{j}\right) \widetilde{A}^{j}\right]^{2} \leq\left[\sum_{j}^{d} \gamma_{j}(v, \varepsilon)\left|\sin \left(\Delta x \xi_{j}\right)\right|\right]^{2} \tag{3.10}
\end{equation*}
$$

Writing the squared sums involving $\gamma_{j}$ from (3.9) and (3.10) as double sums, estimating the products $\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\left(1-\cos \left(\Delta x \xi_{k}\right)\right)$ and $\left|\sin \left(\Delta x \xi_{j}\right)\right|\left|\sin \left(\Delta x \xi_{k}\right)\right|$ by the elementary bound $a b \leq \frac{1}{2}\left(a^{2}+b^{2}\right)$, and
simplifying yields

$$
\begin{align*}
& {\left[\sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\right]^{2}+\left[\sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left|\sin \left(\Delta x \xi_{j}\right)\right|\right]^{2}} \\
& =\sum_{j, k=1}^{d} \gamma_{j}(v, \varepsilon) \gamma_{k}(v, \varepsilon)\left[\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\left(1-\cos \left(\Delta x \xi_{k}\right)\right)+\left|\sin \left(\Delta x \xi_{j}\right)\right|\left|\sin \left(\Delta x \xi_{k}\right)\right|\right] \\
& \leq \frac{1}{2} \sum_{j, k=1}^{d} \gamma_{j}(v, \varepsilon) \gamma_{k}(v, \varepsilon)\left[\left(1-\cos \left(\Delta x \xi_{j}\right)\right)^{2}+\left(1-\cos \left(\Delta x \xi_{k}\right)\right)^{2}+\sin \left(\Delta x \xi_{j}\right)^{2}+\sin \left(\Delta x \xi_{k}\right)^{2}\right] \\
& =\left[\sum_{k=1}^{d} \gamma_{k}(v, \varepsilon)\right]\left[\sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left[\left(1-\cos \left(\Delta x \xi_{j}\right)\right)^{2}+\sin \left(\Delta x \xi_{j}\right)^{2}\right]\right] \\
& =2\left[\sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\right]\left[\sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\right] . \tag{3.11}
\end{align*}
$$

Substituting (3.10) and then (3.11) into (3.9) and using assumption (3.6) yields

$$
\operatorname{Symb}\left(G_{\Delta x}\right)^{*}\left(A^{0}\right)^{-1} \operatorname{Symb}\left(G_{\Delta x}\right)-A \leq-2 \frac{\Delta t}{\Delta x} \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\left(1-\cos \left(\Delta x \xi_{j}\right)\right)\left(1-\frac{\Delta t}{\Delta x} \sum_{j=1}^{d} \gamma_{j}(v, \varepsilon)\right) A \leq 0
$$

so the stability criterion (2.26) of Theorem 2.4 holds. Since assumption (2.11) ensures that $\left\langle u, B_{\Delta x} u\right\rangle_{\ell^{2}} \geq 0$, condition (2.25) also holds. The operator $Q_{\Delta x}$ is anti-symmetric, and the remaining hypotheses of Theorem 2.4 may also be checked straightforwardly, so the conclusion of the lemma for the local Lax-Friedrichs scheme (3.1) follows from that theorem.

The original Lax-Friedrichs scheme can be viewed as the special case of the local version in which $\gamma_{j}(v, \varepsilon)$ is chosen to be the constant $\frac{\Delta x}{\Delta t} \gamma_{j}$. As noted above, even though $\gamma_{j}(v, \varepsilon)$ now contains a factor of $\frac{\Delta x}{\Delta t}$ the resulting scheme still has the form defined in (2.32) and (2.31) with $G_{\Delta x}$ given by (2.20). Assumption (3.4) ensures that (3.6) now holds with equality, while assumption (3.7) ensures that (3.5) still holds. Hence the result for the original Lax-Friedrichs scheme follows from the result for the local version.

### 3.2. A fourth order classical explicit Runge-Kutta scheme

When the PDE (1.1) contains large terms there is little reason to attempt to obtain a higher-order-in-time scheme, because the error of a scheme of order $p \geq 2$ in time is $(\Delta t)^{p} O\left(\left\|\partial_{t}^{p} u\right\|\right)$, and even for well-prepared initial data $\partial_{t}^{p} u$ will in general be of order $\varepsilon^{-(p-1)}$, which is large when $\varepsilon$ is small. Hence in this subsection we consider the $\operatorname{PDE}(1.1)$ with $\varepsilon$ set equal to one. In addition, we will assume for simplicity that all the $B^{j, k}, C^{j}$, $D$, and $F$ vanish.

The centered difference operators $\frac{1}{\Delta x} L_{j, \Delta x}$, where

$$
L_{j, \Delta x}:=\frac{2}{3}\left(S_{j, \Delta x}-\left(S_{j, \Delta x}\right)^{-1}\right)-\frac{1}{12}\left(S_{j, 2 \Delta x}-\left(S_{j, 2 \Delta x}\right)^{-1}\right),
$$

are fourth-order approximations to $\partial_{x_{j}}$ because

$$
\operatorname{Symb}\left(L_{j, \Delta x}\right)=i\left(\frac{4}{3} \sin \left(\Delta x \xi_{j}\right)-\frac{1}{6} \sin \left(2 \Delta x \xi_{j}\right)\right)=i \Delta x \xi_{j}+O\left((\Delta x)^{5}\right)
$$

Using $\frac{1}{\Delta x} L_{j, \Delta x}$ to approximate the spatial derivatives, the first-order-in-time approximation to the solution after a time-step $\Delta t$ is $\left(I+\widetilde{G}_{\Delta x}\right) u$, where

$$
\begin{equation*}
\widetilde{G}_{\Delta x}(t, x, v):=\lambda(A(v))^{-1} \sum_{j=1}^{d} A^{j}(t, x, v) L_{j, \Delta x} \tag{3.12}
\end{equation*}
$$

and as before $\lambda:=\frac{\Delta t}{\Delta x}$. The classical fourth-order Runge-Kutta scheme for the spatial discretization can be written in the form (2.32) as $A(v) S_{\Delta t} v=G_{\Delta x}(t, x, v) v$, where $G_{\Delta x}:=A(v)\left[1+\frac{1}{6}\left(\mathcal{K}_{1}+2 \mathcal{K}_{2}+2 \mathcal{K}_{3}+\mathcal{K}_{4}\right)\right]$ with

$$
\begin{aligned}
\mathcal{K}_{1} & =\widetilde{G}_{\Delta x}(t, x, v) \\
\mathcal{K}_{2} & =\widetilde{G}_{\Delta x}\left(t+\frac{\Delta t}{2}, x, v+\frac{1}{2} \mathcal{K}_{1} v\right)\left(1+\frac{1}{2} \mathcal{K}_{1}\right) \\
\mathcal{K}_{3} & =\widetilde{G}_{\Delta x}\left(t+\frac{\Delta t}{2}, x, v+\frac{1}{2} \mathcal{K}_{2} v\right)\left(1+\frac{1}{2} \mathcal{K}_{2}\right)
\end{aligned}
$$

and

$$
\mathcal{K}_{4}=\widetilde{G}_{\Delta x}\left(t+\Delta t, x, v+\mathcal{K}_{3} v\right)\left(1+\mathcal{K}_{3}\right)
$$

Since the $L_{j, \Delta x}$ are fourth order in $\Delta x$, and the Runge-Kutta scheme applied to the discretized problem is fourth order in $\Delta t$, the above scheme is a fourth order approximation to the PDE.

Corollary 3.2. Let $s \geq \sigma+2$ be an integer, where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent, and assume that $A$ and the $A^{j}$ satisfy (2.6)-(2.8). Pick any positive $K_{0}$ and $K>K_{0}$, and define $u_{\max }=c_{S}(d) K$, where $c_{S}(d)$ is the discrete Sobolev embedding constant from (2.4). Let $\gamma$ be a number such that $\left|A^{j}(t, x, u)\right| \leq \gamma A(\varepsilon u)$ for all $j, t, x, \varepsilon \in(0,1]$, and $|u| \leq u_{\max }$, and restrict $\Delta t$ by the condition

$$
\begin{equation*}
\delta \leq \frac{\Delta t}{\Delta x} \leq \frac{4 \sqrt{2}}{3} \frac{1}{\gamma d}, \tag{3.13}
\end{equation*}
$$

where $\delta$ is an arbitrary positive constant.
Then there exists $T>0$ independent of $\varepsilon \in(0,1], \Delta x$, and $\Delta t$ satisfying (3.13) such that for all initial data $u_{0, \varepsilon, \Delta x}$ satisfying $\sup _{\varepsilon \in(0,1], \Delta x \in(0,1]}\left\|u_{0, \varepsilon, \Delta x}\right\|_{h^{s}} \leq K_{0}$ the scheme (3.1) with initial data $u_{0, \varepsilon, \Delta x}$ has a unique solution in $\ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; h^{s}\right)$ satisfying $\|u\|_{h^{s}} \leq K$ for $0 \leq t \leq T$.

Moreover $\left\|D_{\Delta t} u\right\|_{h^{s-1}}$ is also uniformly bounded up to time $T$.
Proof. Since the scheme is explicit, its solution is well defined. Since the other hypotheses of Theorem 2.4 are easily verified, in order to show the boundedness of the solution it suffices to show that the symbol of $G_{\Delta x}$ satisfies (2.26). Because the equation has no large terms the uniform boundedness of the time difference of the solution then follows from the scheme itself.

Since $\lambda$ is bounded and $L_{j, \Delta x}$ is a bounded combination of shift operators, we obtain by induction and the definition (3.12) of the operator $\widetilde{G}_{\Delta x}$ that the $\mathcal{K}_{j}$ are also bounded operators on $h^{r}$ spaces. On the other hand, writing $\lambda$ as $\frac{\Delta t}{\Delta x}$ and using the fact that $\frac{1}{\Delta x} L_{j, \Delta x}$ is a first-order difference operator, the discrete Sobolev inequality (2.4), the boundedness of the $\mathcal{K}_{j}$, and the definition of the $\mathcal{K}_{j}$ yields $\left\|\mathcal{K}_{j} v\right\|_{\ell^{\infty}} \leq c_{1}\left\|\mathcal{K}_{j} v\right\|_{h^{\sigma}} \leq$ $c_{2} \Delta t\|v\|_{h^{\sigma+1}}$, and hence also that

$$
\begin{equation*}
\left\|\left(A\left(v+c \mathcal{K}_{j} v\right)\right)^{-1} A^{j}\left(t+c \Delta t, x, v+c \mathcal{K}_{j} v\right)-(A(v))^{-1} A^{j}(t, x, v)\right\|_{\ell \infty} \leq c_{3}\left\|\mathcal{K}_{j} v\right\|_{\ell \infty} \leq c_{4} \Delta t\|v\|_{h^{\sigma+1}} \tag{3.14}
\end{equation*}
$$

Since arbitrary terms of size $O(\Delta t)$ are permitted in estimate (2.26), let us modify $G_{\Delta x}$ by replacing the arguments $t+c \Delta t$ and $v+c \mathcal{K}_{\ell} v$ appearing in $\widetilde{G}_{\Delta x}$ in the definition of the $\mathcal{K}_{j}$ by $t$ and $v$, respectively. This yields the modified operator

$$
G_{\Delta x, \bmod }(t, x, v):=A(v) \sum_{k=0}^{4} \frac{1}{k!}\left(\widetilde{G}_{\Delta x}(t, x, v)\right)^{k}
$$

which has the familiar form of the fourth-order Taylor series approximation to the exponential function that the classical Runge-Kutta method takes when applied to linear equations. In view of $(3.14), G_{\Delta x}=G_{\Delta x, \bmod }+$ $O(\Delta t)$. Using this plus the definition of $G_{\Delta x, \bmod }$, the estimate

$$
\left\|\operatorname{Symb}\left(P_{\Delta x} Q_{\Delta x}\right)-\operatorname{Symb}\left(P_{\Delta x}\right) \operatorname{Symb}\left(Q_{\Delta x}\right)\right\|_{\ell \infty} \leq c \Delta x
$$

from Lemma 4.7 below, and the boundedness of $\lambda$ from below yields $\operatorname{Symb}\left(G_{\Delta x}\right)=A \sum_{k=0}^{4} \frac{1}{k!}\left(\operatorname{Symb}\left(\widetilde{G}_{\Delta x}\right)\right)^{k}+$ $O(\Delta t)$. The symbol of $\widetilde{G}_{\Delta x}$ can be written in terms of $\widetilde{A}^{j}:=A^{-1 / 2} A^{j} A^{-1 / 2}$ and

$$
\zeta_{j}:=\frac{4}{3} \sin \left(\Delta x \xi_{j}\right)-\frac{1}{6} \sin \left(2 \Delta x \xi_{j}\right)
$$

as $\operatorname{Symb}\left(\widetilde{G}_{\Delta x}\right)=A^{-1 / 2}\left[i \lambda \sum_{j=1}^{d} \zeta_{j} \widetilde{A}^{j}\right] A^{1 / 2}$. Together with the algebraic identity

$$
\left[\sum_{k=0}^{4} \frac{(-i y)^{k}}{k!}\right]\left[\sum_{k=0}^{4} \frac{(i y)^{k}}{k!}\right]=1-\frac{y^{6}}{72}\left(1-\frac{y^{2}}{8}\right)
$$

these formulas imply that $\operatorname{Symb}\left(G_{\Delta x}\right)^{*} A^{-1} \operatorname{Symb}\left(G_{\Delta x}\right)$ equals

$$
A-\frac{A^{1 / 2}}{72}\left(\lambda \sum_{j=1}^{d} \zeta_{j} \widetilde{A}^{j}\right)^{3}\left[1-\left(\frac{\lambda}{2 \sqrt{2}} \sum_{j=1}^{d} \zeta_{j} \widetilde{A}^{j}\right)^{2}\right]\left(\lambda \sum_{j=1}^{d} \zeta_{j} \widetilde{A}^{j}\right)^{3} A^{1 / 2}+O(\Delta t)
$$

Hence (2.26) will hold provided that $\left(\frac{\lambda}{2 \sqrt{2}} \sum_{j=1}^{d} \zeta_{j} \widetilde{A}^{j}\right)^{2} \leq I$, and the trig estimate $\left|\frac{4}{3} \sin (x)-\frac{1}{6} \sin (2 x)\right| \leq \frac{3}{2}$ plus the definition of $\gamma$ and assumption (3.13) ensure that that condition indeed holds.

### 3.3. Examples of approximations of second-order terms

A purely implicit treatment of second-order terms was given in (3.1). That method works even when the second-order terms are purely dispersive, as in the subsystem ([36], Eqs. (2.9)-(2.10)) of the Zakharov equations $F_{t}=-\Delta G, G_{t}=\Delta F$, where $\Delta$ denotes the Laplacian operator and lower-order terms have been omitted for simplicity. For the PDE system, adding $F$ times the first equation to $G$ times the second, integrating over the spatial variables, and noting that the terms arising from the right side form exact derivatives yields $\frac{\mathrm{d}}{\mathrm{d} t} \int\left(F^{2}+G^{2}\right) \mathrm{d} x=2 \int(G \Delta F-F \Delta G) \mathrm{d} x=\int \nabla \cdot(G \nabla F-F \nabla G) \mathrm{d} x=0$. For the discretization $S_{\Delta t} F=$ $F-\frac{\Delta t}{(\Delta x)^{2}} \sum_{j=1}^{d}\left(S_{j, \Delta x}-2+\left(S_{j, \Delta x}\right)^{-1}\right) S_{\Delta t} G, S_{\Delta t} G=G+\frac{\Delta t}{(\Delta x)^{2}} \sum_{j=1}^{d}\left(S_{j, \Delta x}-2+\left(S_{j, \Delta x}\right)^{-1}\right) S_{\Delta t} F$ of these terms, adding the $\ell^{2}$ inner product of $S_{\Delta t} F$ with the first equation to the $\ell^{2}$ inner product of $S_{\Delta t} G$ with the second equation, and using the fact that $\left(S_{j, \Delta x}\right)^{-1}=S_{j, \Delta x}^{*}$ yields

$$
\begin{aligned}
& \left\|S_{\Delta t} F\right\|_{\ell^{2}}^{2}+\left\|S_{\Delta t} G\right\|_{\ell^{2}}^{2}=\left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}}+\left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}} \\
& \quad+\frac{\Delta t}{(\Delta x)^{2}} \sum_{j=1}^{d}\left[\left\langle S_{\Delta t} G,\left(1-\left(S_{j, \Delta x}\right)^{-1}\right)\left(S_{j, \Delta x}-1\right) S_{\Delta t} F\right\rangle_{\ell^{2}}-\left\langle S_{\Delta t} F,\left(1-\left(S_{j, \Delta x}\right)^{-1}\right)\left(S_{j, \Delta x}-1\right) S_{\Delta t} G\right\rangle_{\ell^{2}}\right] \\
& = \\
& \left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}}+\left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}} \\
& \quad-\frac{\Delta t}{(\Delta x)^{2}} \sum_{j=1}^{d}\left[\left\langle\left(S_{j, \Delta x}-1\right) S_{\Delta t} G,\left(S_{j, \Delta x}-1\right) S_{\Delta t} F\right\rangle_{\ell^{2}}-\left\langle\left(S_{j, \Delta x}-1\right) S_{\Delta t} F,\left(S_{j, \Delta x}-1\right) S_{\Delta t} G\right\rangle_{\ell^{2}}\right] \\
& = \\
& \quad\left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}}+\left\langle S_{\Delta t} F, F\right\rangle_{\ell^{2}} \leq \frac{1}{2}\left[\left\|S_{\Delta t} F\right\|_{\ell^{2}}^{2}+\left\|S_{\Delta t} G\right\|_{\ell^{2}}^{2}+\|F\|_{\ell^{2}}^{2}+\|G\|_{\ell^{2}}^{2}\right]
\end{aligned}
$$

which shows that the second-order terms drop out of the discrete energy estimate, just like they drop out of the continuuous energy estimate for the PDE.

We next consider an example in which second-order terms are treated only semi-implicitly. The scalar PDE $u_{t}=u_{x x}+u_{x y}+u_{y y}$ may be discretized as $S_{\Delta t} u+\Delta t B_{\Delta x} S_{\Delta t} u=u+\Delta t H_{\Delta x} u$ with $B_{\Delta x} u:=\frac{1}{(\Delta x)^{2}}\left[\left(S_{1, \Delta x}\right)^{-1}-\right.$ 1) $\left.\left.\left(S_{1, \Delta x}-1\right)+\left(S_{2, \Delta x}\right)^{-1}-1\right)\left(S_{2, \Delta x}-1\right)\right]$ and $H_{\Delta x} u:=\frac{1}{(\Delta x)^{2}}\left(S_{1, \Delta x}-1\right)\left(S_{2, \Delta x}-1\right)$. Since

$$
\begin{aligned}
\left|\left\langle v, H_{\Delta x} u\right\rangle_{\ell^{2}}\right| & =\frac{1}{(\Delta x)^{2}}\left|\left\langle v,\left(S_{1, \Delta x}-1\right)\left(S_{2, \Delta x}-1\right) u\right\rangle_{\ell^{2}}\right|=\frac{1}{(\Delta x)^{2}}\left|\left\langle\left(\left(S_{1, \Delta x}\right)^{-1}-1\right) v,\left(S_{2, \Delta x}-1\right) u\right\rangle_{\ell^{2}}\right| \\
& \leq \frac{1}{(\Delta x)^{2}}\left\|\left(\left(S_{1, \Delta x}\right)^{-1}-1\right) v\right\|_{\ell^{2}}\left\|\left(S_{2, \Delta x}-1\right) u\right\|_{\ell^{2}}=\frac{1}{(\Delta x)^{2}}\left\|\left(S_{1, \Delta x}-1\right) v\right\|_{\ell^{2}}\left\|\left(S_{2, \Delta x}-1\right) u\right\|_{\ell^{2}}
\end{aligned}
$$

and

$$
\begin{aligned}
\left\langle u, B_{\Delta x} u\right\rangle_{\ell^{2}} & =\frac{1}{(\Delta x)^{2}}\left\langle u,\left[\left(\left(S_{1, \Delta x}\right)^{-1}-1\right)\left(S_{1, \Delta x}-1\right)+\left(\left(S_{2, \Delta x}\right)^{-1}-1\right)\left(S_{2, \Delta x}-1\right)\right] u\right\rangle_{\ell^{2}} \\
& =\frac{1}{(\Delta x)^{2}}\left[\left\langle\left(S_{1, \Delta x}-1\right) u,\left(S_{1, \Delta x}-1\right) u\right\rangle_{\ell^{2}}+\left\langle\left(S_{2, \Delta x}-1\right) u,\left(S_{2, \Delta x}-1\right) u\right\rangle_{\ell^{2}}\right] \\
& =\frac{1}{(\Delta x)^{2}}\left[\left\|\left(S_{1, \Delta x}-1\right) u\right\|_{\ell^{2}}^{2}+\left\|\left(S_{2, \Delta x}-1\right) u\right\|_{\ell^{2}}^{2}\right]
\end{aligned}
$$

the stability condition (2.25) is satisfied.

## 4. Discrete versions of continuous estimates

In this section we formulate and prove discrete versions of various well-known continuous estimates that are important in the analysis of linear and nonlinear PDEs. The discrete versions will play an analogous role in our theory of difference schemes.

### 4.1. Discrete Fourier transform

In order to prove the discrete Sobolev embedding estimate (2.4) and other results that will be needed for the proofs of Theorems 2.2 and 2.4 we will need certain results about the discrete Fourier transform. Recall that the physical-space variable, denoted $x$, lies in the set $X_{\Delta x}=\left[-L_{\Delta x}, L_{\Delta x}\right)^{d} \cap \Delta x \mathbb{Z}^{d}$, which contains $N:=2 \frac{L_{\Delta x}}{\Delta x}$ points in each direction. The domain $\Pi_{\Delta x}:=\left[-\frac{\pi}{\Delta x}, \frac{\pi}{\Delta x}\right)^{d} \cap \frac{\pi}{L_{\Delta x}} \mathbb{Z}^{d}$ of the corresponding Fourier variable $\xi$ also contains $N$ points in each direction. The discrete Fourier and inverse Fourier transforms may be written in the form

$$
\begin{align*}
\widehat{f}(\xi) & :=\sum_{x \in X_{\Delta x}} f(x) \mathrm{e}^{-i \xi \cdot x}(\Delta x)^{d}  \tag{4.1}\\
f(x) & =\frac{1}{(2 \pi)^{d}} \sum_{\xi \in \Pi_{\Delta x}} \widehat{f}(\xi) \mathrm{e}^{i \xi \cdot x}(\Delta \xi)^{d} \tag{4.2}
\end{align*}
$$

where $\Delta \xi:=\frac{\pi}{L_{\Delta x}}$. These formulas can be derived from the standard discrete Fourier and inverse Fourier transform formulas (e.g. [12], pp. 250-252) $\widehat{a}_{m}:=\sum_{n=0}^{N-1} a_{n} \mathrm{e}^{-2 \pi i m n / N}$ and $a_{n}=\frac{1}{N} \sum_{m=0}^{N-1} \widehat{a}_{m} \mathrm{e}^{2 \pi i m n / N}$ by making the changes of independent and dependent variables

$$
\begin{equation*}
x=n \Delta x-L_{\Delta x}, \quad \xi=\frac{\pi m}{L_{\Delta x}}, \quad f(x)=a_{n}, \quad \widehat{f}(\xi)=\mathrm{e}^{\pi i m} \widehat{a}_{m} \Delta x \tag{4.3}
\end{equation*}
$$

and generalizing to multiple dimensions by applying one-dimensional transforms in each variable. The discrete Fourier and inverse Fourier transforms satisfy the Plancherel identity

$$
\begin{equation*}
\|f\|_{\ell^{2}\left(X_{\Delta x}\right)}^{2}=\frac{1}{(2 \pi)^{d}}\|\widehat{f}\|_{\ell^{2}\left(\Pi_{\Delta x}\right)}^{2} \tag{4.4}
\end{equation*}
$$

where the $\ell^{2}$ norm $\|g\|_{\ell^{2}\left(\Pi_{\Delta x}\right)}:=\sqrt{\langle g, g\rangle_{\ell^{2}\left(\Pi_{\Delta x}\right)}}$ on $\Pi_{\Delta x}$ is defined in terms of the inner product $\langle g, h\rangle_{\ell^{2}\left(\Pi_{\Delta x}\right)}:=$ $\sum_{\xi \in \Pi_{\Delta x}} g(\xi) \overline{h(\xi)}(\Delta \xi)^{d}$. The corresponding Parseval identity is

$$
\begin{equation*}
\langle f, g\rangle_{\ell^{2}\left(X_{\Delta x}\right)}=\frac{1}{(2 \pi)^{d}}\langle\widehat{f}, \widehat{g}\rangle_{\ell^{2}\left(\Pi_{\Delta x}\right)} \tag{4.5}
\end{equation*}
$$

Formula (4.4) can be derived from the Plancherel identity $\sum_{n=0}^{N-1}\left|a_{n}\right|^{2}=\frac{1}{N} \sum_{m=0}^{N-1}\left|\widehat{a}_{m}\right|^{2}$ ([12], Lem. 7.1, p. 251) for the standard form of the discrete Fourier transform via the changes of variables (4.3).

Formula (4.1) and the definition (2.2) of the symbol of a difference operator imply that

$$
\begin{equation*}
\widehat{P_{\Delta x} f}(\xi)=\left[\operatorname{Symb}\left(P_{\Delta x}\right)\right](\xi) \widehat{f}(\xi) \tag{4.6}
\end{equation*}
$$

for any constant-coefficient shift operator $P_{\Delta x}$. The discrete $\ell^{p}$ and $w^{k, p}$ norms are defined by

$$
\|u\|_{\ell^{p}}:=\left[\sum_{x \in X_{\Delta x}}|u(x)|^{p}(\Delta x)^{d}\right]^{1 / p}, \quad\|u\|_{w^{k, p}}:=\sum_{|\alpha| \leq k}\left\|D_{\Delta x}^{\alpha} u\right\|_{\ell^{p}} .
$$

The following lemma is the discrete version of the Sobolev embedding lemma, which says that the $H^{s}$ norm dominates the $C^{0}$ norm when $s>\frac{d}{2}$, and, more generally, dominates the $C^{k}$ norm when $s>k+\frac{d}{2}$.
Lemma 4.1 (Discrete sobolev embedding estimate). For any nonnegative integer $k$ there is a constant $c_{S}(d, k)$ depending only on $k$ and the spatial dimension $d$ such that

$$
\begin{equation*}
\|u\|_{w^{k, \infty}} \leq c_{S}(d, k)\|u\|_{h^{k+\sigma}} \tag{4.7}
\end{equation*}
$$

where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent.
Proof. The standard proof (e.g. [11], pp. 243-244) for the differential case translates directly to the difference case once we notice that the discrete Fourier transform of a difference is $\widehat{D_{\Delta x}^{\alpha} f}(\xi)=\prod_{j=1}^{d}\left(\frac{\mathrm{e}^{i \xi_{j} \Delta x}-1}{\Delta x}\right)^{\alpha_{j}} \widehat{f}(\xi)$ by (4.6), and

$$
\begin{equation*}
\left|\frac{\mathrm{e}^{i \xi_{j} \Delta x}-1}{\Delta x}\right| \geq c\left|\xi_{j}\right| \tag{4.8}
\end{equation*}
$$

for $|\xi| \leq \frac{\pi}{\Delta x}$, because the fact that $\sigma>\frac{d}{2}$ ensures that the Fourier-space sum $\sum_{\xi \in \Pi_{\Delta x}}\left(1+|\xi|^{2}\right)^{-\sigma}(\Delta \xi)^{d}$ is bounded by a constant independent of $\Delta x$ just like it ensures that the integral $\int_{\xi \in \mathbb{R}^{d}}\left(1+|\xi|^{2}\right)^{-\sigma} d \xi$ is finite.

The following elementary result says that, just as for differential operators, the order of a difference operator is bounded by twice the order of the bilinear form that it induces.

Lemma 4.2. If a constant coefficient difference operator $B_{\Delta x}$ satisfies (2.23) for some nonnegative integer $\mu$ then $\left\|B_{\Delta x} u\right\|_{\ell^{2}} \leq \widetilde{c}\|u\|_{h^{2 \mu}}$.

Proof. Define an operator $\Lambda$ by $\widehat{\Lambda f}(\xi)=(1+|\xi|) \hat{f}(\xi)$. Then by the definition of the $h^{\mu}$ norm, (4.4), (4.6), and (4.8) plus the trivial reverse inequality $\left|\frac{\mathrm{e}^{i \xi_{j} \Delta x}-1}{\Delta x}\right| \leq c_{2}\left|\xi_{j}\right|$,

$$
\begin{equation*}
c_{-}(\mu, s)\|f\|_{h^{\mu+s}} \leq\left\|\Lambda^{\mu} f\right\|_{h^{s}} \leq c_{+}(\mu, s)\|f\|_{h^{\mu+s}} \tag{4.9}
\end{equation*}
$$

By the fact that $B_{\Delta x}$ has constant coefficients, (2.23), and (4.9),

$$
\begin{equation*}
\left|\left\langle v, B_{\Delta x} u\right\rangle_{\ell^{2}}\right|=\left|\left\langle\Lambda^{-\mu} v, B_{\Delta x} \Lambda^{\mu} u\right\rangle\right| \leq c\left\|\Lambda^{-\mu} v\right\|_{h^{\mu}}\left\|\Lambda^{\mu} u\right\|_{h^{\mu}} \leq \widetilde{c}\|v\|_{\ell^{2}}\|u\|_{h^{2 \mu}} . \tag{4.10}
\end{equation*}
$$

Setting $v:=B_{\Delta x} u$ in (4.10) yields the claimed result.
It will sometimes be useful to extend functions defined on the discrete lattice $X_{\Delta x}$ so as to be defined on a continuous domain $X_{L_{\Delta x}}:=\left[-L_{\Delta x}, L_{\Delta x}\right)^{d}$. Such an interpolation can be obtained by taking the inverse discrete Fourier transform of the discrete Fourier transform of a function, but letting the new spatial variable vary over $X_{L_{\Delta x}}$ rather than just $X_{\Delta x}$. The fact that the inverse and direct Fourier transforms are inverses ensures that the restriction of the interpolation back to the lattice yields the original function. By formulas (4.1) and (4.2), this interpolation operator $\operatorname{Int}_{x}$ is defined for $x \in X_{L_{\Delta x}}$ by

$$
\left[\operatorname{Int}_{x} f\right](x):=\frac{1}{(2 \pi)^{d}} \sum_{\xi \in \Pi_{\Delta x}}\left[\sum_{y \in X_{\Delta x}} f(y) \mathrm{e}^{-i \xi \cdot y}(\Delta x)^{d}\right] \mathrm{e}^{i \xi \cdot x}(\Delta \xi)^{d}
$$

Lemma 4.3. The interpolation operator $\operatorname{Int}_{x}$ is a bounded map from $h^{s}\left(X_{\Delta x}\right)$ to $H^{s}\left(X_{L_{\Delta x}}\right)$ for every integer $s \geq 0$, uniformly in $\Delta x$.

Proof. Using Plancherel's identities for $X_{L_{\Delta x}}$ and $X_{\Delta x}$, the fact that $0<c_{1} \leq \frac{\sum_{|\alpha| \leq s} \Pi_{j}\left|\xi_{j}\right|^{2 \alpha_{j}}}{\left(1+|\xi|^{2}\right)^{s}} \leq c_{2}<\infty$, and (4.8), we obtain that

$$
\begin{aligned}
\left\|\operatorname{Int}_{x} f\right\|_{H^{s}\left(X_{L_{\Delta x}}\right)}^{2} & \leq c_{1} \sum_{\xi \in \Pi_{\Delta x}}\left(1+|\xi|^{2}\right)^{s}|\widehat{f}(\xi)|^{2}\left(\frac{\pi}{L_{\Delta x}}\right)^{d} \\
& \leq c_{2} \sum_{\xi \in \Pi_{\Delta x}}\left(1+\sum_{j}\left|\frac{\mathrm{e}^{i \xi_{j} \Delta x}-1}{\Delta x}\right|^{2}\right)^{s}|\widehat{f}(\xi)|^{2}\left(\frac{\pi}{L_{\Delta x}}\right)^{d} \leq c_{3}\|f\|_{h^{s}\left(X_{\Delta x}\right)}^{2}
\end{aligned}
$$

### 4.2. Discrete calculus inequalities

Our development of the theory of nonlinear difference equations will require not only the discrete Sobolev embedding estimate but also a discrete version of certain Gagliardo-Nirenberg inequalities, which interpolate between various discrete Sobolev norms, and of certain Moser inequalities, which estimate Sobolev norms of smooth functions of $u(x)$ in terms of the corresponding norms of $u(x)$.

The discrete version of the chain rule is the identity

$$
\begin{aligned}
& D_{j, \Delta x} F(t, x, u(t, x))=\frac{1}{\Delta x} \int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} s} F\left(t, x+s \Delta x e_{j}, s S_{j, \Delta x} u+(1-s) u\right) \mathrm{d} s \\
& \quad=\int_{0}^{1} F_{x_{j}}\left(t, x+s \Delta x e_{j}, s S_{j, \Delta x} u+(1-s) u\right) \mathrm{d} s+\int_{0}^{1} F_{u}\left(t, x+s \Delta x e_{j}, s S_{j, \Delta x} u+(1-s) u\right) \mathrm{d} s \cdot D_{j, \Delta x} u
\end{aligned}
$$

which can be written in terms of $F_{x_{j}, \Delta x}\left(t, x, u, S_{j, \Delta x} u\right):=\int_{0}^{1} F_{x_{j}}\left(t, x+s \Delta x e_{j}, s S_{j, \Delta x} u+(1-s) u\right) \mathrm{d} s$ and $F_{u, j, \Delta x}\left(t, x, u, S_{j, \Delta x} u\right):=\int_{0}^{1} F_{u}\left(t, x+s \Delta x e_{j}, s S_{j, \Delta x} u+(1-s) u\right) \mathrm{d} s$ as

$$
\begin{equation*}
D_{j, \Delta x} F(t, x, u(t, x))=F_{x_{j}, \Delta x}\left(t, x, u, S_{j, \Delta x} u\right)+F_{u, j, \Delta x}\left(t, x, u, S_{j, \Delta x} u\right) \cdot D_{j, \Delta x} u \tag{4.11}
\end{equation*}
$$

A similar identity holds for the time difference. Note that the discrete effective derivatives $F_{x_{j}, \Delta x}$ and $F_{u, j, \Delta x}$ depend on both $u$ and its shift $S_{j, \Delta x} u$. In particular, for the function $F(v, w)=v w$ calculating the last integral in (4.11) explicitly yields $D_{j, \Delta x}(v w)=\left(\operatorname{Av}_{j, \Delta x} v\right)\left(D_{j, \Delta x} w\right)+\left(D_{j, \Delta x} v\right)\left(\operatorname{Av}_{j, \Delta x} w\right)$, where $A v_{j, \Delta x}:=\frac{\left(S_{j, \Delta x}\right)+1}{2}$. We will also sometimes use the unsymmetric versions

$$
\begin{equation*}
D_{\Delta}(v w)=v D_{\Delta} w+\left(D_{\Delta} v\right) S_{\Delta} w \tag{4.12}
\end{equation*}
$$

where $\Delta$ denotes either $\Delta t$ or $\Delta x$, and

$$
\begin{equation*}
D_{j, m \Delta x, c}(v w)=v D_{j, m \Delta x, c} w+\left(D_{j, m \Delta x} v\right) S_{j, m \Delta x} w+\left(D_{j, m \Delta x}\left(S_{j, m \Delta x}\right)^{-1} v\right)\left(S_{j, m \Delta x}\right)^{-1} w \tag{4.13}
\end{equation*}
$$

Identities (4.12) and (4.13) can be verified by substituting in the definitions of the shift and difference operators and simplifying. By induction, (4.11) and its time-difference variant imply analogous but more complicated chain-rule formulas for higher-order differences $\left(D_{\Delta t}\right)^{m} D_{\Delta x}^{\alpha} F(u)$.

The Gagliardo-Nirenberg inequalities (e.g., [13], Thm. 9.3) are estimates for the $L^{p}$ norms of derivatives of order $k$ in terms of $L^{q}$ norms of derivatives of some higher order $m$ and $L^{r}$ norms of the original function. Specifically, $\sum_{|\alpha|=k}\left\|D^{\alpha} u\right\|_{L^{p}} \leq c\left[\sum_{|\beta|=m}\left\|D^{\beta} u\right\|_{L^{q}}^{\alpha}\right]\|u\|_{L^{r}}^{1-\alpha}$ when $1 \leq q \leq \infty, 1 \leq r \leq \infty, \frac{k}{m} \leq \alpha<1$ and $\frac{1}{p}=\frac{k}{d}+\alpha\left(\frac{1}{q}-\frac{m}{d}\right)+(1-\alpha) \frac{1}{r}$. We prove the discrete version of these inequalities in the special case when $\alpha=\frac{k}{m}$, with $q$ and $r$ restricted to be at least two.

Lemma 4.4. For any $2 \leq q, r \leq \infty$ with at least one of $q$ or $r$ finite, and integers $1 \leq k<m$, the $p$ defined by

$$
\begin{equation*}
\frac{1}{p}=\frac{k}{m} \frac{1}{q}+\left(1-\frac{k}{m}\right) \frac{1}{r} \tag{4.14}
\end{equation*}
$$

also satisfies $2 \leq p<\infty$, and there is a constant $c$ depending only on $q, r, k, m$ and the spatial dimension such that

$$
\begin{equation*}
\sum_{|\alpha|=k}\left\|D_{\Delta x}^{\alpha} u\right\|_{\ell p} \leq c\left[\sum_{|\beta|=m}\left\|D_{\Delta x}^{\beta} u\right\|_{\ell^{q}}^{k / m}\right]\|u\|_{\ell^{r}}^{1-k / m} . \tag{4.15}
\end{equation*}
$$

Proof. The proof for the continuous case outlined in ([13], pp. 24-27) relies mostly on induction and Hölder's inequality, and so only requires proving directly the case when $k=1, m=2$, both $q$ and $r$ are finite, and the spatial dimension equals one. To prove that case note that identity (4.12) with $v=\left|D_{\Delta x} u\right|^{p-2} D_{\Delta x} u$ and $w=u$ can be written as

$$
\left|D_{\Delta x} u\right|^{p}=D_{\Delta x}\left(u\left|D_{\Delta x} u\right|^{p-2} D_{\Delta x} u\right)-D_{\Delta x}\left(\left.D_{\Delta x} u\right|^{p-2} D_{\Delta x} u\right) S_{\Delta x} u .
$$

Summing over the spatial grid, noting that the sum of the exact difference vanishes by periodicity, and using the discrete chain rule (4.11), the fact that shifts preserve $\ell^{p}$ norms, and Hölder's inequality with the three factors $\frac{p}{p-2}, q$ and $r$, we obtain

$$
\begin{align*}
\sum_{X_{\Delta x}}\left|D_{\Delta x} u\right|^{p} \Delta x & =-\sum_{X_{\Delta x}} D_{\Delta x}\left(\left|D_{\Delta x} u\right|^{p-2} D_{\Delta x} u\right) S_{\Delta x} u \Delta x \\
& =-(p-2) \sum_{X_{\Delta x}}\left[\int_{0}^{1}\left|s S_{\Delta x} D_{\Delta x} u+(1-s) D_{\Delta x} u\right|^{p-2} \mathrm{~d} s\right]\left(D_{\Delta x}\right)^{2} u S_{\Delta x} u \Delta x \\
& \leq c(p) \sum_{X_{\Delta x}}\left(\left|S_{\Delta x} D_{\Delta x} u\right|^{p-2}+\left|D_{\Delta x} u\right|^{p-2}\right)\left|\left(D_{\Delta x}\right)^{2} u\right|\left|S_{\Delta x} u\right| \Delta x \\
& \leq 2 c(p)\left(\sum_{X_{\Delta x}}\left|D_{\Delta x} u\right|^{p} \Delta x\right)^{\frac{p-2}{p}}\left(\sum_{X_{\Delta x}}\left|\left(D_{\Delta x}\right)^{2} u\right|^{q} \Delta x\right)^{1 / q}\left(\sum_{X_{\Delta x}}|u|^{r} \Delta x\right)^{1 / r} \tag{4.16}
\end{align*}
$$

provided that $\frac{p-2}{p}+\frac{1}{q}+\frac{1}{r}=1$, which is equivalent to (4.14) for the case $k=1, m=2$. Solving the inequality (4.16) for $\sum_{X_{\Delta x}}\left|D_{\Delta x} u\right|^{p} \Delta x$ yields the above-mentioned case of (4.15). Since the constant $c$ in (4.16) depends only on $p$, which remains finite as either $q$ or $r$ but not both tends to infinity, the estimate is also valid under those circumstances. As indicated above, the rest of the proof follows the proof for the differential case.

Moser estimates bound norms of derivatives of compositions of functions and of commutators of multiplication and derivative operators in terms of the norms of their component parts. Using Lemmas 4.1 and 4.4, discrete versions of the Moser estimates can be obtained. Although we will only use here the following weak versions of those estimates, the discrete versions of the standard strong versions (e.g. [26], Prop. 2.1, p. 43 are also valid, and their proofs are identical to those of the standard differential versions, which use only the above GagliardoNirenberg estimates, the Sobolev embedding estimate, Hölder's inequality, and standard interpolation estimates between $L^{p}$ norms that are also valid for the discrete $\ell^{p}$ norms.

Lemma 4.5. Let $s$ be an integer, and define $\widetilde{s}:=\max \{s, \sigma\}$, where $\sigma:=\lfloor d / 2\rfloor+1$ is the Sobolev embedding exponent. Assume that $\mathcal{F}$ is a $C^{\tilde{s}}$ function satisfying $\mathcal{F}(t, x, 0) \equiv 0, A$ is a matrix-valued $C^{\tilde{s}}$ function satisfying $A(t, x, 0) \equiv 0$, and $B$ is a matrix-valued $C^{\check{s}}$ function of the independent variables $t$ and $x$. Then there is a
function $c_{F}$ and constant $c$, depending on $F, A, B, s$ and the spatial dimension such that

$$
\begin{align*}
\|\mathcal{F}(t, x, U)\|_{h^{s}} & \leq c_{\mathcal{F}}\left(\|U\|_{h^{\tilde{s}}}\right)\|U\|_{h^{s}}  \tag{4.17}\\
\sum_{|\alpha| \leq s}\left\|\left[D_{\Delta x}^{\alpha}, A(t, x, U)\right] u\right\|_{\ell^{2}} & \leq c\|A(t, x, U)\|_{h^{\tilde{s}}}\|u\|_{h^{s-1}},  \tag{4.18}\\
\sum_{|\alpha| \leq s}\left\|\left[D_{\Delta x}^{\alpha}, B(t, x)\right] u\right\|_{\ell^{2}} & \leq c\|u\|_{h^{s-1}} \tag{4.19}
\end{align*}
$$

where $\left[D_{\Delta x}^{\alpha}, A\right]$ denotes the commutator of $D_{\Delta x}^{\alpha}$ with the operator of multiplication by the matrix $A$.
The differential Gronwall lemma says that if a function $u$ satisfies $u^{\prime} \leq c(t) u+k(t)$ then $u(t) \leq \mathrm{e}^{\int_{0}^{t} c(r) d r} u(0)+$ $\int_{0}^{t} \mathrm{e}^{\int_{s}^{t} c(r) d r} k(s) \mathrm{d} s$. We will make use of the following discrete constant-coefficient version:

Lemma 4.6. Suppose that a nonnegative function $w$ defined on $[0, T] \cap \Delta t \mathbb{Z}$ satisfies $w(t+\Delta t) \leq(1+c \Delta t) w(t)+$ $k \Delta t$. Then $w(t) \leq \mathrm{e}^{c t} w(0)+\frac{\mathrm{e}^{c t}-1}{c} k$ for $t \in[0, T] \cap \Delta t \mathbb{Z}$.

Proof. By induction, the formula for the sum of a geometric series, and the estimate $(1+x)^{n} \leq \mathrm{e}^{n x}$, for $t=n \Delta t$, $w(t)=w(n \Delta t) \leq(1+c \Delta t)^{n} w(0)+k \Delta t \sum_{j=0}^{n-1}(1+c \Delta t)^{j}=(1+c \Delta t)^{n} w(0)+k \frac{(1+c \Delta t)^{n}-1}{c} \leq \mathrm{e}^{c n \Delta t} w(0)+$ $k \frac{\mathrm{e}^{c n \Delta t}-1}{c}=\mathrm{e}^{c t} w(0)+\frac{\mathrm{e}^{c t}-1}{c} k$.

### 4.3. Discrete sharp Gårding inequality

The sharp Gårding inequality states if the symbol of an operator is self-adjoint and nonnegative then the symmetric part of the operator is almost nonnegative, in some sense. Both the original and sharp forms of Gårding's inequality play an important role in the theory of differential and pseudodifferential operators ([43], Sect. 7.6, [42], Chap. 7). Although a version has been proven for shift operators ([24], Thm. 1.1) and applied to difference schemes, that version estimates the action of shift operators on the space $L^{2}$ of functions of continuous variables. Specifically, if the coefficients $P_{\alpha}(x)$ of a shift operator $P_{\Delta x}$ are defined for all $x \in X_{L}$ and satisfy $\sum_{\alpha \in \mathbb{Z}^{d}}\left[\sum_{0 \leq \beta \leq 2}\left\|D^{\beta} P_{\alpha}\right\|_{C^{0}}+\left(1+|\alpha|^{2}\right)\left\|P_{\alpha}\right\|_{C^{0}}\right]<\infty$, and the symbol $\operatorname{Symb}\left(P_{\Delta x}\right)=\sum_{\alpha \in \mathbb{Z}^{d}} P_{\alpha}(x) \mathrm{e}^{i \alpha \cdot \xi}$ of the shift operator is self-adjoint and nonnegative, then $P_{\Delta x}+P_{\Delta x}^{*} \geq-c \Delta x$ when considered as an operator acting on $L^{2}$. Here we formulate and prove a fully discrete version, in which the shift operator acts on the space $\ell^{2}$ and its coefficients need only be defined at grid points.

By the definition of symbols, the operator corresponding to a symbol is Op $\left(\sum_{\alpha} P_{\alpha}(x) \mathrm{e}^{i \Delta x \alpha \cdot \xi}\right)=$ $\sum_{\alpha} P_{\alpha}(x) S_{\Delta x}^{\alpha}$. Then Op $\circ$ Symb is the identity operator on shift operators, and Symb。Op is the identity operator on symbols. By direct calculation we obtain the following lemma, in which $\|P\|_{\ell^{2} \rightarrow \ell^{2}}$ denotes the operator norm $\sup _{\|v\|_{\ell^{2}} \leq 1}\|P v\|_{\ell^{2}}$, since moving a shift past a coefficient shifts that coefficient by an amount $O(\Delta x)$, but only if the coefficient depends on $x$.

Lemma 4.7. Suppose that the coefficients $P_{\alpha}(x)$ and $Q_{\alpha}(x)$ of bounded shift operators $P_{\Delta x}$ and $Q_{\Delta x}$ belong to $w^{1, \infty}$. Then

$$
\begin{aligned}
\left\|P_{\Delta x}^{*}-\operatorname{Op}\left(\left(\operatorname{Symb} P_{\Delta x}\right)^{*}\right)\right\|_{\ell^{2} \rightarrow \ell^{2}} & \leq c \Delta x, \\
\left\|P_{\Delta x} Q_{\Delta x}-\operatorname{Op}\left(\operatorname{Symb} P_{\Delta x} \operatorname{Symb} Q_{\Delta x}\right)\right\|_{\ell^{2} \rightarrow \ell^{2}} & \leq c \Delta x, \\
\left\|\operatorname{Symb}\left(P_{\Delta x} Q_{\Delta x}\right)-\operatorname{Symb}\left(P_{\Delta x}\right) \operatorname{Symb}\left(Q_{\Delta x}\right)\right\|_{\ell^{\infty}} & \leq c \Delta x .
\end{aligned}
$$

Moreover, if $P_{\alpha}(x)=P_{\alpha}^{(0)}+\delta P_{\alpha}^{(1)}(x)$ then $\left\|P_{\Delta x}^{*}-\operatorname{Op}\left(\left(\operatorname{Symb} P_{\Delta x}\right)^{*}\right)\right\|_{\ell^{2} \rightarrow \ell^{2}} \leq c \delta \Delta x$, and if in addition $Q_{\alpha}(x)=$ $Q_{\alpha}^{(0)}+\delta Q_{\alpha}^{(1)}(x)$ then

$$
\begin{equation*}
\left\|P_{\Delta x} Q_{\Delta x}-\mathrm{Op}\left(\operatorname{Symb} P_{\Delta x} \operatorname{Symb} Q_{\Delta x}\right)\right\|_{\ell^{2} \rightarrow \ell^{2}} \leq c \delta \Delta x \tag{4.20}
\end{equation*}
$$

We now prove the discrete sharp Gårding inequality:

Theorem 4.8. Let $P_{\Delta x}:=\sum_{\alpha \in \mathbb{Z}} P_{\alpha}(x) S_{\Delta x}^{\alpha}$ be a shift operator, possibly involving infinitely many shifts, and assume that

$$
\begin{equation*}
\sum_{\alpha \in \mathbb{Z}^{d}}\left[\sum_{0 \leq|\beta| \leq 2}\left\|D_{\Delta x}^{\beta} P_{\alpha}\right\|_{h^{\sigma}}+\left(1+|\alpha|^{2}\right)\left\|P_{\alpha}\right\|_{h^{\sigma}}\right] \leq c_{1} . \tag{4.21}
\end{equation*}
$$

Suppose in addition that the symbol of $P_{\Delta x}$ satisfies

$$
\begin{equation*}
\operatorname{Symb}\left(P_{\Delta x}\right)^{*}=\operatorname{Symb}\left(P_{\Delta x}\right), \quad \operatorname{Symb}\left(P_{\Delta x}\right) \geq 0 \tag{4.22}
\end{equation*}
$$

Then the operator $P_{\Delta x}$ is almost positive in the sense that

$$
\begin{equation*}
P_{\Delta x}+P_{\Delta x}^{*} \geq-c \Delta x \tag{4.23}
\end{equation*}
$$

where $c$ depends only on $c_{1}$ in (4.21). Moreover, if

$$
\begin{equation*}
P_{\alpha}(x)=P_{\alpha}^{(0)}+\delta P_{\alpha}^{(1)}(x) \tag{4.24}
\end{equation*}
$$

and (4.21) holds with $P_{\alpha}$ replaced by each $P_{\alpha}^{(j)}$ then

$$
\begin{equation*}
P_{\Delta x}+P_{\Delta x}^{*} \geq-c_{2} \delta \Delta x \tag{4.25}
\end{equation*}
$$

Proof. Begin by extending the definition of the coefficients $P_{\alpha}(x)$ from the discrete lattice $X_{\Delta x}$ to the torus $X_{L_{\Delta x}}$, by replacing $P_{\alpha}(x)$ by its interpolation $\left[\operatorname{Int}_{x} P_{\alpha}\right](x)$, hereafter abbreviated to Int $P_{\alpha}$. Although interpolation maintains self-adjointness of the symbol, it does not necessarily maintain positivity, as the scalar example $f(x)=1-(\Delta x)^{2}-\cos \left(\pi\left(x-\frac{\Delta x}{2}\right)\right)$ with $\Delta x=1 / m$ for some integer $m>1$ illustrates: its restriction to the lattice $\Delta x \mathbb{Z}$ is positive but it is negative at $x=\frac{\Delta x}{2}$. However, as that example also illustrates, the most negative value of $\operatorname{Symb}\left(\operatorname{Int} P_{\Delta x}\right)$ is of the order of

$$
\begin{equation*}
\sum_{\alpha}\left\|P_{\alpha}\right\|_{w^{2, \infty}}(\Delta x)^{2} \tag{4.26}
\end{equation*}
$$

as a Taylor series expansion around the most negative point $y$ shows in view of the fact that the value at the closest grid point must be nonnegative. By (4.21) plus the Sobolev embedding estimate (Lem. 4.1), $\sum_{\alpha}\left\|P_{\alpha}\right\|_{w^{2, \infty}}$ is uniformly bounded. Hence nonnegativity of the interpolated symbol can be restored by adding a constant times $(\Delta x)^{2} I$ to $P_{\Delta x}$, which does not affect the conclusion to be proven.

The Sobolev embedding estimate also ensures that assumption (4.21) implies the assumption

$$
\sum_{\alpha} \sup _{x \in X_{L_{\Delta x}}}\left[\sum_{|\beta| \leq 2}\left|\partial_{x}^{\beta} \operatorname{Int} P_{\alpha}\right|+\left(1+|\alpha|^{2}\right)\left|\operatorname{Int} P_{\alpha}\right|\right] \leq c<\infty
$$

of the ordinary continuous version of the sharp Gårding inequality ([45], Thm. 1.1). Apply that result, namely $\left\langle v,\left(\operatorname{Int} P_{\Delta x}+\operatorname{Int} P_{\Delta x}^{*}\right) v\right\rangle_{L^{2}} \geq-c \Delta x\|v\|_{L^{2}}^{2}$, to functions $v$ that are constant in each centered grid cell $C_{x}:=\{y \mid$ $\left.\max _{k}\left|x_{k}-y_{k}\right| \leq \frac{\Delta x}{2}\right\}$ when $x$ is a lattice point, and use the fact that for such $v$

$$
\begin{align*}
& \left|\left\langle v,\left(\operatorname{Int} P_{\Delta x}+\operatorname{Int} P_{\Delta x}^{*}\right) v\right\rangle_{L^{2}}-\left\langle v,\left(P_{\Delta x}+P_{\Delta x}^{*}\right) v\right\rangle_{\ell^{2}}\right| \\
& \quad=\left|\left\langle v(x), \int_{C_{x}}\left[\left(\operatorname{Int} P_{\Delta x}(y)+\operatorname{Int} P_{\Delta x}(y)^{*}\right)-\left(\operatorname{Int} P_{\Delta x}(x)+\operatorname{Int} P_{\Delta x}(x)^{*}\right)\right] v(x)\right\rangle_{\ell^{2}}\right| \leq c \Delta x\|v\|_{\ell^{2}}^{2} . \tag{4.27}
\end{align*}
$$

Since the error of converting from continuous to discrete norms is of the same order as the claimed deviation from positivity, the continuous result implies the discrete one.

Finally, in order to obtain the improved estimate (4.25) it suffices to show it in the continuous case and to show that the estimates (4.26) and (4.27) also improve in the same way. To do that, note that in the proof of Gårding's inequality for the continuous case in [45] the constant $c$ in (4.23) depends only on the estimates in Lemmas 2 and 3 there. The estimates in the proof of Lemma 2 in ([45], p. 156) only involve derivatives of the coefficients $P_{\alpha}$, and so contain a factor of $\delta$ when (4.24) holds, while the proof of Lemma 3 in ([45], p. 156) is based on estimating the expression, in our notation,

$$
\begin{equation*}
\sum_{\alpha}\left[\int P_{\alpha}\left(x-(\Delta x)^{1 / 2} y\right)\left\{q(y)^{2}-q\left(y+(\Delta x)^{1 / 2} \alpha\right)^{2}\right\} \mathrm{d} y\right] \mathrm{e}^{i \alpha \cdot z} \tag{4.28}
\end{equation*}
$$

When (4.24) holds then the part of (4.28) involving the constant coefficients $P_{\alpha}^{(0)}$ cancels since

$$
\int\left\{q(y)^{2}-q\left(y+(\Delta x)^{1 / 2} \alpha\right)^{2}\right\} \mathrm{d} y=0
$$

again leaving only terms containing a factor of $\delta$. Hence the extension holds for the continuous sharp Gårding inequality, and similar arguments show that the same improvement is obtained in (4.26)-(4.27).

## Corollary 4.9.

1. Let $A(x)$ be a positive self-adjoint matrix satisfying $A(x) \geq c_{0} I$, such that $\|A(x)\|_{h^{\sigma+2}} \leq c_{1}<\infty$. Suppose that a shift operator $P_{\Delta x}(x)$ containing finitely-many shifts satisfies

$$
\sum_{\alpha}\left\|P_{\alpha}(x)\right\|_{h^{\sigma+2}} \leq c_{2}<\infty
$$

and

$$
\begin{equation*}
\operatorname{Symb}\left(P_{\Delta x}\right)^{*} A^{-1} \operatorname{Symb}\left(P_{\Delta x}\right) \leq(1+\eta) A \tag{4.29}
\end{equation*}
$$

Then

$$
\begin{equation*}
\left\langle P_{\Delta x} v, A^{-1} P_{\Delta x} v\right\rangle_{\ell^{2}} \leq(1+\eta+c \Delta x)\langle v, A v\rangle_{\ell^{2}}, \tag{4.30}
\end{equation*}
$$

where $c$ depends only on the $c_{j}$.
2. Let $A$ be a constant-coefficient positive self-adjoint matrix satisfying $A \geq c_{0} I$. Suppose that a shift operator $P_{\Delta x}(x)=P_{\Delta x}^{(0)}+\delta P_{\Delta x}^{(1)}(x)$ containing finitely-many shifts satisfies (4.29) and

$$
\sum_{\alpha}\left[\left|P_{\alpha}^{(0)}\right|+\left\|P_{\alpha}^{(1)}(x)\right\|_{h^{\sigma+2}}\right] \leq c_{1}<\infty
$$

Then

$$
\begin{equation*}
\left\langle P_{\Delta x} v, A^{-1} P_{\Delta x} v\right\rangle_{\ell^{2}} \leq(1+\eta+c \delta \Delta x)\langle v, A v\rangle_{\ell^{2}} \tag{4.31}
\end{equation*}
$$

where $c$ depends only on the $c_{j}$.
Proof. When (4.29) holds, then by Lemma 4.7 and Theorem 4.8,

$$
\begin{align*}
\left\langle P_{\Delta x} v, A^{-1} P_{\Delta x} v\right\rangle_{\ell^{2}} & =\left\langle v, P_{\Delta x}^{*} A^{-1} P_{\Delta x} v\right\rangle_{\ell^{2}} \\
& \leq\left\langle v, \operatorname{Op}\left[\operatorname{Symb}\left(P_{\Delta x}\right)^{*} \operatorname{Symb}\left(A^{-1} P_{\Delta x}\right)\right] v\right\rangle_{\ell^{2}}+k_{1} \Delta x\|v\|_{\ell_{A}^{2}}^{2} \\
& =\left\langle v, \operatorname{Op}\left[\operatorname{Symb}\left(P_{\Delta x}\right)^{*} A^{-1} \operatorname{Symb}\left(P_{\Delta x}\right)-(1+\eta) A\right] v\right\rangle_{\ell^{2}}+\left(1+\eta+k_{1} \Delta x\right)\langle v, A v\rangle_{\ell^{2}} \\
& \leq k_{2} \Delta x\langle v, A v\rangle_{\ell^{2}}+\left(1+\eta+k_{1} \Delta x\right)\langle v, A v\rangle_{\ell^{2}}=(1+\eta+c \Delta x)\langle v, A v\rangle_{\ell^{2}} . \tag{4.32}
\end{align*}
$$

When $A$ has constant coefficients, a calculation similar to (4.32) but using the variant results (4.20) and (4.25) shows that (4.31) holds.

## 5. Energy estimates

### 5.1. Estimates for the $\theta$-scheme

Lemma 5.1. As usual, let $\sigma:=\lfloor d / 2\rfloor+1$ denote the Sobolev embedding exponent. Assume that the hypotheses of Theorem 2.2 hold for some $s$, and let $K_{1}$ and $K_{2}$ be finite constants. Then there exist a positive $\Delta_{0}$ and finite $\kappa_{0}$ and $R_{0}$ such that for all $\Delta t \in\left(0, \Delta_{0}\right]$, all $T>0$, all $u_{0, \varepsilon, \Delta x} \in \ell^{2}$, all $\widetilde{F} \in \ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; \ell^{2}\right)$, and all $V$ satisfying

$$
\begin{equation*}
\sup _{t \in[0, T] \cap \Delta t \mathbb{Z}}\|V\|_{h^{\sigma+1}} \leq K_{1}, \quad \varepsilon \sup _{t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}}\left\|D_{\Delta t} V\right\|_{h^{\sigma}} \leq K_{2} \tag{5.1}
\end{equation*}
$$

the linearized numerical scheme

$$
\begin{align*}
A(\varepsilon V) D_{\Delta t} v & =\sum_{j=1}^{d} A^{j}\left(t, x, V^{\theta}\right) \partial_{j, \Delta x, c} v^{\theta}-\sum_{j, k=1}^{d}\left(\partial_{j, \Delta x}\right)^{*}\left[B^{j, k} \partial_{k, \Delta x} v^{\theta}\right]+\frac{1}{\varepsilon}\left[\sum_{j=1}^{d} C^{j} \partial_{j, \Delta x, c}+D\right] v^{\theta}+\widetilde{F}(t, x),  \tag{5.3}\\
v(0) & =v_{0, \varepsilon, \Delta x} \tag{5.2}
\end{align*}
$$

has a unique solution in $\ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; \ell^{2}\right)$ satisfying

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{\ell_{S_{\Delta t}}^{2}}^{2} \leq\left(1+R_{0} \Delta t\right)\|v\|_{\ell_{A}^{2}}^{2}+\kappa_{0} \Delta t\|\widetilde{F}\|_{\ell^{2}}^{2} \tag{5.4}
\end{equation*}
$$

for all $t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}$. The constants $\Delta_{0}, \kappa_{0}$, and $R_{0}$ depend only on the bounds $K_{1}$ and $K_{2}$ on $V$, the bounds $M_{s}$ and $m_{0}$ in (2.6)-(2.7), and the dimension d.

Proof. The a priori estimate (5.4) says that at each time the square of the norm of the solution at the next time step is bounded by a constant times the squares of the norms of the inhomogeneous term and the solution at the current time step. Since the difference scheme (5.2) is linear, such an estimate implies the existence and uniqueness of the solution. Hence it suffices to prove (5.4).

The key estimate for dealing with the time-difference term in (5.2) is

$$
\begin{equation*}
D_{\Delta t}\left(\langle v, A v\rangle_{\ell^{2}}\right) \leq 2\left\langle v^{\theta}, A D_{\Delta t} v\right\rangle_{\ell^{2}}+\left\langle S_{\Delta t} v,\left(D_{\Delta t} A\right) S_{\Delta t} v\right\rangle_{\ell^{2}} \tag{5.5}
\end{equation*}
$$

The first step towards deriving (5.5) is to use the definitions of the time-average $v^{\theta}$ and time-difference $D_{\Delta t} v$ and the symmetry of $A$ to obtain

$$
\begin{equation*}
\left(v^{\theta}\right)^{T} A D_{\Delta t} v=\frac{\theta\left(S_{\Delta t} v\right)^{T} A S_{\Delta t} v-(2 \theta-1) v(t)^{T} A S_{\Delta t} v-(1-\theta) v(t)^{T} A v(t)}{\Delta t} . \tag{5.6}
\end{equation*}
$$

Since $2 \theta-1 \geq 0$, estimating the mixed term $v(t)^{T} A S_{\Delta t} v$ on the right side of (5.6) via the Cauchy-Schwarz inequality and simplifying yields

$$
\begin{equation*}
\frac{\theta\left(S_{\Delta t} v\right)^{T} A S_{\Delta t} v-(2 \theta-1) v(t)^{T} A S_{\Delta t} v-(1-\theta) v(t)^{T} A v(t)}{\Delta t} \geq \frac{1}{2} \frac{\left(S_{\Delta t} v\right)^{T} A S_{\Delta t} v-v(t)^{T} A v(t)}{\Delta t} . \tag{5.7}
\end{equation*}
$$

If the matrix $A$ is constant then the right side of (5.7) is an exact time difference. When $A$ is not constant then it is evaluated at time $t$ everywhere in (5.7) so the right side of that expression is not an exact time difference, but it can be expressed as a time difference plus a correction term involving the time difference of $A$, i.e.,

$$
\begin{equation*}
\frac{1}{2} \frac{\left(S_{\Delta t} v\right)^{T} A S_{\Delta t} v-v(t)^{T} A v(t)}{\Delta t}=\frac{1}{2}\left[D_{\Delta t}(v \cdot A v)-\left(S_{\Delta t} v\right) \cdot\left(D_{\Delta t} A\right)\left(S_{\Delta t} v\right)\right] . \tag{5.8}
\end{equation*}
$$

Combining (5.6)-(5.8) yields (5.5). Substituting for $A D_{\Delta t} v$ in (5.5) the value it has according to the numerical scheme (5.2) yields

$$
\begin{align*}
D_{\Delta t}\langle v, A v\rangle_{\ell^{2}} \leq & \left\langle S_{\Delta t} v,\left(D_{\Delta t} A\right) S_{\Delta t} v\right\rangle_{\ell^{2}}+2 \sum_{j=1}^{d}\left\langle v^{\theta}, A^{j} \partial_{j, \Delta x, c} v^{\theta}\right\rangle_{\ell^{2}} \\
& -2 \sum_{j, k=1}^{d}\left\langle v^{\theta},\left(\partial_{j, \Delta x}\right)^{*}\left[B^{j, k} \partial_{k, \Delta x} v^{\theta}\right]\right\rangle_{\ell^{2}}+\frac{2}{\varepsilon}\left\langle v^{\theta},\left[\sum_{j=1}^{d} C^{j} \partial_{j, \Delta x, c}+D\right] v^{\theta}\right\rangle_{\ell^{2}}+2\left\langle v^{\theta}, \widetilde{F}\right\rangle_{\ell^{2}} \tag{5.9}
\end{align*}
$$

We now turn to estimating each of the terms on the right side of (5.9).
When the assumption (2.12) on the coefficients $B^{j, k}$ holds and the difference operators $\partial_{j, \Delta x}$ are centered then using successively the definition of an adjoint operator, Parseval's identity (4.5) plus formula (4.6) for the Fourier transform of a difference operator and the identity $2 w^{T} B w=w^{T}\left(B+B^{T}\right) w,(2.12)$ and the fact that the symbol of a centered difference operator is purely imaginary and hence the product of two such symbols is real, and the Plancherel identity (4.4), the second-order terms in (5.9) can be estimated by

$$
\begin{align*}
& -2 \sum_{j, k=1}^{d}\left\langle v^{\theta},\left(\partial_{j, \Delta x}\right)^{*}\left[B^{j, k} \partial_{k, \Delta x} v^{\theta}\right]\right\rangle_{\ell^{2}}=-2 \sum_{j, k=1}^{d}\left\langle\partial_{j, \Delta x} v^{\theta}, B^{j, k} \partial_{k, \Delta x} v^{\theta}\right\rangle_{\ell^{2}} \\
& \quad=-c \sum_{j, k=1}^{d} \sum_{\xi \in \Pi_{\Delta x}} \operatorname{Symb}\left(\partial_{j, \Delta x}\right)(\Delta x \xi) \overline{\operatorname{Symb}\left(\partial_{k, \Delta x}\right)(\Delta x \xi)} \widehat{v^{\theta}}(\xi)^{T}\left[B^{j, k}+\left(B^{j, k}\right)^{T}\right] \widehat{v^{\theta}}(\xi)(\Delta \xi)^{d} \\
& \quad \leq-c b_{0} \sum_{\xi \in \Pi_{\Delta x}} \sum_{j}\left|\operatorname{Symb}\left(\partial_{j, \Delta x}\right)(\Delta x \xi)\right|^{2}\left|\widehat{v^{\theta}}(\xi)\right|^{2}(\Delta \xi)^{d}=-c b_{0} \sum_{j}\left\|\partial_{j, \Delta x} v^{\theta}\right\|_{\ell^{2}}^{2} \tag{5.10}
\end{align*}
$$

since (2.12) for real vectors implies that the same inequality holds for the real part when the vectors are complex and one factor is conjugated, and the fact that the overall expression is real means that the imaginary part can be ignored. Note that this argument uses the assumption that the difference operators $\partial_{j, \Delta x}$ are centered since that ensures that their symbols are purely imaginary and hence that the product of two such symbols is real. When the stronger assumption (2.11) on the $B^{j, k}$ holds then the last line of (5.10) is obtained directly as an estimate for the second line there, without assuming that the $\partial_{j, \Delta x}$ are centered differences.

Using the symmetry of the inner product, formulas for adjoint operators, the antisymmetry of central differences, the fact that the central differences in the first-order terms can be written in terms of elementary central differences as $\partial_{j, \Delta x, c}=\sum_{0<m \leq M_{j}} d_{m, j} D_{j, m \Delta x, c}$, and the product rule (4.13) for $D_{j, m \Delta x, c}$ lets us write and then estimate the first-order terms as

$$
\begin{align*}
& 2 \sum_{j=1}^{d}\left\langle v^{\theta}, A^{j} \partial_{j, \Delta x, c} v^{\theta}\right\rangle_{\ell^{2}}=\sum_{j=1}^{d}\left\langle v^{\theta},\left[A^{j} \partial_{j, \Delta x, c}+\left(\partial_{j, \Delta x, c}\right)^{*}\left(A^{j}\right)^{T}\right] v^{\theta}\right\rangle_{\ell^{2}} \\
& \quad=\sum_{j=1}^{d}\left\langle v^{\theta},\left[A^{j} \partial_{j, \Delta x, c}-\partial_{j, \Delta x, c} A^{j}\right] v^{\theta}\right\rangle_{\ell^{2}} \\
& \quad=-\sum_{j=1}^{d}\left\langle v^{\theta}, \sum_{0<m<M_{j}} d_{m, j}\left[\left(D_{j, m \Delta x} A^{j}\right) S_{j, m \Delta x}+\left(D_{j, m \Delta x}\left(S_{j, m \Delta x}\right)^{-1} A^{j}\right)\left(S_{j, m \Delta x}\right)^{-1}\right]^{\theta}\right\rangle_{\ell^{2}} \\
& \quad \leq c \sum_{j=1}^{d}\left\|D_{j, \Delta x} A^{j}\right\|_{\ell \infty}\left\|v^{\theta}\right\|_{\ell^{2}}^{2} . \tag{5.11}
\end{align*}
$$

Since all the terms after the last equals sign in (5.11) involve differences of the $A^{j}$, a similar calculation shows that the large terms in (5.9), which have constant coefficients, cancel to zero. Substituting (5.10) and (5.11)
into (5.9) and taking into account the cancellation of the large terms, using the Cauchy-Schwarz inequality for the term involving $\widetilde{F}$, using the definition of $v^{\theta}$ and the estimate $\|a+b\|^{2} \leq 2\|a\|^{2}+2\|b\|^{2}$, and using the positivity of $A$ guaranteed by (2.8) then yields

$$
\begin{align*}
D_{\Delta t}\langle v, A v\rangle_{\ell^{2}} & \leq\left\|D_{\Delta t} A\right\|_{\ell \infty}\left\|S_{\Delta t} v\right\|_{\ell^{2}}^{2}+c \sum_{j=1}^{d}\left\|D_{j, \Delta x} A^{j}\right\|_{\ell \infty}\left\|v^{\theta}\right\|_{\ell^{2}}^{2}+\left\|v^{\theta}\right\|_{\ell^{2}}\|\widetilde{F}\|_{\ell^{2}}-c b_{0} \sum_{j}\left\|\partial_{j, \Delta x} v^{\theta}\right\|_{\ell^{2}}^{2} \\
& \leq c_{5}\left[1+\left\|D_{\Delta t} A\right\|_{\ell \infty}+\sum_{j=1}^{d}\left\|D_{j, \Delta x} A^{j}\right\|_{\ell \infty}\right]\left[\left\|S_{\Delta t} v\right\|_{\ell^{2}}^{2}+\|v\|_{\ell^{2}}^{2}\right]+\frac{1}{2}\|\widetilde{F}\|_{\ell^{2}}^{2} \\
& \leq c_{6}\left(\|V\|_{\ell^{\infty}},\left\|S_{\Delta t} V\right\|_{\ell^{\infty}}\right)\left[1+\left\|D_{\Delta t} A\right\|_{\ell_{\infty}}+\sum_{j=1}^{d}\left\|D_{j, \Delta x} A^{j}\right\|_{\ell \infty}\right]\left[\left\|S_{\Delta t} v\right\|_{\ell_{S_{\Delta t}}^{2}}^{2}+\|v\|_{\ell_{A}^{2}}^{2}\right]+\frac{\|\widetilde{F}\|_{\ell^{2}}^{2}}{2} . \tag{5.12}
\end{align*}
$$

By the discrete chain rule (4.11) and its time-difference variant plus the smoothness assumption (2.6),

$$
\begin{aligned}
\left\|D_{\Delta t} A(\varepsilon V)\right\|_{\ell^{\infty}} & \leq c_{7}\left(\|V\|_{\ell \infty},\left\|S_{\Delta t} V\right\|_{\ell^{\infty}}\right) \varepsilon\left\|D_{\Delta t} V\right\|_{\ell \infty}, \\
\left\|D_{j, \Delta x} A^{j}(t, x, V)\right\|_{\ell^{\infty}} & \leq c_{8}\left(\|V\|_{\ell \infty}\right)\left(1+\left\|D_{j, \Delta x} V\right\|_{\ell^{\infty}}\right)
\end{aligned}
$$

Inserting these estimates into (5.12), using the discrete Sobolev embedding estimate (4.7) to replace all $\ell^{\infty}$ norms by Sobolev space norms, and using the definition of the time-difference operator in the expression $D_{\Delta t}\langle v, A v\rangle_{\ell^{2}}$ yields

$$
\begin{align*}
& {\left[1-c_{9}\left(\|V\|_{h^{\sigma+1}},\left\|S_{\Delta t} V\right\|_{h^{\sigma}}, \varepsilon\left\|D_{\Delta t} V\right\|_{h^{\sigma}}\right) \Delta t\right]\left\|S_{\Delta t} v\right\|_{\ell_{S \Delta t}^{2}}^{2} } \\
& \leq\left[1+c_{9}\left(\|V\|_{h^{\sigma+1}},\left\|S_{\Delta t} V\right\|_{h^{\sigma}}, \varepsilon\left\|D_{\Delta t} V\right\|_{h^{\sigma}}\right) \Delta t\right]\|v\|_{\ell_{A}^{2}}^{2}+\frac{\Delta t}{2}\|\widetilde{F}\|_{\ell^{2}}^{2} \tag{5.13}
\end{align*}
$$

The derivation of the bound $c_{9}$ shows that it may be taken to be continuous and nondecreasing, so under the assumptions of the lemma

$$
\begin{equation*}
c_{9}\left(\|V\|_{h^{\sigma+1}},\left\|S_{\Delta t} V\right\|_{h^{\sigma}}, \varepsilon\left\|D_{\Delta t} V\right\|_{h^{\sigma}}\right) \leq c_{10}:=c_{9}\left(K_{1}, K_{1}, K_{2}\right) \tag{5.14}
\end{equation*}
$$

for all $t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}$. Pick any constant $\eta$ less than one and define $\Delta_{0}:=\frac{\eta}{c_{10}}$; then for $0<\Delta t \leq \Delta_{0}$ the quantity $1-c_{10} \Delta t$ is positive, so the estimate obtained by substituting (5.14) into (5.13) can be solved for $\left\|S_{\Delta t} v\right\|_{\ell_{S_{\Delta t}}^{2}}^{2}$, yielding

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{\ell_{S_{\Delta t}}^{2}}^{2} \leq \frac{1+c_{10} \Delta t}{1-c_{10} \Delta t}\|v\|_{\ell_{A}^{2}}^{2}+\frac{\Delta t}{2(1-\eta)}\|\widetilde{F}\|_{\ell^{2}}^{2} \leq\left[1+\frac{2 c_{10}}{1-\eta} \Delta t\right]\|v\|_{\ell_{A}^{2}}^{2}+\frac{\Delta t}{2(1-\eta)}\|\widetilde{F}\|_{\ell^{2}}^{2} \tag{5.15}
\end{equation*}
$$

for all $t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}$. Estimate (5.15) has the desired form (5.4) with $R_{0}:=\frac{2 c_{10}}{1-\eta}$ and $\kappa_{0}:=\frac{1}{2(1-\eta)}$, and our calculation shows that those bounds and $\Delta_{0}$ depend only on the claimed quantities.

Lemma 5.2. Assume that the hypotheses of Theorem 2.2 hold for some $s$, and let $K_{1}$ and $K_{2}$ be finite constants. Then there exist a positive $\Delta_{s}$ and finite $\kappa_{s}$ and $R_{s}$ such that for all $\Delta t \in\left(0, \Delta_{s}\right]$, all $T>0$, all $u_{0, \varepsilon, \Delta x} \in h^{s}$, all $\widetilde{F} \in \ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; h^{s}\right)$, and all $V$ satisfying

$$
\begin{equation*}
\sup _{t \in[0, T] \cap \Delta t \mathbb{Z}}\|V\|_{h^{s}} \leq K_{1}, \quad \varepsilon \sup _{t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}}\left\|D_{\Delta t} V\right\|_{h^{\sigma}} \leq K_{2} \tag{5.16}
\end{equation*}
$$

the solution of linearized numerical scheme (5.2) with initial data (5.3) satisfies the additional estimates

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{S_{\Delta t} A}^{s}}^{2} \leq\left(1+R_{s} \Delta t\right)\|v\|_{h_{A}^{s}}^{2}+\kappa_{s} \Delta t\|\widetilde{F}\|_{h^{s}}^{2} \tag{5.17}
\end{equation*}
$$

for all $t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}$, and

$$
\begin{align*}
\left\|S_{\Delta t}\left(D_{\Delta t} v\right)\right\|_{h_{\Delta t}^{r}}^{2 r} \leq & \left(1+R_{s} \Delta t\right)\left\|D_{\Delta t} v\right\|_{h_{A}^{r}}^{2} \\
& +\kappa_{s} \Delta t\left(\left\|D_{\Delta t} \widetilde{F}\right\|_{h^{r}}^{2}+\left\|D_{\Delta t} V\right\|_{h_{A}^{r}}^{2}\left\|S_{\Delta t} v\right\|_{h_{S_{\Delta t} A}^{s-1}}^{2}+\left\|S_{\Delta t} v\right\|_{h_{A}^{s-1}}^{2}+\left\|\left(S_{\Delta t}\right)^{2} v\right\|_{h_{A}^{s-1}}^{2}\right) \tag{5.18}
\end{align*}
$$

for $0 \leq r \leq s-2$, all $t \in[0, T-2 \Delta t] \cap \Delta t \mathbb{Z}$. The constants $\Delta_{s}, \kappa_{s}$, and $R_{s}$ depend only on the bounds $K_{1}$ and $K_{2}$ on $V$, the bounds $M_{s}$ and $m_{0}$ in (2.6)-(2.7), the smoothness parameter $s$ and the dimension $d$.

Proof. Applying a spatial difference operator $D_{\Delta x}^{\alpha}$ to the scheme (5.2) yields

$$
\begin{align*}
A(\varepsilon V) D_{\Delta t}\left(D_{\Delta x}^{\alpha} v\right)= & \sum_{j=1}^{d} A^{j}\left(t, x, V^{\theta}\right) \partial_{j, \Delta x, c}\left(D_{\Delta x}^{\alpha} v\right)^{\theta}-\sum_{j, k=1}^{d}\left(\partial_{j, \Delta x}\right)^{*}\left[B^{j, k} \partial_{k, \Delta x}\left(D_{\Delta x}^{\alpha} v\right)^{\theta}\right] \\
& +\frac{1}{\varepsilon}\left[\sum_{j=1}^{d} C^{j} \partial_{j, \Delta x, c}+D\right]\left(D_{\Delta x}^{\alpha} v\right)^{\theta}+\widetilde{F}_{\alpha} \tag{5.19}
\end{align*}
$$

where

$$
\begin{equation*}
\widetilde{F}_{\alpha}=D_{\Delta x}^{\alpha} \widetilde{F}-\left[D_{\Delta x}^{\alpha}, A\right] D_{\Delta t} v+\sum_{j=1}^{d}\left[D_{\Delta x}^{\alpha}, A^{j}\right] \partial_{j, \Delta x, c} v^{\theta} \tag{5.20}
\end{equation*}
$$

Since (5.19) has the form of (5.2) with $v$ replaced by $D_{\Delta x}^{\alpha} v$ and $\widetilde{F}$ replaced by $\widetilde{F}_{\alpha}$, we can apply the estimate (5.4) of Lemma 5.1 with those substitutions and then sum over $0 \leq|\alpha| \leq s$ and use the definition of the $h^{s}$ norm to obtain

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{S \Delta t}^{s}}^{2} \leq\left(1+R_{0} \Delta t\right)\|v\|_{h_{A}^{s}}^{2}+\kappa_{0} \Delta t \sum_{0 \leq|\alpha| \leq s}\left\|\widetilde{F}_{\alpha}\right\|_{\ell^{2}}^{2} \tag{5.21}
\end{equation*}
$$

We now need to estimate the square of the $\ell^{2}$ norm of the $\widetilde{F}_{\alpha}$. For any norm,

$$
\begin{equation*}
\left\|\sum_{j=1}^{N} a_{j}\right\|^{2} \leq N \sum_{j=1}^{N}\left\|a_{j}\right\|^{2} \tag{5.22}
\end{equation*}
$$

so it suffices to estimate the square of the $\ell^{2}$ norms of each of the terms on the right side of (5.20). For the first term we obtain simply

$$
\begin{equation*}
\sum_{0 \leq|\alpha| \leq s}\left\|D_{\Delta x}^{\alpha} \widetilde{F}\right\|_{\ell^{2}}^{2}=\|\widetilde{F}\|_{h^{s}}^{2} \tag{5.23}
\end{equation*}
$$

The second term on the right side of (5.20) is the most difficult, because of the presence of the time difference. To treat this term, note first that since $A^{o}(0)$ is independent of $x,\left[D_{\Delta x}^{\alpha}, A(0)\right]=0$. In particular, if $A$ is identically constant then the whole second term vanishes. By the alternative in assumption (2.14), we can therefore assume while estimating this terms that all the $B^{j, k}$ vanish. By the fact just noted, the Moser estimates (4.18) and (4.17) show that this term may be estimated by

$$
\begin{align*}
\sum_{0 \leq|\alpha| \leq s}\left\|\left[D_{\Delta x}^{\alpha}, A(\varepsilon V)\right] D_{\Delta t} v\right\|_{\ell^{2}}^{2} & =\left\|\left[D_{\Delta x}^{\alpha}, A(\varepsilon V)-A(0)\right] D_{\Delta t} v\right\|_{\ell^{2}}^{2}  \tag{5.24}\\
& \leq c_{1}\|A(\varepsilon V)-A(0)\|_{h^{s}}^{2}\left\|D_{\Delta t} v\right\|_{h^{s-1}}^{2} \leq \varepsilon^{2} c_{2}\left(\|\varepsilon V\|_{h^{s}}\right)\|V\|_{h^{s}}^{2}\left\|D_{\Delta t} v\right\|_{h^{s-1}}^{2} .
\end{align*}
$$

By the difference equation (5.2) plus the above assumption, $\varepsilon D_{\Delta t} v$ equals a sum of spatial first-differences of $v^{\theta}$ plus the undifferentiated term $\widetilde{F}$, each multiplied by some matrix of size at most $O(1)$. The Moser estimate (4.17)
with $s$ replaced by $s-1$ and $\mathcal{F}=\mathcal{F}\left(t, x, V, V^{\theta}, \partial_{j, \Delta x, c} v^{\theta}\right):=\varepsilon A(\varepsilon V)^{-1} A^{j}\left(t, x, V^{\theta}\right) \partial_{j, \Delta x, c} v^{\theta}$ for one particular term, with similar definitions for the other terms, yields the estimate

$$
\begin{equation*}
\varepsilon\left\|D_{\Delta t} v\right\|_{h^{s-1}} \leq c_{3}\left(\|V\|_{h^{s-1}},\left\|S_{\Delta t} V\right\|_{h^{s-1}}\right)\left(\|v\|_{h^{s}}+\left\|S_{\Delta t} v\right\|_{h^{s}}\right) . \tag{5.25}
\end{equation*}
$$

Substituting (5.25) into (5.24) shows that

$$
\begin{equation*}
\sum_{0 \leq|\alpha| \leq s}\left\|\left[D_{\Delta x}^{\alpha}, A(\varepsilon V)\right] D_{\Delta t} v\right\|_{\ell^{2}}^{2} \leq c_{4}\left(\|V\|_{h^{s}},\left\|S_{\Delta t} V\right\|_{h^{s-1}}\right)\left(\|v\|_{h^{s}}^{2}+\left\|S_{\Delta t} v\right\|_{h^{s}}^{2}\right) \tag{5.26}
\end{equation*}
$$

Write $A^{j}\left(t, x, V^{\theta}\right)=A^{j}(t, x, 0)+\left(A^{j}\left(t, x, V^{\theta}\right)-A^{j}(t, x, 0)\right)$, use (4.19) to estimate the commutator of $D_{\Delta x}^{\alpha}$ with $A^{j}(t, x, 0)$, and use the same method as for $A$ (but without the need to convert any time difference) to estimate the commutator with $A^{j}\left(t, x, V^{\theta}\right)-A^{j}(t, x, 0)$. This shows that the remaining terms on the right side of (5.20) are also bounded by the right side of (5.26), possibly with a different $c_{4}$. Substituting the estimates for all the terms from (5.20) into (5.21), using (2.8) to convert the $h^{s}$ norms of $v$ and $S_{\Delta t} v$ into the $h_{A}^{s}$ and $h_{S_{\Delta t} A}^{s}$ norms, respectively, and using the assumed bounds (5.16) on $V$ to replace all bounds involving $V$ by constants yields

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{S_{\Delta t} A}^{s}}^{2} \leq\left(1+R_{0} \Delta t\right)\|v\|_{h_{A}^{s}}^{2}+\kappa_{0} \Delta t\left(\|\widetilde{F}\|_{h^{s}}^{2}+c_{5}\left(\|v\|_{h_{A}^{s}}^{2}+\left\|S_{\Delta t} v\right\|_{h_{\Delta t}^{s}}^{2}\right)\right) \tag{5.27}
\end{equation*}
$$

Picking any constant $\eta$ less than one and calculating as at the end of the proof of Lemma 5.1 yields (5.17) with $\Delta_{s}=\min \left(\Delta_{0}, \frac{\eta}{c_{5} \kappa_{0}}\right), R_{s}=\frac{R_{0}+2 c_{5} \kappa_{0}}{1-\eta}$, and $\kappa_{s}=\frac{\kappa_{0}}{1-\eta}$.

Applying to (5.2) the time difference operator $D_{\Delta t}$ while using the product rule (4.12), then applying a spatial difference operator $D_{\Delta x}^{\beta}$ with $|\beta| \leq r$, and estimating in similar fashion to the calculation above yields (5.18), possibly after increasing the values of $R_{s}$ and $\kappa_{s}$. No additional assumptions are required on $\widetilde{F}, V$ or the initial data because the lemma does not claim that the norms on the right side of (5.18) are bounded uniformly in $\Delta t$ or $\varepsilon$.

Proof of Theorem 2.2. Let $v=\mathcal{T}(V)$ denote the mapping sending the argument $V$ of the coefficients of the linearized difference scheme (5.2), with $\widetilde{F}(t, x)$ chosen to be $F(t, x, V(t, x))$, to the solution $v$ of that scheme. We will prove the existence of a unique solution of the nonlinear difference scheme (2.5) by applying the contraction-mapping theorem to the mapping $\mathcal{T}$ on the set $S$ of functions in $\ell^{\infty}\left([0, T] \cap \Delta t \mathbb{Z} ; h^{s}\right)$ satisfying the bounds $\|w(0)\|_{h^{\sigma}} \leq K_{0}, \sup _{t \in[0, T] \cap \Delta t \mathbb{Z}}\|w(t)\|_{h^{s}} \leq K$, and $\sup _{t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}} \varepsilon\left\|D_{\Delta t} w(t)\right\|_{h^{\sigma}} \leq b:=2 c_{3}(K, K)$, for some appropriate constants $T$ and $K$, where $K_{0}$ is the assumed bound on the $h^{s}$ norm of the initial data in the statement of the theorem and $c_{3}$ is the function appearing in (5.25).

We now show that $K$ and $T$ can be chosen so that $\mathcal{T}$ maps the set $S$ into itself. By (2.6), the assumed bound $\left\|u_{0, \varepsilon, \Delta x}\right\|_{h^{s}} \leq K_{0}$ for the standard norm of the initial data yields the bound

$$
\begin{equation*}
\left.\|v\|_{h_{A(\varepsilon V)}^{s}}^{2}\right|_{t=0}=\left\|u_{0, \varepsilon, \Delta x}\right\|_{h_{A(\varepsilon V)}^{s}}^{2} \leq M_{s}\left(\varepsilon_{0} c(d) K_{0}\right) K_{0}^{2} \tag{5.28}
\end{equation*}
$$

for the square of the $h_{A}^{s}$ norm, where $\varepsilon_{0}$ is the constant chosen in the statement of the theorem, $M_{s}$ is the function appearing in (2.6), and $c(d)$ is the discrete Sobolev embedding bound in (2.4). We will apply Lemma 5.2 with $K_{1}:=K$ and $K_{2}:=b$, and the bound $\Delta_{0}$ on the allowed values of $\Delta t$ for the theorem will be the bound $\Delta_{s}$ obtained in that lemma for those values of $K_{1}$ and $K_{2}$. Note that writing $F(t, x, V)=F(t, x, 0)+[F(t, x, V)-$ $F(t, x, 0)]$ and using the bound (2.6) and the Moser estimate (4.17) yields a bound $\|F(t, x, V)\|_{h^{s}}^{2} \leq \widetilde{c}_{F}\left(\|V\|_{h^{s}}\right) \leq$ $\widetilde{c}_{F}(K)$. Substituting this bound into (5.17) yields

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{S}^{s}}^{2} \leq\left(1+R_{s} \Delta t\right)\|v\|_{h_{A}^{s}}^{2}+\kappa_{s} \widetilde{c}_{F}(K) \Delta t \tag{5.29}
\end{equation*}
$$

By Lemma 4.6 with $w(t):=\|v(t)\|_{h_{A(\varepsilon V(t))}^{s}}^{2},(5.28)-(5.29)$ imply that

$$
\begin{equation*}
\|v\|_{h_{A}^{s}}^{2} \leq \mathrm{e}^{R_{s} t} M_{s}\left(\varepsilon_{0} c(d) K_{0}\right) K_{0}^{2}+\frac{\mathrm{e}^{R_{s} t}-1}{R_{s}} \kappa_{s} \widetilde{c}_{F}(K) \tag{5.30}
\end{equation*}
$$

for $t \in[0, T] \cap \Delta t \mathbb{Z}$, where $R_{s}$ and $\kappa_{s}$ also depend on $K$. Moreover, by the definition of the set $S$ and the fact that $\varepsilon V(t)=\varepsilon V(0)+\sum_{j=0}^{\frac{t}{\Delta t}-1} \varepsilon D_{\Delta t} V(j \Delta t) \Delta t$,

$$
\begin{equation*}
\varepsilon\|V\|_{\ell^{\infty}} \leq c(d) \varepsilon\|V\|_{h^{\sigma}} \leq c(d)\left(\varepsilon_{0} K_{0}+b t\right) \tag{5.31}
\end{equation*}
$$

Using (5.31) to estimate the argument of $m_{0}$ in (2.8) together with the bound (5.30) shows that

$$
\begin{equation*}
\|v\|_{h^{s}}^{2} \leq m_{0}\left(c(d)\left(\varepsilon_{0} K_{0}+b t\right)\right)\left(\mathrm{e}^{R_{s} t} M_{s}\left(\varepsilon_{0} c(d) K_{0}\right) K_{0}^{2}+\frac{\mathrm{e}^{R_{s} t}-1}{R_{s}} \kappa_{s} \widetilde{c}_{F}(K)\right) . \tag{5.32}
\end{equation*}
$$

The right side of (5.32) is an increasing function of $t$ whose value at time zero is $m_{0}\left(c(d) \varepsilon_{0} K_{0}\right) M_{s}\left(\varepsilon_{0} c(d) K_{0}\right) K_{0}^{2}$. We therefore pick $K$ to be any number greater than the square root of that quantity, and let $T_{1}$ be the value of $t$ at which the right side of (5.32), with that value of $K$ substituted into the parameters that depend on it, equals $K^{2}$. By construction, $T_{1}>0$. Moreover, the initial data for the linearized scheme satisfy the bound $\|v(0)\|_{h^{\sigma}}=\left\|v_{0, \varepsilon, \Delta x}\right\|_{h^{\sigma}} \leq K_{0}$, and estimate (5.25) shows that $\varepsilon\left\|D_{\Delta t} v\right\|_{h^{\sigma}} \leq b$. Hence for any $T \leq T_{1}$ the mapping $\mathcal{T}$ indeed maps $S$ into itself.

Now let $V$ and $\widetilde{V}$ be two elements of $S$ and consider $v:=\mathcal{T}(V)$ and $\widetilde{v}:=\mathcal{T}(\widetilde{V})$. Take the difference of the equations (5.2) for $v$ and $\widetilde{v}$, with $\widetilde{F}$ in (5.2) defined as $F(t, x, V)$ in the equation for $v$ and as $F(t, x, \widetilde{V})$ in the equation for $\widetilde{v}$ in accordance with the definition of $\mathcal{T}$. After rearranging to express the result in terms of $w:=v-\widetilde{v}$ and $W:=V-\widetilde{V}$ we obtain

$$
\begin{align*}
A(\varepsilon V) D_{\Delta t} w & =\sum_{j=1}^{d} A^{j}\left(t, x, V^{\theta}\right) \partial_{j, \Delta x, c} w^{\theta}-\sum_{j, k=1}^{d}\left(\partial_{j, \Delta x}\right)^{*}\left[B^{j, k} \partial_{k, \Delta x} w^{\theta}\right]+\frac{1}{\varepsilon}\left[\sum_{j=1}^{d} C^{j} \partial_{j, \Delta x, c}+D\right] w^{\theta}+\mathcal{F}  \tag{5.33}\\
w(0) & =0 \tag{5.34}
\end{align*}
$$

where the inhomogeneous term

$$
\begin{equation*}
\mathcal{F}:=\left\{F(t, x, \widetilde{V}+W)-F(t, x, \widetilde{V}\}+\left\{\frac{A(\varepsilon \tilde{V}+\varepsilon W)-A(\varepsilon \widetilde{V})}{\varepsilon}\right\} \varepsilon D_{\Delta t} v-\sum_{j=1}^{d}\left\{A^{j}(\varepsilon \widetilde{V}+\varepsilon W)-A^{j}(\varepsilon \widetilde{V})\right\} \partial_{j, \Delta x, c} v^{\theta}\right. \tag{5.35}
\end{equation*}
$$

can be estimated in similar fashion to estimates in the lemmas above to yield $\|\mathcal{F}\|_{\ell^{2}}^{2} \leq c_{\mathcal{F}}(K, b)\|W\|_{\ell^{2}}^{2}$. Using this bound in estimate (5.4) and then applying Lemma 4.6 and translating back to the standard $\ell^{2}$ norm via (2.8) yields $\|w(t)\|_{\ell^{2}} \leq \rho(t) \max _{0 \leq s \leq t}\|W\|_{\ell^{2}}$, where $\rho(t)^{2}=m_{0}(c(d) \varepsilon K) \frac{\mathrm{e}^{R_{0} t}-1}{R_{0}} \kappa_{0} c_{\mathcal{F}}(K, b)$. Picking any $\widetilde{\rho}<1$ and defining $T_{2}$ to be the value of $t$ at which $\rho(t)=\widetilde{\rho}$ shows that $\mathcal{T}$ is a contraction on $S$ in the $\ell^{2}$ norm provided that we set $T=\min \left(T_{1}, T_{2}\right)$. As for the PDE case the set $S$ is closed in the $\ell^{2}$ norm; in fact this is trivial for the periodic finite difference case since the spaces $\ell^{2}$ and $h^{k}$ are finite-dimensional; in particular, as already noted in (2.3), the corresponding norms are equivalent for fixed $\Delta x$. Hence the conditions of the contraction-mapping theorem hold and so $\mathcal{T}$ has a unique fixed point in $S$, which is the claimed solution of the nonlinear difference scheme. The claimed $h^{s}$ bound on the solution holds by the definition of the set $S$.

When the initial data satisfies (2.15) with $r \leq s-2$ then the first step towards obtaining a uniform bound for $\left\|D_{\Delta t} u\right\|_{h_{A}^{r}}$ is to show that it is uniformly bounded at time zero. To do this we apply $D_{\Delta x}^{\beta}$ to (2.5), take the $\ell^{2}$ inner product of the result with $D_{\Delta x}^{\beta} D_{\Delta t} v$, add the result over $|\beta| \leq \widetilde{r} \leq r$, and set $t=0$. On the left side we obtain $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{\tilde{r}}}^{2}$ plus the commutator term $\sum_{|\beta| \leq \tilde{r}}\left\langle\left. D_{\Delta x}^{\beta} D_{\Delta t} u\right|_{t=0},\left.\left[D_{\Delta x}^{\beta}, A(\varepsilon u)\right] D_{\Delta t} u\right|_{t=0}\right\rangle_{\ell^{2}}$, which vanishes when $\widetilde{r}=0$ and is bounded in absolute value by $c\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{\tilde{r}}}\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{\tilde{r}-1}}$ when $\widetilde{r}>0$. The terms on the right side containing $A^{j}, B^{j, k}$ and $F$ are bounded by a constant times $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{s}}$ on account of the $h^{s}$ bound for $u$, the Moser estimates, and the fact that $\widetilde{r} \leq s-2$. To estimate the large terms, write the time average $\left.u^{\theta}\right|_{t=0}$ appearing in them as $u_{0, \varepsilon, \Delta x}+\left.\theta \Delta t D_{\Delta t} u\right|_{t=0}$; the part of the large terms containing $\left.\theta \Delta t D_{\Delta t} u\right|_{t=0}$
vanishes by the antisymmetry of the operator in those terms, while by assumption the part containing $u_{0, \varepsilon, \Delta x}$ is bounded by a constant times $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{r}}$. Combining these estimates and dividing by the common factor of $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{s}}$ yields $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{0}} \leq c$ and $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{r}} \leq c+\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{A}^{\tilde{r}-1}}$ for $1 \leq \tilde{r} \leq r$, which by finite induction yields the claimed uniform bound at time zero. Combining this bound with estimate (5.18), Lemma 4.6, and (2.8) then yield the uniform bound on $D_{\Delta t} u$ at later times claimed in the theorem.

### 5.2. Energy estimates via Gårding's inequality

Lemma 5.3. Assume that the hypotheses of Theorem 2.4 hold for some $s$, and let $K_{1}$ and $K_{2}$ be finite constants. Then there exist finite $\kappa_{0}$ and $R_{0}$ such that for all $\Delta t \in\left(0, \Delta_{0}\right]$, all $T>0$, all $u_{0, \varepsilon, \Delta x} \in \ell^{2}$, all $\widetilde{F} \in \ell^{\infty}([0, T] \cap$ $\left.\Delta t \mathbb{Z} ; \ell^{2}\right)$, and all $V$ satisfying

$$
\begin{equation*}
\sup _{t \in[0, T] \cap \Delta t \mathbb{Z}}\|V\|_{h^{\sigma+2}} \leq K_{1}, \quad \varepsilon \sup _{t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}}\left\|D_{\Delta t} V\right\|_{h^{\sigma}} \leq K_{2} \tag{5.36}
\end{equation*}
$$

the linearized numerical scheme

$$
\begin{align*}
& \mathcal{A}_{\Delta x}(\Delta, \varepsilon \widetilde{V}) S_{\Delta t} v+\frac{\Delta t}{\varepsilon} Q_{\Delta x}(\Delta) S_{\Delta t} v=\mathcal{G}_{\Delta x}(\Delta, t, x, \varepsilon \widetilde{V}, \widetilde{V}) v+\Delta t \widetilde{F}(t, x)  \tag{5.37}\\
& v(0)=v_{0, \varepsilon, \Delta x} \tag{5.38}
\end{align*}
$$

where $\tilde{V}$ denotes any finite collection $\left\{S_{\Delta x}^{\alpha} V\right\}_{|\alpha| \leq M}$ of spatial shifts of $V$, has a unique solution in $\ell^{\infty}([0, T] \cap$ $\left.\Delta t \mathbb{Z} ; \ell^{2}\right)$ satisfying

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{\mathcal{A}(\varepsilon S}^{0} \Delta t}^{2} \leq\left(1+R_{0} \Delta t\right)\|v\|_{h_{\mathcal{A}(\varepsilon V)}^{0}}^{2}+\kappa_{0} \Delta t\|\widetilde{F}\|_{\ell^{2}}^{2} \tag{5.39}
\end{equation*}
$$

for all $t \in[0, T-\Delta t] \cap \Delta t \mathbb{Z}$. The constants $\kappa_{0}$ and $R_{0}$ depend only on the bounds $K_{1}$ and $K_{2}$ on $V$, the bounds in the assumptions of Theorem 2.4 and the dimension $d$.

Proof. Taking the $\ell^{2}$ inner product of (5.37) with $S_{\Delta t} v$ and using the antisymmetry of the operator $Q_{\Delta x}$ yields

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{h_{\mathcal{A}(\varepsilon V)}^{0}}^{2}=\left\langle S_{\Delta t} v, \mathcal{A}_{\Delta x} S_{\Delta t} v\right\rangle_{\ell^{2}}=\left\langle S_{\Delta t} v, \mathcal{G}_{\Delta x} v\right\rangle_{\ell^{2}}+\Delta t\left\langle S_{\Delta t} v, F\right\rangle_{\ell^{2}} \tag{5.40}
\end{equation*}
$$

Using (2.31), Cauchy-Schwarz, estimate (2.25), estimate (2.26) plus formula (2.20) and the second part of Corollary 4.9 with $\eta=c \Delta t$ and $\delta=\frac{\Delta t}{\Delta x}$ if $A$ is constant, or the first part of that corollary, still with $\eta=c \Delta t$ and using the fact that $\Delta x \leq c \Delta t$ by (2.27) if $A$ is not constant, and the elementary bound $a b \leq \frac{1}{2} a^{2}+\frac{1}{2} b^{2}$ yields

$$
\begin{align*}
\left\langle S_{\Delta t} v, \mathcal{G}_{\Delta x} v\right\rangle_{\ell^{2}} & =\left\langle S_{\Delta t} v, G_{\Delta x} v\right\rangle_{\ell^{2}}+\Delta t\left\langle S_{\Delta t} v, H_{\Delta x} v\right\rangle_{\ell^{2}} \\
& \leq \frac{1}{2}\left\langle S_{\Delta t} v, A S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{1}{2}\left\langle v, G_{\Delta x}^{*}(A)^{-1} G_{\Delta x} v\right\rangle_{\ell^{2}}+\frac{\Delta t}{2}\left\langle S_{\Delta t} v, B_{\Delta x} S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{\Delta t}{2}\left\langle v, B_{\Delta x} v\right\rangle_{\ell^{2}} \\
& \leq \frac{1}{2}\left\langle S_{\Delta t} v, A S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{1}{2}(1+c \Delta t)\langle v, A v\rangle_{\ell^{2}}+\frac{\Delta t}{2}\left\langle S_{\Delta t} v, B_{\Delta x} S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{\Delta t}{2}\left\langle v, B_{\Delta x} v\right\rangle_{\ell^{2}} \\
& \leq \frac{1}{2}\left\langle S_{\Delta t} v, \mathcal{A}_{\Delta x} S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{1}{2}(1+c \Delta t)\left\langle v, \mathcal{A}_{\Delta x} v\right\rangle_{\ell^{2}} \tag{5.41}
\end{align*}
$$

By (2.26) and Corollary 4.9, the constant $c$ in (5.41) depends at most on $\|V\|_{h^{\sigma+2}}$. Since the assumptions (2.8) plus (2.22) imply that $\mathcal{A}_{\Delta x} \geq \frac{1}{m\left(\varepsilon\|V\|_{\ell \infty}\right)} I$,

$$
\begin{equation*}
\Delta t\left\langle S_{\Delta t} v, F\right\rangle_{\ell^{2}} \leq \frac{\Delta t}{2}\left[\left\|S_{\Delta t} v\right\|_{\ell^{2}}^{2}+\|F\|_{\ell^{2}}^{2}\right] \leq c \Delta t\left\langle S_{\Delta t} v, \mathcal{A}_{\Delta x} S_{\Delta t} v\right\rangle_{\ell^{2}}+\frac{\Delta t}{2}\|F\|_{\ell^{2}}^{2} \tag{5.42}
\end{equation*}
$$

In addition, by writing the difference as the integral of a derivative and using the Moser estimate (4.17) and the Sobolev embedding estimate (4.7) we obtain

$$
\begin{equation*}
\left\|A\left(\varepsilon S_{\Delta t} V\right)-A\left(\varepsilon S_{\Delta t} V\right)\right\|_{\ell^{\infty}}=\| \int_{0}^{1} \frac{\mathrm{~d}}{\mathrm{~d} s} A\left(\varepsilon\left(s S_{\Delta t} V+(1-s) V\right) \mathrm{d} s\left\|_{\ell \infty} \leq c\left(\|V\|_{h^{\sigma}},\left\|S_{\Delta t} V\right\|_{h^{\sigma}}\right)\right\| D_{\Delta t} V \|_{h^{\sigma}}\right. \tag{5.43}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left\|S_{\Delta t} v\right\|_{\left.h_{\mathcal{A}(\varepsilon S \Delta t}^{0} V\right)}^{2} \leq(1+c \Delta t)\left\|S_{\Delta t} v\right\|_{h_{\mathcal{A}(\varepsilon V)}^{0}}^{2} \tag{5.44}
\end{equation*}
$$

Substituting (5.41)-(5.42) into (5.40), solving the result for $\left\langle S_{\Delta t} v, \mathcal{A}_{\Delta t} S_{\Delta t} v\right\rangle_{\ell^{2}}$, and substituting the result into the right side of (5.44) yields (5.39).

Proof of Theorem 2.4. We first obtain the analogue of Lemma 5.2. Before applying a spatial difference operator $D_{\Delta x}^{\alpha}$ to equation (5.37), we rearrange that equation to show that the commutator terms that arise will have a similar form to those in Lemma 5.2. Assumption (2.21) implies that, after subtracting $A v$ from both sides of (5.37) and multiplying both sides of the result by $(\Delta t)^{-1}$, the terms multiplied by $A$ on the left side can be written as a time difference and the terms arising from $\mathcal{G}_{\Delta x} v-A v$ can be written as spatial differences. Note that although the term $\frac{A(\varepsilon v)\left[\sum C_{\alpha} S_{\Delta x}^{\alpha}-I\right] v}{\Delta t}$ is a sum of spatial differences divided by $\Delta t$ rather than by $\Delta x$, it can be written as $\frac{\Delta x}{\Delta t}$ times $\frac{A(\varepsilon v)\left[\sum C_{\alpha} S_{\Delta x}^{\alpha}-I\right] v}{\Delta x}$, and by assumption (2.27) either $\frac{\Delta x}{\Delta t}$ is bounded or else $A$ is constant and hence this term produces no commutator terms. Hence $D_{\Delta x}^{\alpha}$ applied to (5.37) can be written as that same equation with $v$ replaced by $D_{\Delta x}^{\alpha} v$ plus $\Delta t$ times commutators that can be estimated by a constant times spatial differences of order at most $|\alpha|$, which can be estimated in similar fashion to the estimates for the commutators of the $\theta$-scheme. Estimating as in the proof of Lemma 5.2 but using the basic estimate of Lemma 5.3 instead of Lemma 5.1, and using Lemma 4.2 to bound the term involving $B_{\Delta x}$ in the analogue of (5.25), therefore yields the desired estimate for $\langle v, \mathcal{A} v\rangle_{h^{s}}$. As in the proof of Lemma 5.2, an estimate for the time difference is obtained similarly. Given those estimates, the rest of the proof is similar to that of Theorem 2.2. In particular, the same trick used in the proof of that theorem can be used to show that when $\left\|Q_{\Delta x} v_{0, \varepsilon, \Delta x}\right\|_{h_{\mathcal{A}(0)}^{r}} \leq c \varepsilon$ then $\left\|\left.D_{\Delta t} u\right|_{t=0}\right\|_{h_{\mathcal{A}(0)}^{r}}$ is uniformly bounded, since the purely-implicit form $\frac{1}{\varepsilon} Q_{\Delta x} S_{\Delta t} u$ of the large term in (2.32) corresponds to the case $\theta=1$ of the $\theta$-scheme.
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