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#### Abstract

This article is concerned with the numerical simulations of perfect crystals. We study the rate of convergence of the reduced Hartree-Fock (rHF) model in a supercell towards the periodic rHF model in the whole space. We prove that, whenever the crystal is an insulator or a semi-conductor, the supercell energy per unit cell converges exponentially fast towards the periodic rHF energy per unit cell, with respect to the size of the supercell.
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## 1. Introduction

The numerical simulation of the electronic structure of crystals is a very active research area in solid state physics, materials science and nano-electronics. When the crystal is perfect, a good approximation of its electronic ground state density can be obtained by solving a mean-field nonlinear periodic model set on the whole space. Using the Bloch transform ([14], Chap. XIII), we can recast such a problem as a continuous family of compact problems indexed by points of the Brillouin-zone. In practice, the compact problems are solved on a discretization of the Brillouin zone. There is therefore an inherent error coming from the fact that this Brillouin zone is sampled, and it is not obvious a priori whether this error is small, due to the nonlinearity of the problem. It has been observed numerically since the work of Monkhorst and Pack [12] that this error is indeed very small when the discretization is uniform, and when the crystal is an insulator or a semiconductor. To our knowledge, no rigorous proof of this fact was ever given. This article aims at proving why it is indeed the case in the reduced Hartree-Fock (rHF) model, which is a Hartree-Fock model where the exchange term is neglected. This model was studied in [4,5].

A crystal is modeled by a periodic nuclear charge distribution $\mu_{\text {per }}$. The corresponding rHF energy per unit cell is denoted by $I_{\mathrm{per}}^{\mu_{\text {per }}}$. When numerical calculations are performed over a regular discretization of the Brillouinzone, this amounts to calculate the energy on a supercell, i.e. on a large box containing $L$ times the periodicity of $\mu_{\mathrm{per}}$ in each direction (for a total of $L^{3}$ unit cells in the supercell), and with periodic boundary conditions. The rHF energy on a supercell of size $L$ is denoted by $I_{L}^{\mu_{\text {per }}}$, so that the corresponding energy per unit cell is $L^{-3} I_{L}^{\mu_{\mathrm{per}}}$.

[^0]It was proved in [4] that $L^{-3} I_{L}^{\mu_{\text {per }}}$ converges to $I_{\mathrm{per}}^{\mu_{\text {per }}}$ as $L$ goes to infinity, when the crystal is an insulator or a semiconductor. However, following the proof in [4], one might find a rate of convergence of order $L^{-1}$, which is well below what is numerically observed. Our main result is that, if the crystal is an insulator or a semiconductor, then there exist constants $C \in \mathbb{R}^{+}$and $\alpha>0$, such that

$$
\begin{equation*}
\forall L \in \mathbb{N}^{*}, \quad\left|L^{-3} I_{L}^{\mu_{\mathrm{per}}}-I_{\mathrm{per}}^{\mu_{\mathrm{per}}}\right| \leq C \mathrm{e}^{-\alpha L} \tag{1.1}
\end{equation*}
$$

We also prove that the supercell electronic density converges exponentially fast to the periodic rHF electronic density, in the $L^{\infty}\left(\mathbb{R}^{3}\right)$ norm. To prove such rates of convergence, we recast the problem into the difference between an integral and a corresponding Riemann sum, and show that the integrand is both periodic and analytic on a complex strip. Similar tools were used in $[2,7,8,10,13]$ to prove that the Wannier functions of insulators are exponentially localized.

This article is organized as follows. In Section 2, we recall how the rHF model is derived. We present the main results in Section 3. In Section 4, we apply the Bloch theory for both periodic models and supercell models. The proofs of the main results are postponed until Sections 5 and 6. Finally, we illustrate our theoretical results with numerical simulations in Section 7.

Throughout this article, we will give explicit values of the constants appearing in the inequalities. These values are very crude, but allows one to see how these constants depend on the parameters of the electronic problem.

## 2. Presentation of the models

A perfect crystal is a periodic arrangement of atoms. Both the nuclear charge density $\mu_{\text {per }}$ and the electronic density are $\mathcal{R}$-periodic functions, where $\mathcal{R}$ is a discrete periodic lattice of $\mathbb{R}^{3}$. Let $\Gamma$ be the unit cell of the lattice, and let $\Gamma^{*}$ be the unit cell of the dual lattice $\mathcal{R}^{*}$ (or the Brillouin zone). For instance, for $\mathcal{R}=a \mathbb{Z}^{3}$, $\Gamma=[-a / 2, a / 2)^{3}, \mathcal{R}^{*}=(2 \pi / a) \mathbb{Z}^{3}$ and $\Gamma^{*}=[-\pi / a, \pi / a)^{3}$. For $\mathbf{R} \in \mathcal{R}$, we let $\tau_{\mathbf{R}}$ be the translation operator on $L^{2}\left(\mathbb{R}^{3}\right)$ defined by $\left(\tau_{\mathbf{R}} f\right)(\mathbf{x}):=f(\mathbf{x}-\mathbf{R})$.

We will assume throughout the paper that the nuclear charge density $\mu_{\text {per }}$ is a real-valued $\mathcal{R}$-periodic function that is locally square integrable for simplicity, but distributions with singularity points may also be handled [1].

### 2.1. The supercell rHF model

In a supercell model, the system is confined to a box $\Gamma_{L}:=L \Gamma$ with periodic boundary conditions. We denote by $L_{\text {per }}^{2}\left(\Gamma_{L}\right)$ the Hilbert space of locally square integrable complex-valued functions that are $L \mathcal{R}$-periodic. The normalized Fourier coefficients of a function $f \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ are defined by

$$
\forall \mathbf{k} \in L^{-1} \mathcal{R}^{*}, \quad c_{\mathbf{k}}^{L}(f)=\frac{1}{\left|\Gamma_{L}\right|^{1 / 2}} \int_{\Gamma_{L}} f(\mathbf{x}) \mathrm{e}^{-\mathrm{i} \mathbf{k} \cdot \mathbf{x}} \mathrm{~d} \mathbf{x}
$$

so that, for any $f \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$,

$$
f(\mathbf{x})=\frac{1}{\left|\Gamma_{L}\right|^{1 / 2}} \sum_{\mathbf{k} \in L^{-1} \mathcal{R}^{*}} c_{\mathbf{k}}^{L}(f) \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{x}} \quad \text { a.e. and in } L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)
$$

The set of admissible electronic states for the supercell model is

$$
\mathcal{P}_{L}:=\left\{\gamma_{L} \in \mathcal{S}\left(L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)\right), 0 \leq \gamma_{L} \leq 1, \operatorname{Tr}_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}\left(\gamma_{L}\right)+\operatorname{Tr}_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}\left(-\Delta_{L} \gamma_{L}\right)<\infty\right\}
$$

where $\mathcal{S}(\mathcal{H})$ denotes the space of the bounded self-adjoint operators on the Hilbert space $\mathcal{H}$. Here, $\operatorname{Tr}_{L_{\text {per }}^{2}\left(\Gamma_{L}\right)}\left(-\Delta_{L} \gamma_{L}\right)$ is a shorthand notation for

$$
\begin{equation*}
\operatorname{Tr}_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}\left(-\Delta_{L} \gamma_{L}\right):=\sum_{i=1}^{3} \operatorname{Tr}_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}\left(P_{j, L} \gamma_{L} P_{j, L}\right) \tag{2.1}
\end{equation*}
$$

where, for $1 \leq j \leq 3, P_{j, L}$ is the self-adjoint operator on $L_{\text {per }}^{2}\left(\Gamma_{L}\right)$ defined by $c_{\mathbf{k}}^{L}\left(P_{j, L} f\right)=k_{j} c_{\mathbf{k}}^{L}(f)$ for all $\mathbf{k}=\left(k_{1}, k_{2}, k_{3}\right) \in L^{-1} \mathcal{R}^{*}$. Note that $c_{\mathbf{k}}^{L}\left(-\Delta_{L} f\right)=|\mathbf{k}|^{2} c_{\mathbf{k}}^{L}(f)$ for all $\mathbf{k} \in L^{-1} \mathcal{R}^{*}$.

We introduce the $L \mathcal{R}$-periodic Green kernel $G_{L}$ of the Poisson interaction [11], solution of

$$
\left\{\begin{array}{c}
-\Delta G_{L}=4 \pi\left(\sum_{\mathbf{k} \in \mathcal{R}} \delta_{\mathbf{k}}-1\right) \\
G_{L} \text { is } L \mathcal{R} \text {-periodic. }
\end{array}\right.
$$

The expression of $G_{L}$ is given in the Fourier basis by

$$
\begin{equation*}
G_{L}(\mathbf{x})=c_{L}+\frac{4 \pi}{\left|\Gamma_{L}\right|} \sum_{\mathbf{k} \in L^{-1} \mathcal{R}^{*} \backslash\{\mathbf{0}\}} \frac{\mathrm{e}^{\mathbf{i} \mathbf{k} \cdot \mathbf{x}}}{|\mathbf{k}|^{2}}, \tag{2.2}
\end{equation*}
$$

where $c_{L}=\left|\Gamma_{L}\right|^{-1} \int_{\Gamma_{L}} G_{L}$. The constant $c_{L}$ can be any fixed constant a priori. In one of the first article on the topic [11], the authors chose to set $c_{L}=0$, but other choices are equally valid (see [4] for instance). This is due to the fact that $c_{L}$ does not play any role for neutral systems. We choose to set $c_{L}=0$ for simplicity. The supercell Coulomb energy is defined by

$$
\begin{equation*}
\forall f, g \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right), \quad D_{L}(f, g):=\int_{\Gamma}\left(f *_{\Gamma_{L}} G_{L}\right)(\mathbf{x}) g(\mathbf{x}) \mathrm{d} \mathbf{x} \tag{2.3}
\end{equation*}
$$

where $\left(f *_{\Gamma_{L}} G_{L}\right)(\mathbf{x}):=\int_{\Gamma} f(\mathbf{y}) G_{L}(\mathbf{x}-\mathbf{y}) \mathrm{d} \mathbf{y}$. We recall that the map $\rho \mapsto \rho *_{\Gamma_{L}} G_{L}$ is continuous from $L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ to $L_{\text {per }}^{\infty}\left(\Gamma_{L}\right)$.

Any $\gamma_{L} \in \mathcal{P}_{L}$ is locally trace-class, and can be associated an $L \mathcal{R}$-periodic density $\rho_{\gamma_{L}} \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$. For $\gamma_{L} \in \mathcal{P}_{L}$, the supercell reduced Hartree-Fock energy is

$$
\begin{equation*}
\mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right):=\frac{1}{2} \operatorname{Tr}_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}\left(-\Delta_{L} \gamma_{L}\right)+\frac{1}{2} D_{L}\left(\rho_{\gamma_{L}}-\mu_{\mathrm{per}}, \rho_{\gamma_{L}}-\mu_{\mathrm{per}}\right) . \tag{2.4}
\end{equation*}
$$

The first term of (2.4) corresponds to the supercell kinetic energy, and the second term represents the supercell Coulomb energy. The ground state energy of the system is given by the minimization problem

$$
\begin{equation*}
I_{L}^{\mu_{\mathrm{per}}}=\inf \left\{\mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right), \gamma_{L} \in \mathcal{P}_{L}, \int_{\Gamma_{L}} \rho_{\gamma_{L}}=\int_{\Gamma_{L}} \mu_{\mathrm{per}}\right\} . \tag{2.5}
\end{equation*}
$$

Using techniques similar to ([4], Thm. 4), the following result holds (we do not prove it, for the arguments are similar to the ones in [4]).

Theorem 2.1 (Existence of a supercell minimizer). For all $L \in \mathbb{N}^{*}$, the minimization problem (2.5) admits minimizers. One of these minimizers $\gamma_{L, 0}$ satisfies $\tau_{\mathbf{R}} \gamma_{L, 0}=\gamma_{L, 0} \tau_{\mathbf{R}}$. All minimizers share the same density $\rho_{\gamma_{L, 0}}$, which is $\mathcal{R}$-periodic. Finally, $\gamma_{L, 0}$ satisfies the self-consistent equation

$$
\left\{\begin{array}{l}
\gamma_{L, 0}=\mathbb{1}\left(H_{L, 0}<\varepsilon_{F}^{L}\right)+\delta  \tag{2.6}\\
H_{L, 0}=-\frac{1}{2} \Delta_{L}+V_{L, 0} \\
V_{L, 0}=\left(\rho_{\gamma_{L, 0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1},
\end{array}\right.
$$

where $H_{L, 0}$ acts on $L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ and $0 \leq \delta \leq \mathbb{1}\left(H_{L, 0}=\varepsilon_{F}^{L}\right)$ is a finite rank operator.
Here, $\varepsilon_{F}^{L}$ is the Fermi level of the supercell model. It is chosen so that the charge constraint in (2.5) is satisfied.
Remark 2.2. The $L \mathcal{R}$-periodic density of the minimizers $\rho_{\gamma_{L, 0}}$ is actually $\mathcal{R}$-periodic. It is unclear that such a property should hold for more complex models (e.g. Kohn-Sham models). This is the reason why we state our results for the rHF model. We believe however that similar results should hold true for more complex systems, provided that the supercell density is $\mathcal{R}$-periodic for each size of the supercell.

### 2.2. The reduced Hartree-Fock model for perfect crystals

The rHF model for perfect crystals, or periodic rHF, has been rigorously derived from the rHF model for finite molecular systems by means of a thermodynamic limit procedure by Catto, Le Bris and Lions [5]. In [4], Cancès, Deleurence and Lewin proved that the same periodic rHF model is the limit of the rHF supercell model as the size of the supercell goes to infinity.

We introduce the set of admissible density matrices

$$
\begin{equation*}
\mathcal{P}_{\mathrm{per}}:=\left\{\gamma \in \mathcal{S}\left(L_{\mathrm{per}}^{2}(\Gamma)\right), 0 \leq \gamma \leq 1, \forall \mathbf{R} \in \mathcal{R}, \tau_{\mathbf{R}} \gamma=\gamma \tau_{\mathbf{R}}, \underline{\operatorname{Tr}}(\gamma)+\underline{\operatorname{Tr}}(-\Delta \gamma)<\infty\right\} \tag{2.7}
\end{equation*}
$$

where Tr denotes the trace per unit volume. For any locally trace class operator $A$ that commutes with $\mathcal{R}$-translations, it reads

$$
\begin{equation*}
\underline{\operatorname{Tr}}(A):=\lim _{L \rightarrow \infty} \frac{1}{L^{3}} \operatorname{Tr}\left(\mathbb{1}_{L \Gamma} A \mathbb{1}_{L \Gamma}\right) \tag{2.8}
\end{equation*}
$$

The trace per unit volume $\underline{\operatorname{Tr}}$ can also be defined via the Bloch transform (see Eq. (4.6) below). Here, $\underline{\operatorname{Tr}}(-\Delta \gamma)$ is a shorthand notation for

$$
\underline{\operatorname{Tr}}(-\Delta \gamma):=\sum_{j=1}^{3} \underline{\operatorname{Tr}}\left(P_{j} \gamma P_{j}\right)
$$

where $P_{j}=-\mathrm{i} \partial_{x_{j}}$ is the momentum operator in the $j$ th direction. The Coulomb energy per unit volume is defined by

$$
\begin{equation*}
\forall f, g \in L_{\mathrm{per}}^{2}(\Gamma), \quad D_{1}(f, g):=\int_{\Gamma}\left(f *_{\Gamma} G_{1}\right)(\mathbf{x}) g(\mathbf{x}) \mathrm{d} \mathbf{x}, \tag{2.9}
\end{equation*}
$$

where $G_{1}$ was introduced in (2.2).
Any $\gamma \in \mathcal{P}_{\text {per }}$ is locally trace-class, and can be associated an $\mathcal{R}$-periodic density $\rho_{\gamma} \in L_{\text {per }}^{2}(\Gamma)$. For $\gamma \in \mathcal{P}_{\text {per }}$, the reduced Hartree-Fock energy is given by

$$
\begin{equation*}
\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}(\gamma):=\frac{1}{2} \underline{\operatorname{Tr}}(-\Delta \gamma)+\frac{1}{2} D_{1}\left(\rho_{\gamma}-\mu_{\mathrm{per}}, \rho_{\gamma}-\mu_{\mathrm{per}}\right) . \tag{2.10}
\end{equation*}
$$

The first term of (2.10) corresponds to the kinetic energy per unit volume, and the second term represents the Coulomb energy per unit volume. Finally, the periodic rHF ground state energy is given by the minimization problem

$$
\begin{equation*}
I_{\mathrm{per}}^{\mu_{\mathrm{per}}}:=\inf \left\{\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}(\gamma), \gamma \in \mathcal{P}_{\mathrm{per}}, \int_{\Gamma} \rho_{\gamma}=\int_{\Gamma} \mu_{\mathrm{per}}\right\} \tag{2.11}
\end{equation*}
$$

It has been proved in [4] that the minimization problem (2.11) admits a unique minimizer $\gamma_{0}$, which is the solution of the self-consistent equation

$$
\left\{\begin{array}{l}
\gamma_{0}=\mathbb{1}\left(H_{0}<\varepsilon_{F}\right)+\delta  \tag{2.12}\\
H_{0}=-\frac{1}{2} \Delta+V_{0} \\
V_{0}=\left(\rho_{\gamma_{0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}
\end{array}\right.
$$

where $H_{0}$ acts on $L^{2}\left(\mathbb{R}^{3}\right)$ and $0 \leq \delta \leq \mathbb{1}\left(H_{0}=\varepsilon_{F}\right)$ is a finite rank operator. Here, the Fermi energy $\varepsilon_{F}$ is the Lagrange multiplier corresponding to the charge constraint $\int_{\Gamma} \rho_{\gamma_{0}}=\int_{\Gamma} \mu_{\text {per }}$. We make the following assumption:
(A1) The system is an insulator, in the sense that $H_{0}$ has a spectral gap around $\varepsilon_{F}$.
In particular, $\delta=0$.

## 3. Main Results

Our main results are concerned with the rate of convergence of supercell models towards corresponding periodic models. We first prove the exponential rate of convergence in a linear setting, where the mea-field potential $V$ is a fixed bounded $\mathcal{R}$-periodic function: $V \in L_{\text {per }}^{\infty}(\Gamma)$. We then extend our result to the nonlinear rHF model, where the external potential is the solution of the self-consistent equation (2.6) or (2.12).

We start with the linear case. For a trace-class operator $A_{L} \in \mathfrak{S}_{1}\left(L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)\right)$, we denote by $\operatorname{Tr}_{L}\left(A_{L}\right)$ the trace per unit volume of $A$, defined by (see also Eq. (4.10) below for an alternative definition using supercell Bloch transforms)

$$
\begin{equation*}
\underline{\operatorname{Tr}}_{L}\left(A_{L}\right)=\frac{1}{L^{3}} \operatorname{Tr}_{L_{\text {per }}^{2}\left(\Gamma_{L}\right)}\left(A_{L}\right) . \tag{3.1}
\end{equation*}
$$

The proof of the following proposition is given in Section 5.
Proposition 3.1 (Convergence rate of the linear supercell model). Let $V \in L_{\mathrm{per}}^{\infty}(\Gamma)$ be such that the operator $H=-\frac{1}{2} \Delta+V$ acting on $L^{2}\left(\mathbb{R}^{3}\right)$ has a gap of size $g>0$ centered around the Fermi level $\varepsilon_{F}$. Then, for any $L \in \mathbb{N}^{*}$, the operator $H^{L}:=-\frac{1}{2} \Delta_{L}+V$ acting on $L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ has a gap of size at least $g$ around $\varepsilon_{F}$. Let

$$
\begin{equation*}
\gamma=\mathbb{1}\left(H \leq \varepsilon_{F}\right) \quad \text { and } \quad \gamma_{L}=\mathbb{1}\left(H^{L} \leq \varepsilon_{F}\right) . \tag{3.2}
\end{equation*}
$$

Then, $\gamma \in \mathcal{P}_{\text {per }}$ and $\gamma_{L} \in \mathcal{P}_{L}$, and there exist constants $C \in \mathbb{R}^{+}$and $\alpha>0$, that depend on the lattice $\mathcal{R}$, $\|V\|_{L^{\infty}, g}$ and $\varepsilon_{F}$ only, such that

$$
\begin{equation*}
\forall L \in \mathbb{N}^{*}, \quad\left|\underline{\operatorname{Tr}}(\gamma H)-\underline{\operatorname{Tr}_{L}}\left(\gamma_{L} H^{L}\right)\right| \leq C \mathrm{e}^{-\alpha L} \quad \text { (ground state energy per unit volume) } \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall L \in \mathbb{N}^{*}, \quad\left\|\rho_{\gamma}-\rho_{\gamma_{L}}\right\|_{L^{\infty}} \leq C \mathrm{e}^{-\alpha L} \quad \text { (ground state density) } \tag{3.4}
\end{equation*}
$$

In a second step, we will use the projectors $\gamma$ and $\gamma_{L}$ obtained for well chosen potentials $V$ as candidates for the minimization problems (2.11) and (2.5) respectively. We have the following result (see Sect. 5.5 for the proof).

Corollary 3.2. With the same notation as in Proposition 3.1, there exist constants $C \in \mathbb{R}^{+}$and $\alpha>0$, that depend on the lattice $\mathcal{R},\|V\|_{L^{\infty}}, g$ and $\varepsilon_{F}$ only, such that

$$
\begin{equation*}
\forall L \in \mathbb{N}^{*}, \quad\left|\mathcal{E}_{\text {per }}^{\mu_{\text {er }}}(\gamma)-L^{-3} \mathcal{E}_{L}^{\mu_{\text {per }}}\left(\gamma_{L}\right)\right| \leq C \mathrm{e}^{-\alpha L} . \tag{3.5}
\end{equation*}
$$

We are now able to state our main result for the rHF model. The proof of the following theorem is given in Section 6. In the sequel, we denote by $\mathcal{B}(E)$ the usual Banach space of bounded operators acting on the Banach space $E$.

Theorem 3.3 (Convergence rate of the rHF supercell model). Under hypothesis (A1), there exist $C \in \mathbb{R}^{+}$ and $\alpha>0$ independent of $L$ such that the following estimates hold true:

- Convergence of the ground state energy per unit volume:

$$
\forall L \in \mathbb{N}^{*}, \quad\left|L^{-3} I_{L}^{\mu_{\text {per }}}-I_{\text {per }}^{\mu_{\text {per }}}\right| \leq C \mathrm{e}^{-\alpha L} ;
$$

- Convergence of the ground state density:

$$
\forall L \in \mathbb{N}^{*}, \quad\left\|\rho_{\gamma_{L, 0}}-\rho_{\gamma_{0}}\right\|_{L_{\text {per }}^{\infty}(\Gamma)} \leq C \mathrm{e}^{-\alpha L} ;
$$

- Convergence of the mean-field Hamiltonian:

$$
\forall L \in \mathbb{N}^{*}, \quad\left\|H_{L}-H_{0}\right\|_{\mathcal{B}\left(L^{2}\left(\mathbb{R}^{3}\right)\right)} \leq C \mathrm{e}^{-\alpha L}
$$

where $H_{L}:=-\frac{1}{2} \Delta+\left(\rho_{\gamma_{L, 0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}$ and $H:=-\frac{1}{2} \Delta+\left(\rho_{\gamma_{0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}$ are acting on $L^{2}\left(\mathbb{R}^{3}\right)$.
The fact that the supercell quantities converge to the corresponding quantities of the periodic rHF model was already proved in ([4],Thm. 4). However, following the proof of the latter article, we only find an $O\left(L^{-1}\right)$ convergence rate.

The proof of Proposition 3.1 and Theorem 3.3 rely on Bloch transforms.

## 4. Bloch transform and supercell Bloch transform

### 4.1. Bloch transform from $L^{2}\left(\mathbb{R}^{3}\right)$ to $L_{\text {per }}^{2}\left(\Gamma^{*}, L^{2}(\Gamma)\right)$

We recall in this section the basic properties of the usual Bloch transform ([14], Chap. XIII). Let $\left(\mathbf{a}_{1}, \mathbf{a}_{2}, \mathbf{a}_{3}\right)$ be a basis of the lattice $\mathcal{R}$, so that $\mathcal{R}=\mathbb{Z} \mathbf{a}_{1}+\mathbb{Z} \mathbf{a}_{2}+\mathbb{Z} \mathbf{a}_{3}$. We define the dual lattice $\mathcal{R}^{*}$ by $\mathcal{R}^{*}=\mathbb{Z} \mathbf{a}_{1}^{*}+\mathbb{Z} \mathbf{a}_{2}^{*}+\mathbb{Z} \mathbf{a}_{3}^{*}$ where the vectors $\mathbf{a}_{i}^{*}$ are such that $\mathbf{a}_{i}^{*} \cdot \mathbf{a}_{j}=2 \pi \delta_{i j}$. The unit cell and the reciprocal unit cell are respectively defined by

$$
\Gamma:=\left\{\alpha_{1} \mathbf{a}_{1}+\alpha_{2} \mathbf{a}_{2}+\alpha_{3} \mathbf{a}_{3},\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in[-1 / 2,1 / 2)^{3}\right\}
$$

and

$$
\Gamma^{*}:=\left\{\alpha_{1} \mathbf{a}_{1}^{*}+\alpha_{2} \mathbf{a}_{2}^{*}+\alpha_{3} \mathbf{a}_{3}^{*},\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \in[-1 / 2,1 / 2)^{3}\right\}
$$

Note that $\Gamma^{*}$ differs from the first Brillouin zone when the crystal is not cubic. We consider the Hilbert space $L^{2}\left(\Gamma^{*}, L_{\text {per }}^{2}(\Gamma)\right)$, endowed with the normalized inner product

$$
\langle f(\mathbf{q}, \mathbf{x}), g(\mathbf{q}, \mathbf{x})\rangle_{L^{2}\left(\Gamma^{*}, L_{\mathrm{per}}^{2}(\Gamma)\right)}:=f_{\Gamma^{*}} \int_{\Gamma} \bar{f}(\mathbf{q}, \mathbf{x}) g(\mathbf{q}, \mathbf{x}) \mathrm{d} \mathbf{x} \mathrm{~d} \mathbf{q}
$$

where we denoted by $f_{\Gamma^{*}}:=\left|\Gamma^{*}\right|^{-1} \int$. The Bloch transform is defined by

$$
\begin{align*}
\mathcal{Z}: L^{2}\left(\mathbb{R}^{3}\right) & \rightarrow L^{2}\left(\Gamma^{*}, L_{\mathrm{per}}^{2}(\Gamma)\right) \\
w & \mapsto(\mathcal{Z} w)(\mathbf{q}, \mathbf{x}):=w_{\mathbf{q}}(\mathbf{x}):=\sum_{\mathbf{R} \in \mathcal{R}} \mathrm{e}^{-\mathrm{i} \mathbf{q} \cdot(\mathbf{x}+\mathbf{R})} w(\mathbf{x}+\mathbf{R}) \tag{4.1}
\end{align*}
$$

Its inverse is given by

$$
\begin{aligned}
\mathcal{Z}^{-1}: L^{2}\left(\Gamma^{*}, L_{\mathrm{per}}^{2}(\Gamma)\right) & \rightarrow L^{2}\left(\mathbb{R}^{3}\right) \\
w_{\mathbf{q}}(\mathbf{x}) & \mapsto\left(\mathcal{Z}^{-1} w\right)(\mathbf{x}):=f_{\Gamma^{*}} \mathrm{e}^{\mathrm{i} \mathbf{q} \cdot \mathbf{x}} w_{\mathbf{q}}(\mathbf{x}) \mathrm{d} \mathbf{q}
\end{aligned}
$$

It holds that $\mathcal{Z}$ is an isometry, namely

$$
\|\mathcal{Z} w\|_{L^{2}\left(\Gamma^{*}, L_{\mathrm{per}}^{2}(\Gamma)\right)}^{2}=f_{\Gamma^{*}} \int_{\Gamma}|(\mathcal{Z} w)(\mathbf{q}, \mathbf{x})|^{2} \mathrm{~d} \mathbf{x} \mathrm{~d} \mathbf{q}=\|w\|_{L^{2}\left(\mathbb{R}^{3}\right)}^{2}
$$

For $\mathbf{m} \in \mathcal{R}^{*}$, we introduce the unitary operator $U_{\mathbf{m}}$ acting on $L_{\mathrm{per}}^{2}(\Gamma)$ defined by

$$
\begin{equation*}
\forall \mathbf{m} \in \mathcal{R}^{*}, \quad \forall f \in L_{\mathrm{per}}^{2}(\Gamma), \quad\left(U_{\mathbf{m}} f\right)(\mathbf{x})=\mathrm{e}^{-\mathrm{i} \mathbf{m} \cdot \mathbf{x}} f(\mathbf{x}) \tag{4.2}
\end{equation*}
$$

From (4.1), it is natural to consider $\mathcal{Z} w$ as a function of $L_{\mathrm{loc}}^{2}\left(\mathbb{R}^{3}, L_{\mathrm{per}}^{2}(\Gamma)\right)$ such that

$$
\begin{equation*}
\forall w \in L^{2}\left(\mathbb{R}^{3}\right), \quad \forall \mathbf{m} \in \mathcal{R}^{*}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad(\mathcal{Z} w)(\mathbf{q}+\mathbf{m}, \cdot)=w_{\mathbf{q}+\mathbf{m}}=U_{\mathbf{m}} w_{\mathbf{q}}=U_{\mathbf{m}}(\mathcal{Z} w(\mathbf{q}, \cdot)) \tag{4.3}
\end{equation*}
$$

Let $A$ with domain $\mathcal{D}(A)$ be a possibly unbounded operator acting on $L_{\text {per }}^{2}(\Gamma)$. We say that $A$ commutes with $\mathcal{R}$-translations if $\tau_{\mathbf{R}} A=A \tau_{\mathbf{R}}$ for all $\mathbf{R} \in \mathcal{R}$. If $A$ commutes with $\mathcal{R}$-translations, then it admits a Bloch decomposition. The operator $\mathcal{Z} A \mathcal{Z}^{-1}$ is block diagonal, which means that there exists a family of operators $\left(A_{\mathbf{q}}\right)_{\mathbf{q} \in \Gamma^{*}}$
acting on $L_{\text {per }}^{2}(\Gamma)$, such that, if $f \in L^{2}\left(\mathbb{R}^{3}\right)$ and $g \in \mathcal{D}(A)$ are such that $f=A g$, then, for almost any $\mathbf{q} \in \Gamma^{*}$, $g_{\mathbf{q}} \in L_{\mathrm{per}}^{2}(\Gamma)$ is in the domain of $A_{\mathbf{q}}$, and

$$
\begin{equation*}
f_{\mathbf{q}}=A_{\mathbf{q}} g_{\mathbf{q}} \tag{4.4}
\end{equation*}
$$

In this case, we write

$$
\mathcal{Z} A \mathcal{Z}^{-1}=f_{\Gamma^{*}}^{\oplus} A_{\mathbf{q}} \mathrm{d} \mathbf{q} \quad(\text { Bloch decomposition of } A)
$$

From (4.3), we extend the definition of $A_{\mathbf{q}}$, initially defined for $\mathbf{q} \in \Gamma^{*}$, to $\mathbf{q} \in \mathbb{R}^{3}$, with

$$
\begin{equation*}
\forall \mathbf{m} \in \mathcal{R}^{*}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad A_{\mathbf{q}+\mathbf{m}}=U_{\mathbf{m}} A_{\mathbf{q}} U_{\mathbf{m}}^{-1} \tag{4.5}
\end{equation*}
$$

so that (4.4) holds for almost any $\mathbf{q} \in \mathbb{R}^{3}$. If $A$ is locally trace-class, then $A_{\mathbf{q}}$ is trace-class on $L_{\text {per }}^{2}(\Gamma)$ for almost any $\mathbf{q} \in \mathbb{R}^{3}$. The operator $A$ can be associated a density $\rho_{A}$, which is an $\mathcal{R}$-periodic function, given by

$$
\rho_{A}=f_{\Gamma^{*}} \rho_{A_{\mathbf{q}}} \mathrm{d} \mathbf{q}
$$

where $\rho_{A_{\mathbf{q}}}$ is the density of the trace-class operator $A_{\mathbf{q}}$. The trace per unit volume of $A$ (defined in (2.8)) is also equal to

$$
\begin{equation*}
\underline{\operatorname{Tr}}(A)=f_{\Gamma^{*}} \operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(A_{\mathbf{q}}\right) \mathrm{d} \mathbf{q} \tag{4.6}
\end{equation*}
$$

### 4.2. Bloch transform from $L_{\text {per }}^{2}\left(\Gamma_{L}\right)$ to $\ell^{2}\left(\Lambda_{L}, L_{\text {per }}^{2}(\Gamma)\right)$

We present in this section the "supercell" Bloch transform. This transformation goes from $L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ to $\ell^{2}\left(\Lambda_{L}, L_{\mathrm{per}}^{2}(\Gamma)\right)$, where $\Lambda_{L}:=\left(L^{-1} \mathcal{R}^{*}\right) \cap \Gamma^{*}$, i.e.

$$
\begin{equation*}
\Lambda_{L}:=\left\{\frac{k_{1}}{L} \mathbf{a}_{1}^{*}+\frac{k_{2}}{L} \mathbf{a}_{2}^{*}+\frac{k_{3}}{L} \mathbf{a}_{3}^{*},\left(k_{1}, k_{2}, k_{3}\right) \in\left\{\frac{-L+\eta}{2}, \frac{-L+\eta}{2}+1, \ldots, \frac{L+\eta}{2}-1\right\}^{3}\right\} \tag{4.7}
\end{equation*}
$$

with $\eta=1$ if $L$ is odd, and $\eta=0$ if $L$ is even, so that there are exactly $L^{3}$ points in $\Lambda_{L}$. Similarly, we define $\mathcal{R}_{L}:=\mathcal{R} \cap \Gamma_{L}$, which contains $L^{3}$ points of the lattice $\mathcal{R}$. The supercell Bloch transform has properties similar to those of the standard Bloch transform, the main difference being that there are only a finite number of fibers. We introduce the Hilbert space $\ell^{2}\left(\Lambda_{L}, L_{\text {per }}^{2}(\Gamma)\right)$ endowed with the normalized inner product

$$
\langle f(\mathbf{Q}, \mathbf{x}), g(\mathbf{Q}, \mathbf{x})\rangle_{\ell^{2}\left(\Lambda_{L}, L_{\mathrm{per}}^{2}(\Gamma)\right)}:=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \int_{\Gamma} \bar{f}(\mathbf{Q}, \mathbf{x}) g(\mathbf{Q}, \mathbf{x}) \mathrm{d} \mathbf{x}
$$

The supercell Bloch transform is defined by

$$
\begin{aligned}
\mathcal{Z}_{L}: L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right) & \rightarrow \ell^{2}\left(\Lambda_{L}, L_{\mathrm{per}}^{2}(\Gamma)\right) \\
w & \mapsto\left(\mathcal{Z}_{L} w\right)(\mathbf{Q}, \mathbf{x}):=w_{\mathbf{Q}}(\mathbf{x}):=\sum_{\mathbf{R} \in \mathcal{R}_{L}} \mathrm{e}^{-\mathrm{i} \mathbf{Q} \cdot(\mathbf{x}+\mathbf{R})} w(\mathbf{x}+\mathbf{R})
\end{aligned}
$$

Its inverse is given by

$$
\begin{aligned}
\mathcal{Z}_{L}^{-1}: \ell^{2}\left(\Lambda_{L}, L_{\mathrm{per}}^{2}(\Gamma)\right) & \rightarrow L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right) \\
w_{\mathbf{Q}}(\mathbf{x}) & \mapsto\left(\mathcal{Z}_{L}^{-1} w\right)(\mathbf{x}):=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \mathrm{e}^{\mathrm{i} \mathbf{Q} \cdot \mathbf{x}} w_{\mathbf{Q}}(\mathbf{x})
\end{aligned}
$$

It holds that $\mathcal{Z}_{L}$ is an isometry, i.e.

$$
\|w\|_{L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)}^{2}=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \int_{\Gamma}\left|\left(\mathcal{Z}_{L} w\right)(\mathbf{Q}, \mathbf{x})\right|^{2} \mathrm{~d} \mathbf{x}
$$

We can extend $\mathcal{Z}$ to $\ell^{\infty}\left(L^{-1} \mathcal{R}^{*}, L_{\text {per }}^{2}(\Gamma)\right)$ with

$$
\forall w \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right), \quad \forall \mathbf{m} \in \mathcal{R}^{*}, \quad \forall \mathbf{Q} \in \Lambda_{L}, \quad w_{\mathbf{Q}+\mathbf{m}}=U_{\mathbf{m}} w_{\mathbf{Q}}
$$

where the operator $U_{\mathbf{m}}$ was defined in (4.2).
Let $A_{L}$ with domain $\mathcal{D}\left(A_{L}\right)$ be an operator acting on $L_{\text {per }}^{2}\left(\Gamma_{L}\right)$. If $A_{L}$ commutes with $\mathcal{R}$-translations, then it admits a supercell Bloch decomposition. The operator $\mathcal{Z}_{L} A_{L} \mathcal{Z}_{L}$ is block diagonal, which means that there exists a family of operators $\left(A_{L, \mathbf{Q}}\right)_{\mathbf{Q} \in \Lambda_{L}}$ acting on $L_{\mathrm{per}}^{2}(\Gamma)$ such that if $f=A_{L} g$ with $f \in L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)$ and $g \in \mathcal{D}\left(A_{L}\right)$, then for all $\mathbf{Q} \in \Lambda_{L}$,

$$
\begin{equation*}
f_{\mathbf{Q}}=A_{L, \mathbf{Q}} g_{\mathbf{Q}} . \tag{4.8}
\end{equation*}
$$

We write

$$
\mathcal{Z}_{L} A_{L} \mathcal{Z}_{L}^{-1}:=\frac{1}{L^{3}} \bigoplus_{\mathbf{Q} \in \Lambda_{L}} A_{L, \mathbf{Q}} \quad \text { (supercell Bloch decomposition of } A_{L} \text { ). }
$$

The spectrum of $A_{L}$ can be deduced from the spectra of $\left(A_{L, \mathbf{Q}}\right)_{\mathbf{Q} \in \Lambda_{L}}$ using the formula

$$
\begin{equation*}
\sigma\left(A_{L}\right)=\bigcup_{\mathbf{Q} \in \Lambda_{L}} \sigma\left(A_{L, \mathbf{Q}}\right) . \tag{4.9}
\end{equation*}
$$

Similarly to (4.5), we extend the definition of $A_{L, \mathbf{Q}}$ to $L^{-1} \mathcal{R}^{*}$ with

$$
\forall \mathbf{m} \in \mathcal{R}^{*}, \quad \forall \mathbf{Q} \in \Lambda_{L}, \quad A_{L, \mathbf{Q}+\mathbf{m}}=U_{\mathbf{m}} A_{L, \mathbf{Q}} U_{\mathbf{m}}^{-1},
$$

so that (4.8) holds for all $\mathbf{Q} \in L^{-1} \mathcal{R}^{*}$.
Finally, if the operator $A_{L}$ is trace-class, the trace per unit volume of $A_{L}$, defined in (3.1), is also equal to

$$
\begin{equation*}
\underline{\operatorname{Tr}}_{L}\left(A_{L}\right)=\frac{1}{L^{3}} \operatorname{Tr}_{L_{\text {per }}^{2}\left(\Gamma_{L}\right)}\left(A_{L}\right)=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \operatorname{Tr}_{L_{\text {per }}^{2}(\Gamma)}\left(A_{L, \mathbf{Q}}\right), \tag{4.10}
\end{equation*}
$$

and the associated density is given by $\rho_{A_{L}}=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \rho_{A_{L, \mathbf{Q}}}$, where $\rho_{A_{L, \mathbf{Q}}}$ is the density of the trace-class operator $A_{L, \mathbf{Q}}$.

## 5. Proof of Proposition 3.1: the linear case

The proofs of Proposition 3.1 and Theorem 3.3 are based on reformulating the problem using the Bloch transforms. Comparing quantities belonging to the whole space model on the one hand, and to the supercell model on the other hand amounts to comparing integrals with Riemann sums. The exponential convergence then relies on two arguments: quantities of interest are $\mathcal{R}^{*}$-periodic and have analytic continuations on a complex strip, and the Riemann sums for such functions converge exponentially fast to the corresponding integrals.

We prove in this section the exponential convergence of Proposition 3.1.

### 5.1. Convergence of Riemann sums

We recall the following classical lemma. For $A>0$, we denote by

$$
S_{A}:=\left\{\mathbf{z} \in \mathbb{C}^{3},|\operatorname{Im}(\mathbf{z})|_{\infty} \leq A\right\}=\mathbb{R}^{3}+\mathrm{i}[-A, A]^{3} .
$$

If $E$ is a Banach space and $d \in \mathbb{N}^{*}$, an $E$-valued function $F: \Omega \subset \mathbb{C}^{d} \rightarrow E$ is said to be (strongly) analytic if $\left(\nabla_{\mathbf{z}} F\right)(\mathbf{z})$ exists in $E^{d}$ for all $\mathbf{z} \in \Omega$. In the sequel, we assume without loss of generality that the vectors spanning the lattice $\mathcal{R}^{*}$ are ordered in such a way that $\left|\mathbf{a}_{1}^{*}\right| \leq\left|\mathbf{a}_{2}^{*}\right| \leq\left|\mathbf{a}_{3}^{*}\right|$.

Lemma 5.1. Let $f: \mathbb{R}^{3} \rightarrow \mathbb{C}$ be an $\mathcal{R}^{*}$-periodic function that admits an analytic continuation on $S_{A}$ for some $A>0$. Then, there exists $C_{0} \in \mathbb{R}^{+}$and $\alpha>0$ such that

$$
\forall L \in \mathbb{N}^{*}, \quad\left|f_{\Gamma^{*}} f(\mathbf{q}) \mathrm{d} \mathbf{q}-\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} f(\mathbf{Q})\right| \leq C_{0} \sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})| \mathrm{e}^{-\alpha L}
$$

The constants may be chosen equal to

$$
\begin{equation*}
\alpha=(2 / 3) \pi A\left|\mathbf{a}_{3}^{*}\right|^{-1} \quad \text { and } \quad C_{0}=2\left(\frac{3+\mathrm{e}^{-2 \alpha}}{\left(1-\mathrm{e}^{-\alpha}\right)^{3}}\right) \tag{5.1}
\end{equation*}
$$

Proof of Lemma 5.1. Let $c_{\mathbf{R}}(f):=f_{\Gamma^{*}} f(\mathbf{q}) \mathrm{e}^{-\mathrm{i} \mathbf{R} \cdot \mathbf{q}} \mathrm{d} \mathbf{q}$ be the Fourier coefficients of $f$, so that

$$
f(\mathbf{q})=\sum_{\mathbf{R} \in \mathcal{R}} c_{\mathbf{R}}(f) \mathrm{e}^{\mathrm{i} \mathbf{q} \cdot \mathbf{R}}
$$

It holds

$$
\begin{aligned}
\left|f_{\Gamma^{*}} f(\mathbf{q}) \mathrm{d} \mathbf{q}-\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} f(\mathbf{Q})\right| & =\left|c_{\mathbf{0}}(f)-\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \sum_{\mathbf{R} \in \mathcal{R}} c_{\mathbf{R}}(f) \mathrm{e}^{\mathrm{i} \mathbf{Q} \cdot \mathbf{R}}\right| \\
& =\left|\sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}} c_{\mathbf{R}}(f)\left(\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \mathrm{e}^{\mathrm{i} \mathbf{Q} \cdot \mathbf{R}}\right)\right| .
\end{aligned}
$$

By noticing that

$$
\sum_{\mathbf{Q} \in \Lambda_{L}} \mathrm{e}^{\mathrm{i} \mathbf{Q} \cdot \mathbf{R}}=\left\{\begin{array}{l}
0 \quad \text { if } \quad R \notin L \mathcal{R} \\
L^{3} \text { otherwise }
\end{array}\right.
$$

we obtain

$$
\begin{equation*}
\left|f_{\Gamma^{*}} f(\mathbf{q}) \mathrm{d} \mathbf{q}-\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} f(\mathbf{Q})\right|=\left|\sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}} c_{L \mathbf{R}}(f)\right| \tag{5.2}
\end{equation*}
$$

If $f$ is analytic on $S_{A}$, we deduce from $f(\mathbf{q})=\sum_{\mathbf{R} \in \mathcal{R}} c_{\mathbf{R}}(f) \mathrm{e}^{\mathbf{i} \mathbf{R} \cdot \mathbf{q}}$ that the analytic continuation of $f$ is given by

$$
\forall \mathbf{q} \in \mathbb{R}^{3}, \quad \forall \mathbf{y} \in[-A, A]^{3}, \quad f(\mathbf{q}+\mathrm{i} \mathbf{y})=\sum_{\mathbf{R} \in \mathcal{R}} c_{\mathbf{R}}(f) \mathrm{e}^{\mathrm{i} \mathbf{R} \cdot \mathbf{q}} \mathrm{e}^{-\mathbf{R} \cdot \mathbf{y}}
$$

so that $\left\{c_{\mathbf{R}}(f) \mathrm{e}^{-\mathbf{R} \cdot \mathbf{y}}\right\}_{\mathbf{R} \in \mathcal{R}}$ are the Fourier coefficients of the $\mathcal{R}^{*}$-periodic function $\mathbf{q} \mapsto f(\mathbf{q}+\mathrm{i} \mathbf{y})$. In particular,

$$
\begin{equation*}
\forall \mathbf{R} \in \mathcal{R}, \quad \forall \mathbf{y} \in[-A, A]^{3}, \quad\left|c_{\mathbf{R}}(f)\right| \leq \sup _{\mathbf{q} \in \Gamma^{*}}|f(\mathbf{q}+\mathrm{i} \mathbf{y})| \mathrm{e}^{\mathbf{R} \cdot \mathbf{y}} \tag{5.3}
\end{equation*}
$$

We make the following choice for $\mathbf{y}$. We write $\mathbf{R}=r_{1} \mathbf{a}_{1}+r_{2} \mathbf{a}_{2}+r_{3} \mathbf{a}_{3}$ with $r_{1}, r_{2}, r_{3} \in \mathbb{Z}$, and we let $1 \leq m \leq 3$ be the index such that $\left|r_{m}\right|=|\mathbf{R}|_{\infty}$. Choosing $\mathbf{y}=-\operatorname{sgn}\left(r_{m}\right) A\left|\mathbf{a}_{3}^{*}\right|^{-1} \mathbf{a}_{m}^{*} \in[-A, A]^{3}$, leads to

$$
\left|c_{\mathbf{R}}(f)\right| \leq \sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})| \mathrm{e}^{-2 \pi A\left|\mathbf{a}_{3}^{*}\right|^{-1}|\mathbf{R}|_{\infty}} \leq \sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})| \mathrm{e}^{-\alpha|\mathbf{R}|_{1}}
$$

where we used the inequality $|\mathbf{R}|_{\infty} \geq(1 / 3)|\mathbf{R}|_{1}$, and we set $\alpha=(2 / 3) \pi A\left|\mathbf{a}_{3}^{*}\right|^{-1}$. Note that the Fourier coefficients of $f$ are exponentially decreasing. We conclude with (5.2) and the inequality

$$
\begin{aligned}
\sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}} c_{L \mathbf{R}}(f) \mid & \leq \sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}}\left|c_{L \mathbf{R}}(f)\right| \leq \sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})| \sum_{\mathbf{R} \in \mathbb{Z}^{3} \backslash\{\mathbf{0}\}} \mathrm{e}^{-\alpha L|\mathbf{R}|_{1}} \\
& \leq \sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})|\left[\left(\sum_{r \in \mathbb{Z}} \mathrm{e}^{-\alpha L|r|}\right)^{3}-1\right]=\sup _{\mathbf{z} \in S_{A}}|f(\mathbf{z})|\left(\frac{2\left(3+\mathrm{e}^{-2 \alpha}\right)}{\left(1-\mathrm{e}^{-\alpha}\right)^{3}}\right) \mathrm{e}^{-\alpha L} .
\end{aligned}
$$

### 5.2. Analyticity and basic estimates

The exponential rates of convergence observed in (3.3), (3.4) and (3.5) will come from Lemma 5.1 for appropriate choices of functions $f$. In order to construct such functions, we notice that $H$ and $H^{L}$ defined in Proposition 3.1 commute with $\mathcal{R}$-translations, thus admit Bloch decompositions. From

$$
\forall \mathbf{q} \in \mathbb{R}^{3},(-\Delta)_{\mathbf{q}}=\left|-\mathrm{i} \nabla_{1}+\mathbf{q}\right|^{2}=\sum_{j=1}^{3}\left(P_{j, 1}+q_{j}\right)^{2} \quad \text { and } \quad \forall \mathbf{Q} \in L^{-1} \mathcal{R}^{*},\left(-\Delta_{L}\right)_{\mathbf{Q}}=(-\Delta)_{\mathbf{Q}}
$$

where $\nabla_{1}$ denotes the gradient on the space $L_{\text {per }}^{2}(\Gamma)$, we obtain (recall that $\Delta_{1}$ was defined in (2.1))

$$
\begin{equation*}
\mathcal{Z} H \mathcal{Z}^{-1}=f_{\Gamma^{*}}^{\oplus} H_{\mathbf{q}} \text { d } \mathbf{q} \quad \text { with } \quad H_{\mathbf{q}}:=\frac{1}{2}\left|-\mathrm{i} \nabla_{1}+\mathbf{q}\right|^{2}+V=\frac{1}{2}\left(-\Delta_{1}-2 \mathbf{i} \mathbf{q} \cdot \nabla_{1}+|\mathbf{q}|^{2}\right)+V \tag{5.4}
\end{equation*}
$$

and

$$
\mathcal{Z}_{L} H^{L} \mathcal{Z}_{L}^{-1}=\frac{1}{L^{3}} \bigoplus_{\mathbf{Q} \in \Lambda_{L}} H_{\mathbf{Q}}
$$

In other words, for all $\mathbf{Q}$ in $\Lambda_{L},\left(H^{L}\right)_{\mathbf{Q}}=H_{\mathbf{Q}}$. In addition, the spectrum of $H$ can be recovered from the spectra of $\left(H_{\mathbf{q}}\right)_{\mathbf{q} \in \Gamma^{*}}$ with ([14], Chap. XIII)

$$
\sigma(H)=\bigcup_{\mathbf{q} \in \Gamma^{*}} \sigma\left(H_{\mathbf{q}}\right)
$$

Together with (4.9) we deduce that, since $H$ has a gap of size $g$ centered around $\varepsilon_{F}$, then $H^{L}$ has a gap of size at least $g$ around $\varepsilon_{F}$.

In the sequel, we introduce, for $\mathbf{z} \in \mathbb{C}^{3}$, the operator (we denote by $\mathbf{z}^{2}:=\sum_{j=1}^{3} z_{j}^{2}$ for simplicity)

$$
\begin{equation*}
H_{\mathbf{z}}:=\frac{1}{2}\left(-\Delta_{1}-2 \mathrm{i} \mathbf{z} \cdot \nabla_{1}+\mathbf{z}^{2}\right)+V \quad \text { acting on } \quad L_{\mathrm{per}}^{2}(\Gamma) \tag{5.5}
\end{equation*}
$$

With the terminology of ([9], Chap. VII), the map $\mathbf{z} \mapsto H_{\mathbf{z}}$ is a holomorphic family of type $(A)$. Let $\Sigma:=\inf \sigma(H)$ be the bottom of the spectrum of $H$. We consider the positively oriented simple closed loop $\mathscr{C}=\mathscr{C}_{1} \cup \mathscr{C}_{2} \cup \mathscr{C}_{3} \cup \mathscr{C}_{4}$ in the complex plane, consisting of the following line segments: $\mathscr{C}_{1}=\left[\varepsilon_{F}-\mathrm{i}, \varepsilon_{F}+\mathrm{i}\right], \mathscr{C}_{2}=\left[\varepsilon_{F}+\mathrm{i}, \Sigma-1+\mathrm{i}\right]$, $\mathscr{C}_{3}=[\Sigma-1+\mathrm{i}, \Sigma-1-\mathrm{i}]$ and $\mathscr{C}_{4}=\left[\Sigma-1-\mathrm{i}, \varepsilon_{F}-\mathrm{i}\right]$.

The projectors defined in (3.2) can be written, using the Cauchy's residue theorem, as

$$
\gamma=\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}} \frac{\mathrm{d} \lambda}{\lambda-H} \quad \text { and } \quad \gamma_{L}=\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}} \frac{\mathrm{d} \lambda}{\lambda-H^{L}}
$$

Together with (5.4), it follows that $\gamma \in \mathcal{P}_{\text {per }}$ and $\gamma_{L} \in \mathcal{P}_{L}$ commute with $\mathcal{R}$-translations, with

$$
\begin{equation*}
\mathcal{Z} \gamma \mathcal{Z}^{-1}=f_{\Gamma^{*}}^{\oplus} \gamma_{\mathbf{q}} \mathrm{d} \mathbf{q} \quad \text { with } \quad \forall \mathbf{q} \in \mathbb{R}^{3}, \quad \gamma_{\mathbf{q}}:=\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}} \frac{\mathrm{d} \lambda}{\lambda-H_{\mathbf{q}}} \tag{5.6}
\end{equation*}
$$



Figure 1. The loop $\mathscr{C}$.
and

$$
\begin{equation*}
\mathcal{Z}_{L} \gamma_{L} \mathcal{Z}_{L}^{-1}=\frac{1}{L^{3}} \bigoplus_{\mathbf{Q} \in \Lambda_{L}} \gamma_{\mathbf{Q}} . \tag{5.7}
\end{equation*}
$$

For $\mathbf{Q} \in \mathcal{R}^{*}$, it holds $\left(\gamma_{L}\right)_{\mathbf{Q}}=\gamma_{\mathbf{Q}}$. The analytic continuation of (5.6) is formally

$$
\forall \mathbf{z} \in \mathbb{C}^{3}, \quad \gamma_{\mathbf{z}}:=\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}} \frac{\mathrm{d} \lambda}{\lambda-H_{\mathbf{z}}}
$$

The fact that $\lambda-H_{\mathbf{z}}$ is indeed invertible, at least for $\mathbf{z}$ in some $S_{A}$ for $A>0$ is proved in the following lemma. For $\mathbf{z} \in \mathbb{C}^{3}$, and $\lambda \in \mathscr{C}$, we introduce

$$
\begin{equation*}
B_{1}(\lambda, \mathbf{z}):=\left(1-\Delta_{1}\right) \frac{1}{\lambda-H_{\mathbf{z}}} \quad \text { and } \quad B_{2}(\lambda, \mathbf{z}):=\frac{1}{\lambda-H_{\mathbf{z}}}\left(1-\Delta_{1}\right) \tag{5.8}
\end{equation*}
$$

Lemma 5.2. For all $\mathbf{q} \in \mathbb{R}^{3}$, and all $\lambda \in \mathscr{C}$, the operator $\lambda-H_{\mathbf{q}}$ is invertible, and there exists a constant $C_{1} \in \mathbb{R}^{+}$such that,

$$
\begin{equation*}
\forall \mathbf{q} \in \Gamma^{*}, \quad \forall \lambda \in \mathscr{C}, \quad\left\|B_{1}(\lambda, \mathbf{q})\right\|_{\mathcal{B}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq C_{1} \quad \text { and } \quad\left\|B_{2}(\lambda, \mathbf{q})\right\|_{\mathcal{B}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq C_{1} \tag{5.9}
\end{equation*}
$$

Denoting by $\left|\Gamma^{*}\right|_{2}:=\sup \left\{|\mathbf{q}|_{2}, \mathbf{q} \in \Gamma^{*}\right\}$, we can choose

$$
\begin{equation*}
C_{1}=4+\frac{2+4\left|\Gamma^{*}\right|_{2}^{2}+8\|V\|_{L^{\infty}}+8 \varepsilon_{F}}{\min (1, g)} \tag{5.10}
\end{equation*}
$$

Moreover, there exists $A>0$ such that, for all $\mathbf{z} \in S_{A}$ and all $\lambda \in \mathscr{C}$, the operator $\lambda-H_{\mathbf{z}}$ is invertible, and there exists a constant $C_{2} \in \mathbb{R}^{+}$such that

$$
\begin{equation*}
\forall \mathbf{z} \in \Gamma^{*}+\mathrm{i}[-A, A]^{3}, \quad \forall \lambda \in \mathscr{C}, \quad\left\|B_{1}(\lambda, \mathbf{z})\right\|_{\mathcal{B}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq C_{2} \quad \text { and } \quad\left\|B_{2}(\lambda, \mathbf{z})\right\|_{\mathcal{B}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq C_{2} \tag{5.11}
\end{equation*}
$$

We can choose

$$
\begin{equation*}
A=\min \left(1, \frac{1}{2 C_{1}\left(1+\left|\Gamma^{*}\right|_{2}\right)}\right) \quad \text { and } \quad C_{2}=2 C_{1} \tag{5.12}
\end{equation*}
$$

This lemma was proved in the one-dimensional case by Kohn in [10], and similar results were discussed by Des Cloizeaux in $[7,8]$.

Remark 5.3. The bounds (5.9) and (5.11) are not uniform for $\mathbf{q} \in \mathbb{R}^{3}$ (they are only valid for $\left.\mathbf{q} \in \Gamma^{*}\right)$. This comes from the fact that, for $\mathbf{m} \in \mathcal{R}^{*}$,

$$
\left\|\frac{1-\Delta_{1}}{1+\left(-\mathrm{i} \nabla_{1}+\mathbf{m}\right)^{2}}\right\|_{\mathcal{B}\left(L_{\text {per }}^{2}(\Gamma)\right)} \geq\left\langle\frac{\mathrm{e}^{-\mathrm{i} \mathbf{m} \cdot \mathbf{x}}}{|\Gamma|^{1 / 2}}\right| \frac{1-\Delta_{1}}{1+\left(-\mathrm{i} \nabla_{1}+\mathbf{m}\right)^{2}}\left|\frac{\mathrm{e}^{-\mathrm{im} \cdot \mathbf{x}}}{|\Gamma|^{1 / 2}}\right\rangle=\frac{1+|\mathbf{m}|^{2}}{|\Gamma|}
$$

Remark 5.4. From Lemma 5.2, we deduce that $\left(\gamma_{\mathbf{z}}\right)_{\mathbf{z} \in S_{A}}$ is an analytic family of bounded operators. Since $\gamma_{\mathbf{q}}$ is an orthogonal projector for $\mathbf{q} \in \mathbb{R}^{3}$, i.e. $\gamma_{\mathbf{q}}=\gamma_{\mathbf{q}} \gamma_{\mathbf{q}}$, we deduce that $\gamma_{\mathbf{z}}=\gamma_{\mathbf{z}} \gamma_{\mathbf{z}}$ for all $\mathbf{z} \in S_{A}$, so that $\gamma_{\mathbf{z}}$ is a (not necessarily orthogonal) projector. Also, $\operatorname{Tr}\left(\gamma_{\mathbf{z}}\right)$ is a constant independent of $\mathbf{z} \in S_{A}$.

Proof of Lemma 5.2. From the inequality $|a|^{2} \leq 2|a+b|^{2}+2|b|^{2}$, we get that, for $\mathbf{q} \in \Gamma^{*}$, it holds $\left|-\mathrm{i} \nabla_{1}+\mathbf{q}\right|^{2}+$ $|\mathbf{q}|^{2} \geq-\frac{1}{2} \Delta_{1}$. We deduce that

$$
\begin{equation*}
\forall \mathbf{q} \in \Gamma^{*}, \quad H_{\mathbf{q}} \geq-\frac{1}{4} \Delta_{1}-\frac{1}{2}\left|\Gamma^{*}\right|_{2}^{2}-\|V\|_{L^{\infty}} \tag{5.13}
\end{equation*}
$$

We first consider the part $\mathscr{C}_{1}$ of the contour $\mathscr{C}$ (see Fig. 1). It holds

$$
\begin{equation*}
\forall \lambda \in \mathscr{C}_{1}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad\left|H_{\mathbf{q}}-\lambda\right|^{2} \geq\left|\operatorname{Re}\left(H_{\mathbf{q}}-\lambda\right)\right|^{2}=\left|H_{\mathbf{q}}-\varepsilon_{F}\right|^{2} \tag{5.14}
\end{equation*}
$$

Since $\left|H_{\mathbf{q}}-\varepsilon_{F}\right| \geq g / 2$, we get

$$
\begin{equation*}
\forall \lambda \in \mathscr{C}_{1}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad\left|H_{\mathbf{q}}-\lambda\right| \geq g / 2 \tag{5.15}
\end{equation*}
$$

On the other hand, from (5.13) and (5.14), it holds that

$$
\begin{equation*}
\forall \lambda \in \mathscr{C}^{1}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad\left|H_{\mathbf{q}}-\lambda\right| \geq H_{\mathbf{q}}-\varepsilon_{F} \geq-\frac{1}{4} \Delta_{1}-\frac{1}{2}\left|\Gamma^{*}\right|_{2}^{2}-\|V\|_{L^{\infty}}-\varepsilon_{F} \tag{5.16}
\end{equation*}
$$

Combining (5.15) and (5.16) leads to

$$
\forall M \geq 0, \quad \forall \lambda \in \mathscr{C}_{1}, \quad \forall \mathbf{q} \in \Gamma^{*}, \quad(M+4)\left|H_{\mathbf{q}}-\lambda\right| \geq-\Delta_{1}+M \frac{g}{2}-2\left|\Gamma^{*}\right|_{2}^{2}-4\|V\|_{L^{\infty}}-4 \varepsilon_{F}
$$

Choosing $M=\left(2+4\left|\Gamma^{*}\right|_{2}^{2}+8\|V\|_{L^{\infty}}+8 \varepsilon_{F}\right) / g$ gives

$$
\forall \lambda \in \mathscr{C}^{1}, \quad \mathbf{q} \in \Gamma^{*}, \quad\left|H_{\mathbf{q}}-\lambda\right| \geq\left(4+\frac{2+4\left|\Gamma^{*}\right|_{\infty}^{2}+8\|V\|_{L^{\infty}}+8 \varepsilon_{F}}{g}\right)^{-1}\left(1-\Delta_{1}\right)
$$

which proves (5.9) for $\lambda \in \mathscr{C}_{1}$. The inequalities on the other parts of $\mathscr{C}$ are proved similarly, the inequalities (5.15) and (5.16) being respectively replaced by their equivalent

$$
\begin{array}{r}
\forall \lambda \in \mathscr{C}_{2} \cup \mathscr{C}_{4}, \quad\left|H_{\mathbf{q}}-\lambda\right|^{2} \geq\left|\operatorname{Im}\left(H_{\mathbf{q}}-\lambda\right)\right|^{2} \geq 1 \quad \text { and } \quad\left|H_{\mathbf{q}}-\lambda\right| \geq H_{\mathbf{q}}-\Sigma-1 \geq H_{\mathbf{q}}-\varepsilon_{F} \\
\forall \lambda \in \mathscr{C}_{3}, \quad\left|H_{\mathbf{q}}-\lambda\right|^{2} \geq\left|\operatorname{Re}\left(H_{\mathbf{q}}-\lambda\right)\right|^{2} \geq 1 \quad \text { and } \quad\left|H_{\mathbf{q}}-\lambda\right| \geq H_{\mathbf{q}}-\Sigma-1 \geq H_{\mathbf{q}}-\varepsilon_{F}
\end{array}
$$

This proves (5.9). We now prove (5.11). For $\mathbf{z}=\mathbf{q}+\mathrm{i} \mathbf{y} \in \mathbb{C}^{3}$ with $\mathbf{q} \in \Gamma^{*}$ and $\mathbf{y} \in \mathbb{R}^{3}$, one can rewrite (5.5) as

$$
H_{\mathbf{z}}=H_{\mathbf{q}}+\mathbf{y} \cdot \nabla_{1}+\mathbf{i q} \cdot \mathbf{y}-\frac{1}{2}|\mathbf{y}|^{2}=H_{\mathbf{q}}+\mathbf{y} \cdot\left(\nabla_{1}-\frac{1}{2} \mathbf{y}+\mathbf{i q}\right)
$$

In particular,

$$
\begin{align*}
\lambda-H_{\mathbf{z}} & =\lambda-H_{\mathbf{q}}+H_{\mathbf{q}}-H_{\mathbf{z}}=\left(\lambda-H_{\mathbf{q}}\right)\left(1-\left(\lambda-H_{\mathbf{q}}\right)^{-1}\left[\mathbf{y} \cdot\left(\nabla_{1}-\frac{1}{2} \mathbf{y}+\mathrm{i} \mathbf{q}\right)\right]\right) \\
& =\left(\lambda-H_{\mathbf{q}}\right)\left(1-B_{2}(\lambda, \mathbf{q}) \frac{1}{1-\Delta_{1}}\left[\mathbf{y} \cdot\left(\nabla_{1}-\frac{1}{2} \mathbf{y}+\mathrm{i} \mathbf{q}\right)\right]\right) \tag{5.17}
\end{align*}
$$

For $|\mathbf{y}|_{\infty} \leq 1$, we have

$$
\left|\frac{1}{1-\Delta_{1}}\left[\mathbf{y} \cdot\left(\nabla_{1}-\frac{1}{2} \mathbf{y}+\mathbf{i q}\right)\right]\right| \leq|\mathbf{y}|_{\infty}\left(\left|\frac{\left|\nabla_{1}\right|}{1-\Delta_{1}}\right|+\frac{1}{2}|\mathbf{y}|_{\infty}+|\mathbf{q}|_{\infty}\right) \leq|\mathbf{y}|_{\infty}\left(1+\left|\Gamma^{*}\right|_{2}\right)
$$

Together with (5.9), we obtain that for all $|\mathbf{y}|_{\infty} \leq A:=\min \left(1,\left(2 C_{1}\left(1+\left|\Gamma^{*}\right|_{2}\right)\right)^{-1}\right)$,

$$
\left\|B_{2}(\lambda, \mathbf{q}) \frac{1}{1-\Delta_{1}}\left[\mathbf{y} \cdot\left(\nabla_{1}-\frac{1}{2} \mathbf{y}+\mathbf{i q}\right)\right]\right\| \leq \frac{1}{2}
$$

As a result, from (5.17), we get that for all $\mathbf{q} \in \Gamma^{*}$ and all $\mathbf{y} \in[-A, A]$, the operator $\lambda-H_{\mathbf{z}}$ is invertible, with

$$
\left\|\frac{1}{\lambda-H_{\mathbf{Z}}}\left(1-\Delta_{1}\right)\right\|_{\mathcal{B}\left(\mathcal{H}_{1}\right)} \leq C_{2}:=2 C_{1} \quad \text { and } \quad\left\|\left(1-\Delta_{1}\right) \frac{1}{\lambda-H_{\mathbf{z}}}\right\|_{\mathcal{B}\left(\mathcal{H}_{1}\right)} \leq C_{2} .
$$

For $\mathbf{z} \in S_{A}$, we introduce the operators $\widetilde{B_{1}}(\mathbf{z})$ and $\widetilde{B_{2}}(\mathbf{z})$ respectively defined by

$$
\begin{equation*}
\widetilde{B_{1}}(\mathbf{z}):=\left(1-\Delta_{1}\right) \gamma_{\mathbf{z}} \quad \text { and } \quad \widetilde{B_{2}}(\mathbf{z}):=\gamma_{\mathbf{z}}\left(1-\Delta_{1}\right) . \tag{5.18}
\end{equation*}
$$

In the sequel, for $k \in \mathbb{N}^{*}$, we denote by $\mathfrak{S}_{k}(\mathcal{H})$ the $k$ th Schatten class [15] of the Hilbert space $\mathcal{H} ; \mathfrak{S}_{1}(\mathcal{H})$ is the set of trace-class operators, and $\mathfrak{S}_{2}(\mathcal{H})$ is the set of Hilbert-Schmidt operators. From Lemma 5.2, we obtain the following result.

Lemma 5.5. There exists a constant $C_{3} \in \mathbb{R}^{+}$such that

$$
\forall \mathbf{z} \in \Gamma^{*}+\mathrm{i}[-A, A]^{3}, \quad\left\|\widetilde{B_{1}}(\mathbf{z})\right\|_{\mathcal{B}\left(L_{\operatorname{per}}^{2}(\Gamma)\right)} \leq C_{3} \quad \text { and } \quad\left\|\widetilde{B_{2}}(\mathbf{z})\right\|_{\mathcal{B}\left(L_{\operatorname{per}}^{2}(\Gamma)\right)} \leq C_{3} .
$$

The value of $C_{3}$ can be chosen equal to

$$
C_{3}=\frac{1}{\pi} C_{1}\left(3+\varepsilon_{F}+\|V\|_{L^{\infty}}\right) .
$$

Also, for all $\mathbf{z} \in \Gamma^{*}+\mathrm{i}[-A, A]^{3}$, the operator $\gamma_{\mathbf{z}}$ is trace-class, and

$$
\begin{equation*}
\left\|\gamma_{\mathbf{z}}\right\|_{\mathfrak{S}_{1}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq C_{4} \quad \text { with } \quad C_{4}=C_{1}^{2} \sum_{\mathbf{k} \in \mathcal{R}^{*}}\left(\frac{1}{1+|\mathbf{k}|^{2}}\right)^{2} \tag{5.19}
\end{equation*}
$$

Proof. The first assertion comes from the fact that

$$
\widetilde{B_{1}}(\mathbf{z})=\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}} B_{1}(\lambda, \mathbf{z}) \mathrm{d} \lambda,
$$

and the fact that $|\mathscr{C}|=6+2\left(\varepsilon_{F}-\Sigma\right)$ (see Fig. 1). Note that since $\left|-\mathrm{i} \nabla_{1}+\mathbf{q}\right|^{2} \geq 0$, it holds $\Sigma \geq-\|V\|_{L^{\infty}}$. To get the second assertion, we note that $\gamma_{\mathbf{z}}$ is a projector, so that

$$
\gamma_{\mathbf{z}}=\gamma_{\mathbf{z}} \gamma_{\mathbf{z}}=\widetilde{B_{2}}(\mathbf{z})\left(\frac{1}{1-\Delta_{1}}\right)^{2} \widetilde{B_{1}}(\mathbf{z}) .
$$

The operator $\left(1-\Delta_{1}\right)^{-2}$ being trace-class, with

$$
\left\|(1-\Delta)^{-2}\right\|_{\mathfrak{S}_{1}\left(L_{\text {per }}^{2}(\Gamma)\right)}=\sum_{\mathbf{k} \in \mathcal{R}^{*}}\left(\frac{1}{1+|\mathbf{k}|^{2}}\right)^{2},
$$

we obtain (5.19).

### 5.3. Convergence of the kinetic energy per unit volume

The kinetic energy per unit volume of the states $\gamma$ and $\gamma_{L}$ defined in (3.2) are respectively given by

$$
K^{\mathrm{per}}:=\underline{\operatorname{Tr}}(-\Delta \gamma) \quad \text { and } \quad K^{L}:=\underline{\operatorname{Tr}_{L}}\left(-\Delta_{L} \gamma_{L}\right) .
$$

Using the Bloch decomposition of $\gamma$ and $\gamma_{L}$ in (5.6) and (5.7), and the properties (4.6) and (4.10), we obtain that

$$
K^{\mathrm{per}}=\sum_{j=1}^{3} f_{\Gamma^{*}} K_{j}(\mathbf{q}) \mathrm{d} \mathbf{q} \quad \text { and } \quad K^{L}=\sum_{j=1}^{3} \frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} K_{j}(\mathbf{Q}),
$$

where, for $1 \leq j \leq 3$, we introduced the function

$$
K_{j}: \mathbf{q} \ni \mathbb{R}^{3} \mapsto \operatorname{Tr}_{L_{\text {per }}^{2}(\Gamma)}\left(\left(P_{j}+q_{j}\right) \gamma_{\mathbf{q}}\left(P_{j}+q_{j}\right)\right) .
$$

Here, we denoted by $P_{j}:=P_{1, j}$ for simplicity. Recall that the operator $P_{1, j}$ was defined in (2.1). The error on the kinetic energy per unit volume $K^{\text {per }}-K^{L}$ is therefore equal to the difference between integrals and corresponding Riemann sums. In the sequel, we introduce, for $1 \leq j \leq 3$, the function

$$
\forall \mathbf{z} \in S_{A}, \quad K_{j}(\mathbf{z}):=\operatorname{Tr}_{L_{\text {per }}^{2}(\Gamma)}\left(\left(P_{j}+z_{j}\right) \gamma_{\mathbf{z}}\left(P_{j}+z_{j}\right)\right) .
$$

Lemma 5.6 (Exponential convergence of the kinetic energy). For all $1 \leq j \leq 3$, the function $K_{j}$ is $\mathcal{R}$-periodic, and admits an analytic continuation on $S_{A}$, where $A>0$ was defined in (5.12). Moreover, it holds

$$
\begin{equation*}
\sup _{\mathbf{z} \in S_{A}}\left|K_{j}(\mathbf{z})\right| \leq C_{5} \quad \text { where } \quad C_{5}=\left(\left|\Gamma^{*}\right|_{2}+A+\frac{1}{2}\right)^{2} C_{3}^{2} C_{4} . \tag{5.20}
\end{equation*}
$$

As a consequence, from Lemma 5.1, it holds

$$
\left|K^{\mathrm{per}}-K^{L}\right| \leq C_{0} C_{5} \mathrm{e}^{-\alpha L}
$$

where $C_{0} \in \mathbb{R}^{+}$and $\alpha>0$ were defined in (5.1).
Proof. The $\mathcal{R}$-periodicity comes from the covariant identity (4.5). To prove the analyticity, it is enough to prove that $\partial_{z_{k}}\left(\left(P_{j}+z_{j}\right) \gamma_{\mathbf{z}}\left(P_{j}+z_{j}\right)\right)$ is a trace-class operator for all $\mathbf{z} \in \Gamma^{*}+\mathrm{i}[-A, A]^{3}$. We only consider the case $j=1$ and $k=1$, the other cases being similar. We have

$$
\begin{equation*}
\partial_{z_{1}}\left(\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)\right)=\gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)+\left(P_{1}+z_{1}\right)\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right)\left(P_{1}+z_{1}\right)+\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}} . \tag{5.21}
\end{equation*}
$$

We first show that $\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}$ is a bounded operator. We have

$$
\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}=\frac{\left(P_{1}+z_{1}\right)}{1-\Delta_{1}} \widetilde{B_{1}}(\mathbf{z})
$$

where $\widetilde{B_{1}}$ was defined in (5.18). From Lemma 5.5 and the fact that $\left(P_{1}+z_{1}\right)\left(1-\Delta_{1}\right)^{-1}$ is a bounded operator, we deduce that $\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}$ is bounded. The proof is similar for the operator $\gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)$. We now turn to the middle term of (5.21). Since $\gamma_{\mathbf{z}}$ is a projector, it holds $\gamma_{\mathbf{z}}=\gamma_{\mathbf{z}} \gamma_{\mathbf{z}}$. We obtain

$$
\begin{aligned}
& \left(P_{1}+z_{1}\right)\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right)\left(P_{1}+z_{1}\right)=\left(P_{1}+z_{1}\right)\left[\gamma_{\mathbf{z}}\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right)+\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right) \gamma_{\mathbf{z}}\right]\left(P_{1}+z_{1}\right) \\
& \quad=\left[\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}\right] \gamma_{\mathbf{z}}\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right)\left(P_{1}+z_{1}\right)+\left(P_{1}+z_{1}\right)\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right) \gamma_{\mathbf{z}}\left[\gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)\right] .
\end{aligned}
$$

We already proved that the operators $\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}$ and $\gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)$ were bounded. Also, $\gamma_{\mathbf{z}}$ is a trace-class operator. To prove that $\left(P_{1}+z_{1}\right)\left(\partial_{z_{1}}\right) \gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)$ is trace class, it is therefore sufficient to show that $\left(P_{1}+z_{1}\right)\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right)$ is bounded. We have

$$
\begin{aligned}
\left(P_{1}+z_{1}\right)\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right) & =\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}}\left(P_{1}+z_{1}\right) \frac{1}{\lambda-H_{\mathbf{z}}}\left(P_{1}+z_{1}\right) \frac{1}{\lambda-H_{\mathbf{z}}} \mathrm{d} \lambda \\
& =\frac{1}{2 \mathrm{i} \pi} \oint_{\mathscr{C}}\left(\frac{P_{1}+z_{1}}{1-\Delta_{1}} B_{1}(\lambda, \mathbf{z})\right)^{2} \mathrm{~d} \lambda
\end{aligned}
$$

which is a bounded operator. We conclude that $\partial_{z_{1}}\left(\left(P_{1}+z_{1}\right) \gamma_{\mathbf{z}}\left(P_{1}+z_{1}\right)\right)$ is a trace-class operator. Finally, for $1 \leq j \leq 3, K_{j}$ is an analytic function on $S_{A}$.

To get the bound (5.20), we write that

$$
\begin{aligned}
K_{j}(\mathbf{z}) & =\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\left(P_{j}+z_{j}\right) \gamma_{\mathbf{z}}\left(P_{j}+z_{j}\right)\right)=\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\left(P_{j}+z_{j}\right) \gamma_{\mathbf{z}} \gamma_{\mathbf{z}} \gamma_{\mathbf{z}}\left(P_{j}+z_{j}\right)\right) \\
& =\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\frac{P_{j}+z_{j}}{1-\Delta_{1}} \widetilde{B_{1}}(\mathbf{z}) \gamma_{\mathbf{z}} \widetilde{B_{2}}(\mathbf{z}) \frac{P_{j}+z_{j}}{1-\Delta_{1}}\right) .
\end{aligned}
$$

The bound (5.20) easily follows from Lemma 5.5 and the estimate

$$
\forall \mathbf{z} \in \Gamma^{*}+\mathrm{i}[-A, A]^{3}, \quad\left\|\frac{P_{j}+z_{j}}{1-\Delta_{1}}\right\|_{\mathcal{B}\left(L_{\operatorname{per}}^{2}(\Gamma)\right)} \leq\left|z_{j}\right|+\left\|\frac{P_{j}}{1-\Delta_{1}}\right\|_{\mathcal{B}\left(L_{\operatorname{per}}^{2}(\Gamma)\right)} \leq\left|\Gamma^{*}\right|_{2}+A+\frac{1}{2}
$$

### 5.4. Convergence of the ground state density

We now prove (3.4). The densities of $\gamma \in \mathcal{P}_{\text {per }}$ and $\gamma_{L} \in \mathcal{P}_{L}$ defined in (5.6) and (5.7) are respectively

$$
\rho_{\gamma}:=f_{\Gamma^{*}} \rho_{\gamma_{\mathbf{q}}} \mathrm{dq} \quad \text { and } \quad \rho_{\gamma_{L}}:=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \rho_{\gamma_{\mathbf{Q}}} .
$$

In particular, if $W$ is a regular $\mathcal{R}$-periodic trial function, it holds that

$$
M_{W}^{\mathrm{per}}:=\int_{\Gamma} \rho_{\gamma} W=f_{\Gamma^{*}} \operatorname{Tr}_{L_{\mathrm{per}}^{2}}\left(\gamma_{\mathbf{q}} W\right) \mathrm{d} \mathbf{q} \quad \text { and } \quad M_{W}^{L}:=\int_{\Gamma} \rho_{\gamma_{L}} W=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \operatorname{Tr}_{L_{\text {per }}^{2}}\left(\gamma_{\mathbf{Q}} W\right),
$$

so that the error $M_{W}^{\text {per }}-M_{W}^{L}$ is again the difference between an integral and a corresponding Riemann sum. We introduce, for $W \in L_{\text {per }}^{1}(\Gamma)$ the function

$$
\begin{equation*}
\forall \mathbf{z} \in S_{A}, \quad M_{W}(\mathbf{z}):=\operatorname{Tr}_{L_{\text {per }}^{2}}\left(\gamma_{\mathbf{z}} W\right) \tag{5.22}
\end{equation*}
$$

Lemma 5.7. For all $W \in L_{\text {per }}^{1}(\Gamma), M_{W}$ defined in (5.22) is well-defined $\mathcal{R}^{*}$-periodic analytic function on $S_{A}$, where $A>0$ was defined in (5.12), and it holds that

$$
\begin{equation*}
\sup _{\mathbf{z} \in S_{A}}\left|M_{W}(\mathbf{z})\right| \leq C_{6}\|W\|_{L_{\operatorname{per}}^{1}(\Gamma)} \quad \text { with } \quad C_{6}=C_{3}^{2} \sum_{\mathbf{k} \in \mathcal{R}^{*}}\left(\frac{1}{1+|\mathbf{k}|^{2}}\right)^{2} \tag{5.23}
\end{equation*}
$$

As a consequence, from Lemma 5.1, it holds that

$$
\begin{equation*}
\left\|\rho_{\gamma}-\rho_{\gamma_{L}}\right\|_{L^{\infty}(\Gamma)} \leq C_{0} C_{6} \mathrm{e}^{-\alpha L} \tag{5.24}
\end{equation*}
$$

where $C_{0}$ and $\alpha$ were defined in (5.1).

Proof of lemma 5.7. We first prove that $M_{W}$ is well defined whenever $W \in L_{\mathrm{per}}^{1}(\Gamma)$. For $W \in L_{\mathrm{per}}^{1}(\Gamma)$, we have

$$
M_{W}(\mathbf{z})=\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\gamma_{\mathbf{z}} W\right)=\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\gamma_{\mathbf{z}} W \gamma_{\mathbf{z}}\right)=\operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\widetilde{B_{2}}(\mathbf{z})\left(1-\Delta_{1}\right)^{-1} W\left(1-\Delta_{1}\right)^{-1} \widetilde{B_{1}}(\mathbf{z})\right)
$$

According to the Kato-Seiler-Simon inequality ([15], Thm. 4.1) ${ }^{3}$, the operator $\left(1-\Delta_{1}\right)^{-1} \sqrt{|W|}$ is Hilbert-Schmidt (i.e. in the Schatten space $\mathfrak{S}_{2}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)$ ), and satisfies

$$
\left\|\left(1-\Delta_{1}\right)^{-1} \sqrt{|W|}\right\|_{\mathfrak{S}_{2}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq\left(\sum_{\mathbf{k} \in \mathcal{R}^{*}}\left(\frac{1}{1+|\mathbf{k}|^{2}}\right)^{2}\right)^{1 / 2}\|W\|_{L^{1}(\Gamma)}^{1 / 2}
$$

It follows that $\left(1-\Delta_{1}\right)^{-1} W\left(1-\Delta_{1}\right)^{-1}$ is in $\mathfrak{S}_{1}\left(L_{\text {per }}^{2}(\Gamma)\right)$ with

$$
\begin{equation*}
\left\|\left(1-\Delta_{1}\right)^{-1} W\left(1-\Delta_{1}\right)^{-1}\right\|_{\mathfrak{S}_{1}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq\left(\sum_{\mathbf{k} \in \mathcal{R}^{*}}\left(\frac{1}{1+|\mathbf{k}|^{2}}\right)^{2}\right)\|W\|_{L^{1}(\Gamma)} \tag{5.25}
\end{equation*}
$$

The proof of (5.23) then follows from Lemma 5.5.
Let us now prove that, for $W \in L^{1}(\Gamma), M_{W}$ is analytic on $S_{A}$. To do so, it is sufficient to show that, for $1 \leq k \leq 3, \partial_{z_{k}}\left(\gamma_{\mathbf{z}} W \gamma_{\mathbf{z}}\right)$ is a trace class operator. We do the proof for $k=1$. We have

$$
\begin{aligned}
\partial_{z_{1}}\left(\gamma_{\mathbf{z}} W \gamma_{\mathbf{z}}\right)= & \left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right) W \gamma_{\mathbf{z}}+\gamma_{\mathbf{z}} W\left(\partial_{z_{1}} \gamma_{\mathbf{z}}\right) \\
= & \frac{1}{(2 \mathrm{i} \pi)^{2}} \oint_{\mathscr{C}} \oint_{\mathscr{C}} B_{2}(\lambda, \mathbf{z}) \frac{1}{1-\Delta_{1}}\left(P_{1}+z_{1}\right) B_{2}(\lambda, \mathbf{z}) \frac{1}{1-\Delta_{1}} W \frac{1}{1-\Delta_{1}} B_{1}\left(\lambda^{\prime}, \mathbf{z}\right) \mathrm{d} \lambda \mathrm{~d} \lambda^{\prime} \\
& +\frac{1}{(2 \mathrm{i} \pi)^{2}} \oint_{\mathscr{C}} \oint_{\mathscr{C}} B_{2}(\lambda, \mathbf{z}) \frac{1}{1-\Delta_{1}} W \frac{1}{1-\Delta_{1}} B_{1}\left(\lambda^{\prime}, \mathbf{z}\right)\left(P_{1}+z_{1}\right) \frac{1}{1-\Delta_{1}} B_{1}\left(\lambda^{\prime}, \mathbf{z}\right) \mathrm{d} \lambda \mathrm{~d} \lambda^{\prime}
\end{aligned}
$$

We deduce as in the proof of Lemma 5.6 that $\nabla_{\mathbf{z}}\left(\gamma_{\mathbf{z}} W \gamma_{\mathbf{z}}\right)$ is trace class, which concludes the proof.

### 5.5. Proof of Proposition 3.1 and Corollary 3.2

We now proceed with the proof of Proposition 3.1. The assertion (3.4) was proved in Lemma 5.7. To get (3.3), we write that

$$
\underline{\operatorname{Tr}}(\gamma H)=\frac{1}{2} \underline{\operatorname{Tr}}(-\Delta \gamma)+\underline{\operatorname{Tr}}(V \gamma) \quad \text { and } \quad \underline{\operatorname{Tr}}_{L}\left(\gamma_{L} H^{L}\right)=\frac{1}{2} \underline{\operatorname{Tr}}_{L}\left(-\Delta_{L} \gamma_{L}\right)+\underline{\operatorname{Tr}_{L}}\left(V \gamma_{L}\right)
$$

so that

$$
\left|\underline{\operatorname{Tr}}(\gamma H)-\underline{\operatorname{Tr}_{L}}\left(\gamma_{L} H^{L}\right)\right| \leq \frac{1}{2}\left|\underline{\operatorname{Tr}}(-\Delta \gamma)-\underline{\operatorname{Tr}_{L}}\left(-\Delta_{L} \gamma_{L}\right)\right|+\|V\|_{L_{\mathrm{per}}^{1}(\Gamma)}\left\|\rho_{\gamma}-\rho_{\gamma_{L}}\right\|_{L_{\mathrm{per}}^{\infty}(\Gamma)}
$$

The proof of (3.3) then follows from Lemma 5.6 and (5.24).
We now prove Corollary 3.2. We compare the total energies

$$
\begin{align*}
\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}(\gamma)-\mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right)= & \frac{1}{2}\left(\underline{\operatorname{Tr}}(-\Delta \gamma)-\underline{\operatorname{Tr}_{L}}\left(-\Delta_{L} \gamma_{L}\right)\right) \\
& +\frac{1}{2}\left(D_{1}\left(\rho_{\gamma}-\mu_{\mathrm{per}}, \rho-\mu_{\mathrm{per}}\right)-D_{1}\left(\rho_{\gamma_{L}}-\mu_{\mathrm{per}}, \rho_{\gamma_{L}}-\mu_{\mathrm{per}}\right)\right) \tag{5.26}
\end{align*}
$$

and notice that

$$
\begin{equation*}
\left|D_{1}\left(\rho_{\gamma}-\mu_{\mathrm{per}}, \rho_{\gamma}-\mu_{\mathrm{per}}\right)-D_{1}\left(\rho_{\gamma_{L}}-\mu_{\mathrm{per}}, \rho_{\gamma_{L}}-\mu_{\mathrm{per}}\right)\right|=\left|D_{1}\left(\rho_{\gamma}-\rho_{\gamma_{L}}, \rho_{\gamma}+\rho_{\gamma_{L}}-2 \mu_{\mathrm{per}}\right)\right| \tag{5.27}
\end{equation*}
$$

[^1]Using for instance the inequality (recall that $\left.\left|\mathbf{a}_{1}^{*}\right| \leq\left|\mathbf{a}_{2}^{*}\right| \leq\left|\mathbf{a}_{3}^{*}\right|\right)$

$$
\begin{align*}
\forall f, g \in L_{\mathrm{per}}^{2}(\Gamma), \quad\left|D_{1}(f, g)\right| & =\left|\sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}} \frac{\overline{c_{\mathbf{k}}(f)} c_{\mathbf{k}}(g)}{|\mathbf{k}|^{2}}\right| \leq \frac{1}{\left|\mathbf{a}_{1}^{*}\right|^{2}} \sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}}\left|\overline{c_{\mathbf{k}}(f)} c_{\mathbf{k}}(g)\right| \\
& \leq \frac{1}{\left|\mathbf{a}_{1}^{*}\right|^{2}}\|f\|_{L_{\text {per }}^{2}(\Gamma)}\|g\|_{L_{\mathrm{per}}^{2}(\Gamma)}, \tag{5.28}
\end{align*}
$$

and combining (5.26), (5.27) and (5.28), we obtain

$$
\begin{aligned}
\left|\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}(\gamma)-\mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right)\right| \leq & \frac{1}{2}\left|\underline{\operatorname{Tr}}(-\Delta \gamma)-\underline{\operatorname{Tr}_{L}}\left(-\Delta_{L} \gamma_{L}\right)\right| \\
& +\frac{1}{2\left|\mathbf{a}_{1}^{*}\right|^{2}}\left\|\rho_{\gamma}-\rho_{\gamma_{L}}\right\|_{L_{\mathrm{per}}^{2}(\Gamma)}\left\|\rho_{\gamma}+\rho_{\gamma_{L}}-2 \mu_{\mathrm{per}}\right\|_{L_{\mathrm{per}}^{2}(\Gamma)}
\end{aligned}
$$

Corollary 3.2 is therefore a consequence of Lemma 5.6, (5.24) and the embedding $L_{\text {per }}^{\infty}(\Gamma) \hookrightarrow L_{\text {per }}^{2}(\Gamma)$.

## 6. Proof for the nonlinear Reduced Hartree-Fock case

In this section, we prove the exponential rate of convergence of the supercell model to the periodic model in the nonlinear rHF case (see Thm. 3.3). The proof consists of three steps.

## Step 1: Convergence of the ground-state energy per unit volume

In the sequel, we denote by $V_{0}:=\left(\rho_{\gamma_{0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}$ and $V_{L, 0}:=\left(\rho_{\gamma_{L, 0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}$ (see also (2.6) and (2.12)). We recall that

$$
\begin{aligned}
& H_{0}=-\frac{1}{2} \Delta+V_{0} \quad \text { and } \quad \gamma_{0}=\mathbb{1}\left(H_{0}<\varepsilon_{F}\right) \quad \text { act on } \quad L^{2}\left(\mathbb{R}^{3}\right) \\
& H_{L, 0}=-\frac{1}{2} \Delta_{L}+V_{L, 0} \quad \text { and } \quad \gamma_{L, 0}=\mathbb{1}\left(H_{L, 0}<\varepsilon_{F}\right) \quad \text { act on } \quad L_{\mathrm{per}}^{2}\left(\Gamma_{L}\right)
\end{aligned}
$$

We denote by $g>0$ the gap of $H_{0}$ around the Fermi level $\varepsilon_{F}$.
It was proved in [4] that the sequence $\left(V_{L, 0}\right)_{L \in \mathbb{N}^{*}}$ converges to $V_{0}$ in $L_{\text {per }}^{\infty}(\Gamma)$. We will prove later that this convergence is actually exponentially fast. As a result, we deduce that for $L$ large enough, say $L \geq L^{\text {gap }}$, the operator $H_{L, 0}$ is gapped around $\varepsilon_{F}$, and one may choose the Fermi level of the supercell $\varepsilon_{F}^{L}$ defined in (2.6) equal to $\varepsilon_{F}$. We denote by $g_{L}$ the size of the gap of $H_{L, 0}$ around $\varepsilon_{F}$. Without loss of generality we may assume that $L^{\text {gap }}$ is large enough so that

$$
\forall L \geq L^{\mathrm{gap}}, \quad g_{L} \geq \frac{g}{2}
$$

In the last section, we proved that the constants $C \in \mathbb{R}^{+}$and $\alpha>0$ appearing in Proposition 3.1 are functions of the parameters $\mathcal{R},\|V\|_{L^{\infty}}, g$ and $\varepsilon_{F}$ of the problem only. In particular, it is possible to choose $C \in \mathbb{R}^{+}$and $\alpha>0$ such that, for any choice of potentials $V$ among $\left\{V_{0},\left(V_{L, 0}\right)_{L \geq L^{\text {gap }}}\right\}$, the inequalities (3.3), (3.4) and (3.5) hold true.

We first consider $V=V_{0}$ in Proposition 3.1. We denote by $\gamma_{L} \in \mathcal{P}_{L}$ the one-body density matrix defined in (5.7) for this choice of potential. Together with Corollary 3.2, we get

$$
\forall L \in \mathbb{N}^{*}, \quad L^{-3} I_{L}^{\mu_{\mathrm{per}}}=L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L, 0}\right) \leq L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right) \leq \mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}\left(\gamma_{0}\right)+C \mathrm{e}^{-\alpha L}=I_{\mathrm{per}}^{\mu_{\mathrm{per}}}+C \mathrm{e}^{-\alpha L}
$$

On the other hand, choosing $V=V_{L, 0}$ with $L \geq L^{\text {gap }}$ in Proposition 3.1 , and denoting by $\gamma_{L}^{\prime} \in \mathcal{P}_{\text {per }}$ the one-body density matrix defined in (5.6) for this choice of potential, we get

$$
\forall L \geq L^{\mathrm{gap}}, \quad I_{\mathrm{per}}^{\mu_{\mathrm{per}}}=\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}\left(\gamma_{0}\right) \leq \mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}\left(\gamma_{L}^{\prime}\right) \leq L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L, 0}\right)+C \mathrm{e}^{-\alpha L}=L^{-3} I_{L}^{\mu_{\mathrm{per}}}+C \mathrm{e}^{-\alpha L}
$$

Combining both inequalities leads to

$$
\begin{equation*}
\forall L \geq L^{\mathrm{gap}}, \quad\left|L^{-3} I_{L}^{\mu_{\mathrm{per}}}-I_{\mathrm{per}}^{\mu_{\mathrm{per}}}\right| \leq C \mathrm{e}^{-\alpha L} \tag{6.1}
\end{equation*}
$$

This leads to the claimed rate of convergence for the ground-state energy per unit cell.

## Step 2: Convergence of the ground state density

In order to compare $\rho_{\gamma_{0}}$ and $\rho_{\gamma_{L, 0}}$, it is useful to introduce the Hamiltonian $H^{L}:=-\frac{1}{2} \Delta_{L}+V_{0}$ acting on $L_{\text {per }}^{2}\left(\Gamma_{L}\right)$. Note that $\gamma_{L}=\mathbb{1}\left(H^{L}<\varepsilon_{F}\right)$ is the operator obtained in (5.7) by taking $V=V_{0}$ in Proposition 3.1. Therefore, according to this proposition, there exist $C \in \mathbb{R}^{+}$and $\alpha>0$ such that

$$
\begin{equation*}
\forall L \in L^{\text {gap }}, \quad\left\|\rho_{\gamma_{0}}-\rho_{\gamma_{L}}\right\|_{L^{\infty}(\Gamma)} \leq C \mathrm{e}^{-\alpha L} \tag{6.2}
\end{equation*}
$$

In order to compare $\rho_{\gamma_{L}}$ with $\rho_{\gamma_{L, 0}}$, we note that, since $\gamma_{L, 0}$ is a minimizer of (2.5), then, using (3.5) and (6.1), we get that, for any $L \in \mathbb{N}^{*}$,

$$
\begin{aligned}
0 \leq L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right)-L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L, 0}\right) & =\left(L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right)-\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}\left(\gamma_{0}\right)\right)+\left(\mathcal{E}_{\mathrm{per}}^{\mu_{\mathrm{per}}}\left(\gamma_{0}\right)-L^{-3} \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L, 0}\right)\right) \\
& \leq 2 C \mathrm{e}^{-\alpha L}
\end{aligned}
$$

so that

$$
\forall L \in \mathbb{N}^{*}, \quad 0 \leq \mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L}\right)-\mathcal{E}_{L}^{\mu_{\mathrm{per}}}\left(\gamma_{L, 0}\right) \leq L^{3} 2 C \mathrm{e}^{-\alpha L} \leq C^{\prime} \mathrm{e}^{-\alpha^{\prime} L}
$$

for some constants $C^{\prime} \in \mathbb{R}^{+}$and $\alpha^{\prime}>0$ independent of $L$. This inequality can be recast into

$$
\forall L \in \mathbb{N}^{*}, \quad 0 \leq \underline{\operatorname{Tr}}_{L}\left(\left(H_{L, 0}-\varepsilon_{F}\right)\left(\gamma_{L}-\gamma_{L, 0}\right)\right)+\frac{1}{2} D_{1}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}, \rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) \leq C^{\prime} \mathrm{e}^{-\alpha^{\prime} L}
$$

Both terms are non-negative, so each one of them is decaying exponentially fast. From the inequality (recall that we assumed $\left|\mathbf{a}_{1}^{*}\right| \leq\left|\mathbf{a}_{2}^{*}\right| \leq\left|\mathbf{a}_{3}^{*}\right|$ )

$$
\forall f \in L_{\mathrm{per}}^{2}(\Gamma), \quad\left\|f *_{\Gamma} G_{1}\right\|_{L_{\mathrm{per}}^{2}(\Gamma)}^{2}=\sum_{\mathbf{k} \in \mathcal{R} \backslash\{\mathbf{0}\}} \frac{\left|c_{\mathbf{k}}(f)\right|^{2}}{|\mathbf{k}|^{4}} \leq \frac{1}{\left|\mathbf{a}_{1}^{*}\right|^{2}} \sum_{\mathbf{R} \in \mathcal{R} \backslash\{\mathbf{0}\}} \frac{\left|c_{\mathbf{k}}(f)\right|^{2}}{|\mathbf{k}|^{2}}=\frac{1}{\left|\mathbf{a}_{1}^{*}\right|^{2}} D_{1}(f, f)
$$

we obtain that

$$
\begin{equation*}
\forall L \in \mathbb{N}^{*}, \quad\left\|\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) *_{\Gamma} G_{1}\right\|_{L_{\mathrm{per}}^{2}(\Gamma)}^{2} \leq \frac{1}{\left|\mathbf{a}_{1}^{*}\right|^{2}} D_{1}\left(\rho_{L}-\rho_{\gamma_{L, 0}}, \rho_{L}-\rho_{\gamma_{L, 0}}\right) \leq \frac{2 C^{\prime}}{\left|\mathbf{a}_{1}^{*}\right|^{2}} \mathrm{e}^{-\alpha^{\prime} L} \tag{6.3}
\end{equation*}
$$

Consider $W \in L_{\text {per }}^{2}(\Gamma)$. It holds that, for any $L \geq L^{\text {gap }}$,

$$
\begin{align*}
& \int_{\Gamma}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) W=\frac{1}{L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left[\left(\left(\gamma_{L}\right)_{\mathbf{Q}}-\left(\gamma_{L, 0}\right)_{\mathbf{Q}}\right) W\right] \\
& \quad=\frac{1}{2 \mathrm{i} \pi L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \oint_{\mathscr{C}} \operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(\frac{1}{\lambda-\left(H_{0}\right)_{\mathbf{Q}}}\left(\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right) \frac{1}{\lambda-\left(H_{L, 0}\right)_{\mathbf{Q}}} W\right) \mathrm{d} \lambda  \tag{6.4}\\
& \quad=\frac{1}{2 \mathrm{i} \pi L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \oint_{\mathscr{C}} \operatorname{Tr}_{L_{\text {per }}^{2}(\Gamma)}\left(B_{2}^{\text {per }}(\lambda, \mathbf{Q}) \frac{1}{1-\Delta_{1}}\left(\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right) B_{2}^{L}(\lambda, \mathbf{Q}) \frac{1}{1-\Delta_{1}} W\right) \mathrm{d} \lambda
\end{align*}
$$

where $B_{2}^{\text {per }}$ is the operator defined in (5.8) for $H=H_{0}$, and $B_{2}^{L}$ is the one for $H=H_{L, 0}$. Since the constant $C_{1}$ in (5.10) is independent of $L$, we deduce that there exists a constant $\widetilde{C_{1}} \in \mathbb{R}^{+}$such that, for all $L \geq L^{\text {gap }}$,

$$
\forall \lambda \in \mathscr{C}, \quad \forall \mathbf{Q} \in \Lambda_{L}, \quad\left\|B_{2}^{\text {per }}(\lambda, \mathbf{Q})\right\|_{\mathcal{B}\left(L_{\text {per }}^{2}(\Gamma)\right)} \leq \widetilde{C_{1}} \quad \text { and } \quad\left\|B_{2}^{L}(\lambda, \mathbf{Q})\right\|_{\mathcal{B}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)} \leq \widetilde{C_{1}}
$$

As a result,

$$
\left|\int_{\Gamma}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) W\right| \leq \frac{|\mathscr{C}| \widetilde{C}_{1}^{2}}{2 \pi}\left\|\frac{1}{1-\Delta_{1}}\left(\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right)\right\|_{\mathfrak{S}_{2}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)}\left\|\frac{1}{1-\Delta_{1}} W\right\|_{\mathfrak{S}_{2}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)}
$$

We deduce from the Kato-Seiler-Simon inequality ([15], Thm. 4.1) and the estimate (6.3) that there exists constant $C \in \mathbb{R}^{+}$and $\alpha>0$ independent of $W$ such that,

$$
\left|\int_{\Gamma}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) W\right| \leq C \mathrm{e}^{-\alpha L}\|W\|_{L_{\mathrm{per}}^{2}(\Gamma)}
$$

This being true for all $W \in L_{\text {per }}^{2}(\Gamma)$, we obtain

$$
\forall L \geq L^{\mathrm{gap}}, \quad\left\|\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right\|_{L_{\mathrm{per}}^{2}(\Gamma)} \leq C \mathrm{e}^{-\alpha L}
$$

This proves the convergence in $L_{\mathrm{per}}^{2}(\Gamma)$. To get the convergence in $L_{\mathrm{per}}^{\infty}(\Gamma)$, we bootstrap the procedure. Since $\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) \in L_{\text {per }}^{2}(\Gamma)$, then $\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1} \in L_{\text {per }}^{\infty}(\Gamma)$ with

$$
\begin{equation*}
\forall L \geq L^{\text {gap }}, \quad\left\|\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right\|_{L_{\text {per }}^{\infty}}(\Gamma) \leq C^{\prime} \mathrm{e}^{-\alpha L} \tag{6.5}
\end{equation*}
$$

Consider $W \in L_{\text {per }}^{1}(\Gamma)$. Performing similar calculations as in (6.4), we get (with obvious notation)
$\int_{\Gamma}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) W=\frac{1}{2 \mathrm{i} \pi L^{3}} \sum_{\mathbf{Q} \in \Lambda_{L}} \oint_{\mathscr{C}} \operatorname{Tr}_{L_{\mathrm{per}}^{2}(\Gamma)}\left(B_{1}^{\mathrm{per}}(\lambda, \mathbf{Q})\left(\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right) B_{2}^{L}(\lambda, \mathbf{Q}) \frac{1}{1-\Delta_{1}} W \frac{1}{1-\Delta_{1}}\right) \mathrm{d} \lambda$,
so that

$$
\left|\int_{\Gamma}\left(\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right) W\right| \leq \frac{|\mathscr{C}|{\widetilde{C_{1}^{1}}}^{2}}{2 \pi}\left\|\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{L}}\right) *_{\Gamma} G_{1}\right\|_{L_{\mathrm{per}}^{\infty}(\Gamma)}\left\|\frac{1}{1-\Delta_{1}} W \frac{1}{1-\Delta_{1}}\right\|_{\mathfrak{S}_{1}\left(L_{\mathrm{per}}^{2}(\Gamma)\right)}
$$

and we conclude from (5.25) and (6.5) that there exist constants $C \in \mathbb{R}^{+}$and $\alpha>0$ such that

$$
\forall L \geq L^{\mathrm{gap}}, \quad\left\|\rho_{\gamma_{L}}-\rho_{\gamma_{L, 0}}\right\|_{L_{\text {per }}^{\infty}(\Gamma)} \leq C \mathrm{e}^{-\alpha L}
$$

Together with (6.2), we finally obtain

$$
\forall L \geq L^{\text {gap }}, \quad\left\|\rho_{\gamma_{0}}-\rho_{\gamma_{L, 0}}\right\|_{L_{\text {per }}^{\infty}(\Gamma)} \leq C \mathrm{e}^{-\alpha L}
$$

## Step 3: Convergence of the mean-field Hamiltonian

Finally, since

$$
H_{L}-H_{0}=\left(\rho_{\gamma_{L, 0}}-\rho_{\gamma_{0}}\right) *_{\Gamma} G_{1}
$$

the estimate (6.5) implies the convergence of the operator $H_{L}-H_{0}$ to 0 in $\mathcal{B}\left(L^{2}\left(\mathbb{R}^{3}\right)\right)$ with an exponential rate of convergence.

Remark 6.1. The convergence of the operators implies the convergence of the eigenvalues. More specifically, from the min-max principle, we easily deduce that

$$
\sup _{\mathbf{q} \in \Gamma^{*}} \sup _{n \in \mathbb{N}^{*}}\left|\varepsilon_{n, \mathbf{q}}\left[H_{L}\right]-\varepsilon_{n, \mathbf{q}}\left[H_{0}\right]\right| \leq C \mathrm{e}^{-\alpha L}
$$

where $\left(\varepsilon_{n, \mathbf{q}}[H]\right)_{n \in \mathbb{N}^{*}}$ denotes the eigenvalues of the operator $H_{\mathbf{q}}$ ranked in increasing order, counting multiplicities.

## 7. Numerical simulations

In this final section, we illustrate our theoretical results with numerical simulations. The simulations were performed using a home-made Python code, run on a 32 core Intel Xeon E5-2667.

### 7.1. The linear model (Prop. 3.1)

We consider crystalline silicon in its diamond structure. A qualitatively correct band diagram of this system can be obtained from a linear Hamiltonian of the form $H=-\frac{1}{2} \Delta+V_{\mathrm{per}}^{\text {lin }}$, where the potential $V_{\mathrm{per}}^{\text {lin }}$ is the empirical pseudopotential constructed in [6]. The lattice vectors are $\mathbf{a}_{1}=\frac{a}{2}(0,1,1)^{T}, \mathbf{a}_{2}=\frac{a}{2}(1,0,1)^{T}$ and $\mathbf{a}_{3}=\frac{a}{2}(1,1,0)^{T}$ and the reciprocal lattice vectors are $\mathbf{a}_{1}^{*}=\frac{2 \pi}{a}(-1,1,1)^{T}, \mathbf{a}_{2}^{*}=\frac{2 \pi}{a}(1,-1,1)^{T}$ and $\mathbf{a}_{3}^{*}=\frac{2 \pi}{a}(1,1,-1)^{T}$, where the lattice constant is $a=10.245$ Bohr (that is about $a=5.43 \AA$ ). The pseudopotential $V_{\text {per }}^{\text {lin }}$ is given by the expression

$$
\begin{equation*}
V_{\mathrm{per}}^{\operatorname{lin}}(\mathbf{x})=\sum_{\mathbf{k} \in \mathcal{R}^{*}} V_{\mathbf{k}} \mathrm{e}^{\mathrm{i} \mathbf{k} \cdot \mathbf{x}} \quad \text { with } \quad \forall \mathbf{k} \in \mathcal{R}^{*}, \quad V_{\mathbf{k}}=S[\mathbf{k}] \cos \left(\frac{a\left(k_{1}+k_{2}+k_{3}\right)}{8}\right) \tag{7.1}
\end{equation*}
$$

where

$$
S[\mathbf{k}]=\left\{\begin{array}{lll}
-0.105 & \text { if } & |\mathbf{k}|^{2}=3(2 \pi / a)^{2} \\
0.02 & \text { if } & |\mathbf{k}|^{2}=8(2 \pi / a)^{2} \\
0.04 & \text { if } & |\mathbf{k}|^{2}=11(2 \pi / a)^{2} \\
0 & \text { otherwise. }
\end{array}\right.
$$

This system is an insulator when the number of particles (electron pairs) per unit cell is $N=4$, so that the hypotheses of Proposition 3.1 are satisfied. In the sequel, the calculations are performed in the planewave basis

$$
\begin{equation*}
X=\left\{e_{\mathbf{k}}, \mathbf{k} \in \mathcal{R}^{*}, \frac{|\mathbf{k}|^{2}}{2}<E_{\text {cutoff }}\right\} \tag{7.2}
\end{equation*}
$$

where the cut-off energy is $E_{\text {cutoff }}=736 \mathrm{eV}$. The corresponding size of the basis is $|X|=749$.
In Figure 2, we represent the error on the ground state energy per unit cell and the $L^{\infty}\left(\mathbb{R}^{3}\right)$ error on the ground state density (in $\log$ scale) for different sizes of the regular grid. The value of $L$ in (4.7) varies between 4 to 28 . The quantities of reference are the ones calculated for the regular grid of size 60 . We observe in Figure 2 the exponential convergence for both the energy per unit cell and the density as predicted in Proposition 3.1.

### 7.2. The rHF model (Thm. 3.3)

We now consider the rHF model. To our knowledge, no pseudopotential has ever been designed for this model. Since constructing pseudopotentials is a formidable task, we limit ourselves to the following poor man's solution, which does not aim at capturing the physics but only at illustrating numerically our theoretical convergence results. We decompose the potential self-consistent $V_{0}$ appearing in (2.12) into

$$
V_{0}=\left(\rho_{\gamma_{0}}-\mu_{\mathrm{per}}\right) *_{\Gamma} G_{1}=\rho_{\gamma_{0}} *_{\Gamma} G_{1}-\mu_{\mathrm{per}} *_{\Gamma} G_{1}
$$

and we make the approximation $V_{0}=V_{\text {per }}^{\operatorname{lin}}$, where $V_{\text {per }}^{\operatorname{lin}}$ is the pseudopotential defined in (7.1). This leads to the rHF pseudopotential of the form

$$
V_{\mathrm{per}}^{\mathrm{rHF}}:=V_{\mathrm{per}}^{\mathrm{lin}}-\rho_{\gamma_{0}} *_{\Gamma} G_{1} .
$$

In practice, we calculate $V_{\mathrm{per}}^{\mathrm{rHF}}$ with the potential $\rho_{\gamma_{0}}$ obtained previously for the grid of size 60 . The minimization problem (2.5) and (2.6) is solved self-consistently in the basis $X$ defined in (7.2) (we refer to [3] for a survey on self-consistent procedures for such problems). We stop the self-consistent procedure when the $L^{\infty}\left(\mathbb{R}^{3}\right)$ difference between two consecutive densities is less than $10^{-7}$. The size of the regular mesh varies between 8 to 36 .


Figure 2. The error on the ground-state energy (in eV ) and the $L^{\infty}$ error on the ground-state density with respect to the size of the regular mesh for the linear model. The logarithm of the errors are represented. The linear regression curves are also displayed.


Figure 3. The error in energy (in eV ) and the $L^{\infty}$ error of the density with respect to the size of the regular mesh for the rHF model. The logarithm of the errors are represented. The linear regression curves are also displayed.

The quantities of reference are the ones calculated for the regular mesh of size 60 . The error on the energy per unit cell and the $L^{\infty}\left(\mathbb{R}^{3}\right)$ error on the density are displayed in Figure 3.

We observe in Figure 3 the exponential convergence proved in Theorem 3.3.
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