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#### Abstract

When applied to the linear advection problem in dimension two, the upwind finite volume method is a non consistent scheme in the finite differences sense but a convergent scheme. According to our previous paper [Bouche et al., SIAM J. Numer. Anal. 43 (2005) 578-603], a sufficient condition in order to complete the mathematical analysis of the finite volume scheme consists in obtaining an estimation of order $p$, less or equal to one, of a quantity that depends only on the mesh and on the advection velocity and that we called geometric corrector. In [Bouche et al., Hermes Science publishing, London, UK (2005) 225-236], we prove that, on the mesh given by Peterson [SIAM J. Numer. Anal. 28 (1991) 133-140] and for a subtle alignment of the direction of transport parallel to the vertical boundary, the infinite norm of the geometric corrector only behaves like $h^{1 / 2}$ where $h$ is a characteristic size of the mesh. This paper focuses on the case of an oblique incidence i.e. a transport direction that is not parallel to the boundary, still with the Peterson mesh. Using various mathematical technics, we explicitly compute an upper bound of the geometric corrector and we provide a probabilistic interpretation in terms of Markov processes. This bound is proved to behave like $h$, so that the order of convergence is one. Then the reduction of the order of convergence occurs only if the direction of advection is aligned with the boundary.
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## Introduction

We consider on the domain $\Omega \subset \mathbb{R}^{2}$, the following advection problem with a constant velocity $\mathbf{a} \in \mathbb{R}^{2}$

$$
\begin{equation*}
\frac{\partial u}{\partial t}+\nabla \cdot(\mathbf{a} u)=0 \tag{0.1}
\end{equation*}
$$

where $u$ is defined from $\mathbb{R}^{2} \times \mathbb{R}$ to $\mathbb{R}$. This problem is completed with initial and boundary data that satisfy the so called compatibility conditions.

The space discretization is based on an unstructured mesh composed of volumes $K_{j}$ where $j$ is the index of the volume and $V_{j}$ the surface of the volume. The upwind finite volume method takes into account the direction

[^0]where the information comes from and consists in approximating on each control volume the mean value of $u$ denoted by:
$$
v_{j}^{n}=\frac{1}{V_{j}} \int_{K_{j}} u(x, n \Delta t) \mathrm{d} x .
$$

If the time discretization is for instance the Euler forward scheme, then the unknowns $u_{j}^{n}$ which approximate $v_{j}^{n}$ satisfy

$$
\begin{equation*}
\mathcal{L}\left(u_{j}\right)=u_{j}^{n+1}-u_{j}^{n}+\frac{\Delta t}{V_{j}} \sum_{k \in \mathcal{N}^{-}(j)} \mathbf{a} \cdot \mathbf{N}_{j k}\left(u_{k}^{n}-u_{j}^{n}\right)=0 \tag{0.2}
\end{equation*}
$$

where

- $\mathbf{N}_{j k}$ is the normal to the interface $K_{j} \cap K_{k}$ that points out from $K_{j}$ to $K_{k}$, with a norm equal to the length of the interface $\left|K_{j} \cap K_{k}\right|$;
- $\mathcal{N}^{-}(j)$ denotes the set of indices of adjacent volumes to $K_{j}$ such that a is inward to $K_{j}$ on the common interface i.e. $\mathcal{N}^{-}(j)=\left\{k, K_{k}\right.$ adjacent to $K_{j}$ and $\left.\mathbf{a} \cdot \mathbf{N}_{j k}<0\right\}$.
It turns out that this scheme is not consistent in the sense of finite differences: the truncation error $\mathcal{L}\left(v_{j}\right)$, which is obtained by substituting $u_{j}^{n}$ by the exact value $v_{j}^{n}$, does not converge to zero as $h$ goes to zero. Then Lax theorem is helpless, see for instance [7]. However numerous theoretical results (see [3,9,12,15,21,22]) obtained with solutions more or less regular prove the convergence of the scheme. Specifically, the order of convergence is known to be at least $\frac{1}{2}$ in $L^{2}$ norm for $H^{1}$ data (Després [6]) or in $L^{p}$ norm for $W^{1, p}$ and $B V$ data (Merlet and Vovelle [16] or Delarue and Lagoutière [5]). This property of enhancement of the truncation error is called supra-convergence and was widely analyzed in various cases but different from the finite volume one, in $[14,20,23,24]$.

In [1], the concept of geometric corrector is introduced in order to analyze the scheme from a mathematical point of view. This corrector, for which existence and uniqueness have been proved, depends only on the mesh and on the advection velocity. If $K_{j}$ is not on the boundary of the domain, then the corrector $\Gamma_{j}$ associated to the volume $K_{j}$ is a point in $\mathbb{R}^{2}$ which satisfies the following system (see [1] for the general case)

$$
\begin{equation*}
\sum_{k \in \mathcal{N}^{+}(j)} \mathbf{a} \cdot \mathbf{N}_{j k} \Gamma_{j}+\sum_{k \in \mathcal{N}^{-}(j)} \mathbf{a} \cdot \mathbf{N}_{j k} \Gamma_{k}=\sum_{k \in \mathcal{N}^{+}(j)} \mathbf{a} \cdot \mathbf{N}_{j k}\left(g_{j k}-g_{j}\right)+\sum_{k \in \mathcal{N}^{-}(j)} \mathbf{a} \cdot \mathbf{N}_{j k}\left(g_{j k}-g_{k}\right) \tag{0.3}
\end{equation*}
$$

where

- $g_{j}$ denotes a point inside the volume like for instance the center of gravity of the volume $K_{j}$;
- $g_{j k}$ denotes the center of gravity of the edge $K_{j} \cap K_{k}$;
- $\mathcal{N}^{+}(j)$ is the set of indices of adjacent volumes to $K_{j}$ such that a is outward to the common interface i.e. $\mathcal{N}^{+}(j)=\left\{k, K_{k}\right.$ adjacent to $K_{j}$ and $\left.\mathbf{a} \cdot \mathbf{N}_{j k}>0\right\}$.

For $0<p \leq 1$, we prove in [1] that, when the solution is regular enough, a $h^{p}$ behavior of the norm of the corrector is a sufficient condition for the scheme to be of order $p$. As a result, estimating the corrector is an efficient way to study the convergence of the scheme.

It was proved in [1] that, in dimension 2, on non structured meshes of triangles, uniformly refined, the standard upwind scheme, although not consistent, is in fact of order one, at least for regular enough solutions. The proof of this result for meshes that are independently refined is still an open problem.

Indeed, slower convergence appears for vertical advection velocity on a particular mesh originally proposed by Peterson [18]. The domain $[0,1] \times[0,1]$ and meshes he considered are plotted on Figure 1. One can observe that there is no vertical line (except the boundaries). Moreover, the refinement is uniform except near vertical boundaries. The index of the triangle $j$ previously introduced is replaced in the present case, by a pair of integers $(m, n)$ and a sign. The triangles far from the vertical boundaries are rectangle isosceles triangles of length $h=\frac{1}{\ell}$ and are denoted by $T_{m, n}^{+}$for upward ones and by $T_{m, n}^{-}$for downward ones. Indices $m$ and $n$ are of opposite parity. Triangles adjacent to the left boundary are rectangle isosceles triangle of length $\frac{h}{\sqrt{2}}$ and are denoted by $T_{0, n}^{+}$and $T_{0, n}^{-}$(with $n$ odd) as it is indicated on Figure 2. Triangles adjacent to the right boundary


Figure 1. Meshes proposed by Peterson on the square $[0,1] \times[0,1]$.


Figure 2. Numbering of triangles on the left side and bottom triangles.
are rectangle isosceles triangle of length $\frac{h}{\sqrt{2}}$ and are denoted by $T_{2 \ell, n}^{+}$and $T_{2 \ell, n}^{-}$(with $n$ odd). The geometric correctors that correspond to these triangles are respectively $\Gamma_{m, n}^{+}$and $\Gamma_{m, n}^{-}$.

The aim of this article is to obtain, by different mathematical technics, estimates on the geometric corrector as a function of mesh size $h$ for oblique incidence, i.e. for a non vertical advection direction, in order to prove the following theorem:

Theorem 0.1. For oblique incidence, we have the estimation

$$
\|\Gamma\|_{\infty} \equiv \sup _{m, n}\left\|\Gamma_{m, n}\right\| \leq c h
$$

Equations satisfied by the corrector are given in Section 1. Since left and right boundary conditions do not interfere, the study is reduced to a semi-infinite domain, obtained by extending to the right the original one. The following sections establish an upper bound of the norm of the corrector successively by counting geometric paths, then by using a recursive argument and finally by Fourier analysis. The upper bound is a partial sum of a convergent series whose sum studied in Section 5 depends on $h$. In Section 6, we shall return to the vertical advection direction case. The use of generating functions allows us to prove in a different way the result proved in [2]: in that case, the series is divergent and the corrector behaves as $h^{1 / 2}$ for the uniform norm. Finally in Section 7 which deals with the original square, we propose a probabilistic interpretation, similar in spirit to that in the paper by Delarue et Lagoutière [5], and we use a method based on matrices to get the upper bound.

## 1. Equations satisfied by the corrector $\Gamma_{m, n}$

We denote by $\Gamma_{m, n}^{+}$the corrector associated to triangle $T_{m, n}^{+}$, by $\Gamma_{m, n}^{-}$the corrector associated to $T_{m, n}^{-}$, and define $\theta$ as the angle between the advection velocity and the vertical direction (cf. Fig. 1). The advection velocity incomes on the left boundary, and we suppose that $0<\theta<\frac{\pi}{4}$. We note

$$
\alpha=\frac{\pi}{4}-\theta .
$$

The corrector is computed, choosing as reference point $g_{m, n}^{ \pm}$, the middle of the height of the triangle $T_{m, n}^{ \pm}$ for $m \neq 0,2 \ell$ and the middle of the vertical side of the triangle for $m=0$ and $m=2 \ell$ as shown in Figure 2. This choice is more convenient than the center of gravity of the triangle. Since we denote by $(\vec{\imath}, \vec{\jmath})$ the usual orthonormal basis of the plane, the equations satisfied by the correctors for triangles without any side on the left or right boundary, i.e. for $\Gamma_{m, n}^{+}$and $\Gamma_{m, n}^{-}$with $m \neq 0$ and $m \neq 2 \ell$, can be written, following (0.3)

$$
\left\{\begin{array}{r}
\cos \theta\left(\Gamma_{m, n}^{+}-\Gamma_{m, n}^{-}\right)=-\frac{h}{4}\left(\cos \theta \vec{\jmath}+\frac{\sqrt{2}}{2}\left(\cos \left(\theta-\frac{\pi}{4}\right)-\cos \left(\theta+\frac{\pi}{4}\right)\right) \vec{\imath}\right) \\
\cos \theta \Gamma_{m, n}^{-}-\frac{\sqrt{2}}{2} \cos \left(\theta-\frac{\pi}{4}\right) \Gamma_{m-1, n-1}^{+}-\frac{\sqrt{2}}{2} \cos \left(\theta+\frac{\pi}{4}\right) \Gamma_{m+1, n-1}^{+} \\
=\frac{h}{4}\left(\cos \theta \vec{\jmath}+\frac{\sqrt{2}}{2}\left(\cos \left(\theta-\frac{\pi}{4}\right)-\cos \left(\theta+\frac{\pi}{4}\right)\right) \vec{\imath}\right) .
\end{array}\right.
$$

By adding these equalities, we obtain

$$
\Gamma_{m, n}^{+}-\frac{\cos \alpha}{\cos \alpha+\sin \alpha} \Gamma_{m-1, n-1}^{+}-\frac{\sin \alpha}{\cos \alpha+\sin \alpha} \Gamma_{m+1, n-1}^{+}=0
$$

and setting $p=\frac{\cos \alpha}{\cos \alpha+\sin \alpha}$ and $q=\frac{\sin \alpha}{\cos \alpha+\sin \alpha}$, we get the recursion relation

$$
\begin{equation*}
\Gamma_{m, n}^{+}=p \Gamma_{m-1, n-1}^{+}+q \Gamma_{m+1, n-1}^{+} . \tag{1.1}
\end{equation*}
$$

We now consider the triangles with their vertical side lying on the left boundary, i.e. $m=0$. The equations satisfied by the corrector can be written, following (0.3)

$$
\left\{\begin{array}{l}
\frac{\sqrt{2}}{2} \cos \alpha \Gamma_{0,2 k+1}^{+}-\frac{1}{2} \cos \theta \Gamma_{0,2 k+1}^{-}=\frac{\sqrt{2}}{2} \cos \alpha \frac{h}{4} \vec{\imath}-\frac{1}{2} \cos \theta\left(\frac{h}{4} \vec{\imath}+\frac{h}{4} \vec{\jmath}\right) \\
\frac{1}{2} \cos \theta \Gamma_{0,2 k+1}^{-}-\frac{\sqrt{2}}{2} \sin \alpha \Gamma_{1,2 k}^{+}=\frac{\sqrt{2}}{2} \sin \alpha \frac{h}{4} \vec{i}+\frac{1}{2} \cos \theta\left(\frac{h}{4} \vec{\imath}+\frac{h}{4} \vec{\jmath}\right) .
\end{array}\right.
$$

By adding these equalities, we obtain

$$
\frac{\sqrt{2}}{2} \cos \alpha \Gamma_{0,2 k+1}^{+}-\frac{\sqrt{2}}{2} \sin \alpha \Gamma_{1,2 k}^{+}=\frac{\sqrt{2}}{2} \cos \alpha \frac{h}{4} \vec{\imath}+\frac{\sqrt{2}}{2} \sin \alpha \frac{h}{4} \vec{i}
$$

namely, setting $\vec{A}=\frac{1}{4}(1+\tan \alpha) \vec{\imath}$, vector independent on $k$ and $r=\frac{q}{p}$,

$$
\begin{equation*}
\Gamma_{0,2 k+1}^{+}-r \Gamma_{1,2 k}^{+}=\vec{A} h \tag{1.2}
\end{equation*}
$$

For $m=2 \ell$, namely for the triangles with a side on the left boundary, we obtain

$$
\begin{equation*}
\Gamma_{2 l, 2 k+1}^{+}-\Gamma_{2 l-1,2 k}^{+}=\vec{B} h \tag{1.3}
\end{equation*}
$$

where $\vec{B}$ is a vector independent on $k$ and $r$ defined by

$$
\vec{B}=\frac{1}{4}\left(\tan \theta-\frac{3}{2}-\frac{1}{2} \tan \alpha\right) \vec{\imath}+\frac{1}{8}(\tan \alpha-1) \vec{\jmath}
$$

Gathering the results above, equations (1.1), (1.2), (1.3) satisfied by the correctors associated with upward directed triangles write

$$
\begin{cases}\Gamma_{m, n}^{+}=p \Gamma_{m-1, n-1}^{+}+q \Gamma_{m+1, n-1}^{+} & m+n \text { odd }, 0<m<2 \ell, 0<n  \tag{1.4}\\ \Gamma_{0,2 k+1}^{+}-r \Gamma_{1,2 k}^{+}=\overrightarrow{A h} & 0 \leq k<\ell \\ \Gamma_{2 \ell, 2 k+1}^{+}-\Gamma_{2 \ell-1,2 k}^{+}=\vec{B} h & 0 \leq k<\ell \\ \Gamma_{m, 0}^{+}=0 & m \text { odd, } 0<m<2 \ell\end{cases}
$$

Our assumption on advection velocity direction implies $0<q<\frac{1}{2}<p<1$ with $p+q=1$ and $r=\frac{q}{p}<1$. The difference equations (1.4) satisfied by the corrector have zero right hand side, except on the boundary. We shall show that the order of convergence of the scheme is determined by accumulation of boundary contributions.

Remark 1.1. Note that, for vertical advection velocity, namely $\theta=0$, we have $\alpha=\frac{\pi}{4}, p=q=\frac{1}{2}, A=-B=\frac{\vec{\imath}}{2}$ and the above system reduces to system (27) given in Section 4.2 of [2] namely:

$$
\left\{\begin{array}{l}
\Gamma_{m, n}^{+}=\frac{1}{2} \Gamma_{m-1, n-1}^{+}+\frac{1}{2} \Gamma_{m+1, n-1}^{+}  \tag{1.5}\\
\Gamma_{0,2 k+1}^{+}=\Gamma_{1,2 k}^{+}+\frac{h}{2} \vec{\imath} ; \quad \Gamma_{2 \ell, 2 k+1}^{+}=\Gamma_{2 \ell-1,2 k}^{+}-\frac{h}{2} \vec{\imath} \\
\Gamma_{m, 0}^{+}=0
\end{array}\right.
$$

Remark 1.2. For the case $\theta=\frac{\pi}{4}$, the recursion for the correctors boils down to

$$
\Gamma_{m, n}^{+}=\Gamma_{m-1, n-1}^{+}
$$

and noting that $\Gamma_{0,2 k+1}^{+}=\frac{h}{4} \vec{\imath}$, we obtain $\Gamma_{m, n}^{+}=\frac{h}{4} \vec{\imath}$ for $m \leq n$ and 0 otherwise.
Remark 1.3. The case of advection velocity incoming on the right boundary can be deduced by symmetry.
Remark 1.4. The first equation of system (1.4) is valid for $m$ and $n$ of opposite parities, i.e. for upward triangles. In order to simplify the computations and the presentation, it is convenient to introduce fictitious triangles $T_{m, n}^{+}$and associated correctors $\Gamma_{m, n}^{+}$for $m$ and $n$ with same parities. The equation (1.1) can then be extended to $m$ and $n$ of arbitrary parity and we obtain

$$
\begin{cases}\Gamma_{m, n}^{+}=p \Gamma_{m-1, n-1}^{+}+q \Gamma_{m+1, n-1}^{+} & 0<m<2 \ell, \quad 0<n  \tag{1.6}\\ \Gamma_{0, n}^{+}-r \Gamma_{1, n-1}^{+}=\overrightarrow{A h} & 0<n \\ \Gamma_{2 \ell, n}^{+}-\Gamma_{2 \ell-1, n-1}^{+}=\vec{B} h & 0<n \\ \Gamma_{m, 0}^{+}=0 & 0<m<2 \ell\end{cases}
$$

The two lattices, $m$ and $n$ of opposite parities, and $m$ and $n$ of same parities, are independent from each other, because equations (1.6) relate quantities, either of opposite parities, or of same parities. Equations (1.6) extended to $m$ and $n$ of arbitrary parities therefore allow to determine the correctors associated to "real" triangles, i.e. with $m$ and $n$ of opposite parities.


Figure 3. Mesh of Peterson on the lower left half triangle.

Remark 1.5. To deal with only one boundary, one may consider, as in [2] triangle $[0,1] \times[0,1]$, lower left half of the square as shown in Figure 3.

In the following sections, we shall rather consider the semi-infinite mesh defined on the domain $[0,+\infty] \times[0,1]$ : this mesh is obtained by extending Peterson original mesh towards infinity to the right with (rectangular equilateral) triangles with basis $h$. We therefore have to solve the system

$$
\begin{cases}\Gamma_{m, n}^{+}=p \Gamma_{m-1, n-1}^{+}+q \Gamma_{m+1, n-1}^{+} & 0<m, \quad 0<n  \tag{1.7}\\ \Gamma_{0, n}^{+}=r \Gamma_{1, n-1}^{+}+\overrightarrow{A h} & 0<n \\ \Gamma_{m, 0}^{+}=0 & 0<m\end{cases}
$$

and it is what we do in the following sections.

## 2. Computation By Counting geometric paths

The geometric corrector $\Gamma_{m, n}^{+}$is a linear combination of $\Gamma_{m-1, n-1}^{+}$with weight $p$ and $\Gamma_{m-1, n+1}^{+}$with weight $q$. Let us represent this relation by two paths, one from point ( $m, n$ ) to point ( $m-1, n-1$ ) with weight (or probability) $p$, and one from $(m, n)$ to $(m-1, n+1)$ with weight (or probability) $q$. By recursion, $\Gamma_{m, n}^{+}$is therefore a linear combination of the $\Gamma_{m+t, n-k}^{+}$with weights associated to paths linking point ( $m, n$ ) to ( $m+t, n-k$ ) with $-k \leq t \leq k$. The weight associated to a path composed of $g$ elementary paths (or displacements) to the left hand side and $d$ paths to the right hand side is $p^{g} q^{d}$.

If $m \geq n$, all paths starting from $(m, n)$ reach points on the line $n=0$ with coordinates $(m+t, 0)$ with $-n \leq t \leq n$ before reaching the left boundary. Thus, according to (1.7), $\Gamma_{m, n}^{+}$is equal to zero.

If $m<n$, some paths starting from $(m, n)$ reach the left boundary. When a path reaches the left boundary at point $\left(0, n^{\prime}\right)$, we have

$$
\Gamma_{0, n^{\prime}}^{+}=r \Gamma_{1, n^{\prime}-1}^{+}+\vec{A} h .
$$

Thus, a contribution to the corrector proportional to the weight associated to the path from $(m, n)$ to $\left(0, n^{\prime}\right)$ appears. The path is reflected with weight $r$. As a result, the corrector can be computed as a sum of weights associated with paths issued from point $(m, n)$ and reaching the left boundary. Therefore, to compute the corrector, we simply have to enumerate paths issued from point ( $m, n$ ) and reaching this boundary.

For arbitrary reflection coefficient $r$, to the best of our knowledge, this problem has no simple closed form solution.


Figure 4. Désiré André reflection principle: examples of paths that contribute to $\Gamma_{2,5}^{+}$.
However, for the specific case $r=2 q$, the problem at hand can be solved by using Désiré André reflection principle $[4,19]$. To be more specific, we associate bijectively to a path reflected on the left boundary the path obtained by reflection (symmetry) with respect to this boundary. To this end, we introduce the correctors $\Gamma_{m, n}^{+}$ for $m<0$, and then split the reflected path with weight $2 q$ in two paths with weight $q$ symmetric with respect to the boundary (see Fig. 4). As a result, the relation

$$
\Gamma_{0, n}^{+}=r \Gamma_{1, n-1}^{+}+\vec{A} h
$$

is replaced by

$$
\Gamma_{0, n}^{+}=q \Gamma_{-1, n-1}^{+}+q \Gamma_{1, n+1}^{+}+\overrightarrow{A h}
$$

Note that the roles of $p$ and $q$ are swapped but, using this trick, we are able to count the paths from point $(m, n)$ to a point $(0, n-s)$ lying on the left boundary and composed of $s$ elementary displacements among whose $\frac{1}{2}(s+m)$ are towards the left hand side and $\frac{1}{2}(s-m)$ towards the right hand side, with $s$ varying from $m$ (minimum to reach the left boundary) and $n-1$ (the point $(0,0)$ does not contribute). A path is thus defined by the choice of the displacements to the right among the $s$ displacements. The number of possible choices is $\binom{s}{\frac{1}{2}(s-m)}$ and we finally get :

$$
\left.\Gamma_{m, n}^{+}\right|_{r=2 q}=\overrightarrow{A h} \sum_{s \in[m, n-1], s+m=0[2]} p^{\frac{1}{2}(s+m)} q^{\frac{1}{2}(s-m)}\binom{s}{\frac{1}{2}(s-m)}
$$

For the point $(2 j, 2 n+1)$, one obtains

$$
\begin{equation*}
\left.\Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q}=\vec{A} h \sum_{s=j}^{n} p^{s+j} q^{s-j}\binom{2 s}{s-j}, \quad 0 \leq j \leq n \tag{2.1}
\end{equation*}
$$

Since the reflection coefficient $r$ is less than $2 q,\left.\Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q}$ provides an upper bound for the corrector $\Gamma_{2 j, 2 n+1}^{+}$.

## 3. Proof by Recursion

In this section, we demonstrate the result (2.1) by recursion. Let us suppose that (2.1) is satisfied up to order $n$. Then, for $0<j \leq n+1$ and for $r=2 q$

$$
\left.\Gamma_{2 j, 2 n+3}^{+}\right|_{r=2 q}=\left.p^{2} \Gamma_{2 j-2,2 n+1}^{+}\right|_{r=2 q}+\left.2 p q \Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q}+\left.q^{2} \Gamma_{2 j+2,2 n+1}^{+}\right|_{r=2 q} .
$$

And therefore

$$
\begin{aligned}
\left.\Gamma_{2 j, 2 n+3}^{+}\right|_{r=2 q}= & \vec{A} h \sum_{s=j}^{n+1} p^{s+j} q^{s-j}\binom{2 s-2}{s-j}+2 \vec{A} h \sum_{s=j+1}^{n+1} p^{s+j} q^{s-j}\binom{2 s-2}{s-j-1} \\
& +\vec{A} h \sum_{s=j+2}^{n+1} p^{s+j} q^{s-j}\binom{2 s-2}{s-j-2} \\
= & \vec{A} h\left(p^{2 j}\binom{2 j-2}{0}+p^{2 j+1} q\binom{2 j}{1}+2 p^{2 j+1}\binom{2 j}{0}\right) \\
& +\overrightarrow{A h} h \sum_{s=j+2}^{n+1} p^{s+j} q^{s-j}\left(\binom{2 s-2}{s-j}+2\binom{2 s-2}{s-j-1}+\binom{2 s-2}{s-j-2}\right) \\
= & \vec{A} h\left(p^{2 j}+p^{2 j+1} q(2 j+2)\right)+\vec{A} h \sum_{s=j+2}^{n+1} p^{s+j} q^{s-j}\binom{2 s}{s-j} \\
= & \vec{A} h \sum_{s=j}^{n+1} p^{s+j} q^{s-j}\binom{2 s}{s-j} .
\end{aligned}
$$

Because $r=2 q$, a similar computation shows that

$$
\left.\Gamma_{0,2 n+3}^{+}\right|_{r=2 q}=\vec{A} h \sum_{s=0}^{n+1} p^{s+j} q^{s-j}\binom{2 s}{s-j}
$$

As a result, (2.1) is satisfied up to order $n+1$. Finally, for $n=0, \Gamma_{0,1}^{+}=\vec{A} h$ and the recursion relation (2.1) is satisfied for $n=0$, which concludes the proof.

## 4. Proof using Fourier analysis

An alternative demonstration of the result is given below. It is inspired from a method studied in the book by Karlin [11] based on the construction of a basis of orthogonal polynomials (in our case related to Tchebytchev polynomials). To this end, we consider $\Gamma_{m, n}^{+}$as the Fourier coefficients of a function $f_{n}$. More precisely, we write

$$
\begin{equation*}
\Gamma_{m, n}^{+}=\int_{-\pi}^{\pi}\left(\frac{p}{q}\right)^{\frac{m}{2}} f_{n}(x) \cos (m x) \mathrm{d} x \tag{4.1}
\end{equation*}
$$

Recursion relations (1.7) satisfied by the correctors determine $f_{n}$. Namely, we get, for any $m>0$

$$
\begin{align*}
\int_{-\pi}^{\pi}\left(\frac{p}{q}\right)^{\frac{m}{2}} f_{n+1}(x) \cos (m x) \mathrm{d} x= & \int_{-\pi}^{\pi} p\left(\frac{p}{q}\right)^{\frac{m-1}{2}} f_{n}(x) \cos ((m-1) x) \mathrm{d} x  \tag{4.2}\\
& +\int_{-\pi}^{\pi} q\left(\frac{p}{q}\right)^{\frac{m+1}{2}} f_{n}(x) \cos ((m+1) x) \mathrm{d} x
\end{align*}
$$

which can be written

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left(\frac{p}{q}\right)^{\frac{m}{2}}\left(f_{n+1}(x)-2 \sqrt{p q} \cos x f_{n}(x)\right) \cos (m x) \mathrm{d} x=0 \tag{4.3}
\end{equation*}
$$

It implies that there exists $c_{n}$ such that

$$
\begin{equation*}
f_{n+1}(x)=2 \sqrt{p q} \cos x f_{n}(x)+c_{n} . \tag{4.4}
\end{equation*}
$$

But, for $m=0$,

$$
\begin{equation*}
\int_{-\pi}^{\pi} f_{n+1}(x) \mathrm{d} x-r \int_{-\pi}^{\pi}\left(\frac{p}{q}\right)^{\frac{1}{2}} f_{n}(x) \cos x \mathrm{~d} x=\vec{A} h \tag{4.5}
\end{equation*}
$$

which can be written, by using relation (4.4)

$$
\begin{equation*}
\int_{-\pi}^{\pi}\left(2 \sqrt{p q} \cos x f_{n}(x)+c_{n}\right) \mathrm{d} x-\int_{-\pi}^{\pi} r\left(\frac{p}{q}\right)^{\frac{1}{2}} f_{n}(x) \cos x \mathrm{~d} x=\vec{A} h . \tag{4.6}
\end{equation*}
$$

If $r=2 q$, upper bound of $r=\frac{q}{p}$ for the problem at hand, the equation (4.6) simply provides

$$
c_{n}=\frac{\vec{A} h}{2 \pi}
$$

which, with recursion relation (4.4) for $f_{n}$ and $\Gamma_{m, 0}^{+}=0$ (which implies $f_{0}=0$ ), gives the expression below

$$
\begin{equation*}
f_{n+1}(x)=\frac{\overrightarrow{A h}}{2 \pi} \sum_{s=0}^{n}(\sqrt{4 p q} \cos x)^{s} . \tag{4.7}
\end{equation*}
$$

As a result, we get,

$$
\begin{equation*}
\left.\Gamma_{m, n+1}^{+}\right|_{r=2 q}=\frac{\vec{A} h}{2 \pi} \int_{-\pi}^{\pi}\left(\frac{p}{q}\right)^{\frac{m}{2}} \sum_{s=0}^{n}(\sqrt{4 p q} \cos x)^{s} \cos (m x) \mathrm{d} x . \tag{4.8}
\end{equation*}
$$

Specifically,

$$
\begin{aligned}
\left.\Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q} & =\frac{\vec{A} h}{2 \pi}\left(\frac{p}{q}\right)^{j} \int_{-\pi}^{\pi} \sum_{s=0}^{2 n}(\sqrt{4 p q} \cos x)^{s} \cos (2 j x) \mathrm{d} x \\
& =\frac{\overrightarrow{A h}}{2 \pi}\left(\frac{p}{q}\right)^{j} \sum_{s=0}^{2 n}(4 p q)^{\frac{s}{2}} \int_{C} 2^{-(s+1)}\left(z+\frac{1}{z}\right)^{s}\left(z^{2 j}+z^{-2 j}\right) \frac{\mathrm{d} z}{i z} \\
& =\frac{\overrightarrow{A h}}{2 \pi}\left(\frac{p}{q}\right)^{j} \sum_{s=0}^{2 n}(4 p q)^{\frac{s}{2}} \int_{C} 2^{-(s+1)} \sum_{k=0}^{s}\binom{s}{k} z^{2 k-s}\left(z^{2 j}+z^{-2 j}\right) \frac{\mathrm{d} z}{i z} .
\end{aligned}
$$

The only nonzero terms stems from the $k$ satisfying $2 k=s \pm 2 j$, which on the one hand implies $s$ even and on the other $s \geq 2 j$ so that $0 \leq k \leq s$. Changing variable, we obtain again relation (2.1):

$$
\begin{aligned}
\left.\Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q} & =\frac{\vec{A} h}{2 \pi}\left(\frac{p}{q}\right)^{j} \sum_{s=2 j}^{2 n}(4 p q)^{\frac{s}{2}} \int_{C} 2^{-s}\binom{s}{(s-2 j) / 2} \frac{\mathrm{~d} z}{i z} \\
& =\vec{A} h\left(\frac{p}{q}\right)^{j} \sum_{s=j}^{n}(p q)^{s}\binom{2 s}{s-j} \\
& =\vec{A} h \sum_{s=j}^{n} p^{j+s} q^{s-j}\binom{2 s}{s-j}
\end{aligned}
$$

## 5. Sum of the series and upper bound of the corrector

By using formula 2.5.15 of [25] or the methods provided by [8], the series $S_{j}(x)$ with term $x^{r}\binom{2 r}{r-j}$ turns out to be summable in closed form. For $0<x<\frac{1}{4}$, this sum is given by

$$
\begin{equation*}
S_{j}(x) \equiv \sum_{k=j}^{+\infty} x^{k}\binom{2 k}{k-j}=\frac{x^{j}}{\sqrt{1-4 x}}\left(\frac{1-\sqrt{1-4 x}}{2 x}\right)^{2 j} \tag{5.1}
\end{equation*}
$$

We deduce from this result the following upper bound for the corrector

$$
\left\|\Gamma_{2 j, 2 n+1}^{+}\right\| \leq\left\|\left.\Gamma_{2 j, 2 n+1}^{+}\right|_{r=2 q}\right\|<\|\vec{A}\| h\left(\frac{p}{q}\right)^{j} S_{j}(p q)
$$

As $p+q=1$ and $p>q$, we get $\sqrt{1-4 p q}=p-q$ and therefore

$$
\begin{equation*}
\left\|\Gamma_{2 j, 2 n+1}^{+}\right\|<\frac{\|\vec{A}\| h}{p-q}=\|\vec{A}\| h \cot \theta \tag{5.2}
\end{equation*}
$$

We conclude that the norm of the corrector is bounded by $c h$, with $c=\|\vec{A}\| \cot \theta$. This proves Theorem 0.1. In the next section, we turn back to the case of vertical advection.

## 6. VERTICAL ADVECTION

For vertical advection velocity, it is possible to count the number of paths (1.5) with the original (i.e. without taking an upper bound) reflection coefficient:

$$
\begin{equation*}
\Gamma_{2 j, 2 n+1}^{+}=\frac{h \vec{\imath}}{2} \sum_{s=j}^{n} 2^{-2 s}\binom{2 s}{s-j} \tag{6.1}
\end{equation*}
$$

By this path counting technic, we obtain the result proven by recursion for a triangular domain in [2].
Another possible method relies on the use of generating functions. We define $\Gamma_{m, n}^{+}=\Gamma_{-m, n}^{+}$for $m<0$ and split the paths reflected with weight 1 into two paths of weight $\frac{1}{2}$, symmetric with respect to the left boundary. We have now to solve the equations below, namely

$$
\left\{\begin{array}{ll}
\Gamma_{m, n}^{+}=\frac{1}{2} \Gamma_{m-1, n-1}^{+}+\frac{1}{2} \Gamma_{m+1, n-1}^{+} & m \in \mathbb{Z}^{\star} \tag{6.2}
\end{array} \quad n \geq 1 .\right.
$$

The generating function defined by

$$
\Gamma_{n}(z)=\sum_{m \in \mathbb{Z}} \Gamma_{2 m, n}^{+} z^{2 m}
$$

verifies $\Gamma_{0}(z)=0, \Gamma_{1}(z)=\frac{h}{2} \vec{\imath}$ and the recursion relationship

$$
\Gamma_{2 n+1}(z)=\frac{1}{4}\left(z+\frac{1}{z}\right)^{2} \Gamma_{2 n-1}(z)+\frac{h}{2} \vec{\imath}
$$

from which we obtain

$$
\Gamma_{2 n+1}(z)=\frac{h}{2} \vec{\imath} \sum_{k=0}^{n}\left(z+\frac{1}{z}\right)^{2 k} \frac{1}{2^{2 k}}
$$

Noting that $\Gamma_{2 j, 2 n+1}^{+}$is the coefficient of $z^{2 j}$ in the above sum, and using the binomial identity, we obtain once again formula (6.1). Indeed,

$$
\begin{aligned}
\Gamma_{2 n+1}(z) & =\frac{h}{2} \vec{\imath} \sum_{k=0}^{n} \sum_{s=0}^{2 k}\binom{2 k}{s} z^{2 k-s} z^{-s} \frac{1}{2^{2 k}} \\
& =\frac{h}{2} \vec{\imath} \sum_{k=0}^{n} \sum_{j=-k}^{k}\binom{2 k}{k-j} z^{2 j} \frac{1}{2^{2 k}} \\
& =\frac{h}{2} \vec{\imath} \sum_{j=-n}^{n}\left(\sum_{k=j}^{n}\binom{2 k}{k-j} \frac{1}{2^{2 k}}\right) z^{2 j} .
\end{aligned}
$$

The series $S_{j}(x)$ with term $x^{r}\binom{2 r}{r-j}$ is divergent for $x=\frac{1}{4}$. For vertical advection velocity, in contrast to oblique incidence case, the corrector behaves for $L_{\infty}$ norm as $h^{1 / 2}$ (see [2]). Note that, for this specific case, Peterson in [18] demonstrates that the convergence error of the scheme is exactly $h^{1 / 2}$. Then, the corrector provides a fair estimate of the error.

## 7. BACK TO THE INITIAL DOMAIN: A MATRIX FORMULATION

First, a probabilistic interpretation of the recursion relation (1.6) is proposed, relying on similar problems studied in the realm of Markov process [10]. If we consider a Markov process with discrete states indexed by $m$ and discrete times indexed by $n$ and if the square $2 \ell+1$ matrix

$$
T=\left(\begin{array}{cccccc}
0 & r & 0 & 0 & \ldots & 0 \\
p & 0 & q & 0 & \ldots & 0 \\
0 & p & 0 & q & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & p & 0 & q \\
0 & 0 & 0 & 0 & r^{\prime} & 0
\end{array}\right)
$$

is the transition matrix of Markov process considered above, the transition probability from state $m$ to state $m-1$ is $p$, whereas this probability from state $m$ to state $m+1$ is $q$, for $m \neq 0$ and $m \neq 2 \ell$. The transition matrix $T$ allows to compute the $2 \ell+1$ component vector of occupation probabilities $p(n+1)$ at time $n+1$ from the occupation probabilities $p(n)$ at time $n$ :

$$
p(n+1)=T p(n)=T^{n+1} p(0)
$$

The quantity $\sum_{k=0}^{2 n}\left(T^{k}\right)_{j, 0}$ provides the sum of occupation probabilities of state 0 at times $k \leq 2 n$ for initial state $j$, i.e. at time 0 , the occupied state is $j$. The first and last lines of $T$ respectively dictate the behavior at the left (resp. right) boundary and the coefficients $r$ and $r^{\prime}=1$ are the reflection coefficients.

We now express under matrix form the relations (1.6). To this end, we introduce for $n \geq 0$, the $\ell+1$ component vector

$$
\Gamma_{n}=\left(\Gamma_{0, n}^{+}, \ldots, \Gamma_{2 j, n}^{+}, \ldots, \Gamma_{2 \ell, n}^{+}\right)^{t}
$$

and we get

$$
\Gamma_{1}=C h \quad \text { and } \quad \Gamma_{2 n+1}=M \Gamma_{2 n-1}+C h, \quad n \geq 1
$$

where $M$ is the square $\ell+1$ matrix defined by $\left(r^{\prime}=1\right)$

$$
M=\left(\begin{array}{cccccc}
r p & r q & 0 & 0 & \ldots & 0 \\
p^{2} & 2 p q & q^{2} & 0 & \ldots & 0 \\
0 & p^{2} & 2 p q & q^{2} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & p^{2} & 2 p q & q^{2} \\
0 & 0 & 0 & 0 & r^{\prime} p & r^{\prime} q
\end{array}\right) \quad \text { and } \quad C=\left(\begin{array}{c}
\vec{A} \\
0 \\
0 \\
\ldots \\
0 \\
\vec{B}
\end{array}\right) .
$$

Matrix $M$ is the restriction to odd indexes of $T^{2}$. We deduce from above that

$$
\Gamma_{2 n+1}=\sum_{k=0}^{n} M^{k} C h
$$

Therefore, the corrector is a linear combination of $\vec{A} h$ and $\vec{B} h$, with coefficients that are sums of coefficients of powers of $M$ :

$$
\begin{equation*}
\Gamma_{2 j, 2 n+1}^{+}=a_{j, n}(M) \overrightarrow{A h}+b_{j, n}(M) \vec{B} h, \quad 0 \leq j \leq \ell \tag{7.1}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{j, n}(M)=\sum_{k=0}^{n}\left(M^{k}\right)_{j, 0} \quad \text { and } \quad b_{j, n}(M)=\sum_{k=0}^{n}\left(M^{k}\right)_{j, \ell} \tag{7.2}
\end{equation*}
$$

and $\left(M^{k}\right)_{j, i}$ denotes the term on line $j$ and column $i$. The lines and column of $M^{k}$ are indexed from 0 to $\ell$. One will notice that, for even indices, the estimate for the $\ell$ component vector

$$
\Gamma_{2 n}=\left(\Gamma_{1,2 n}^{+}, \ldots, \Gamma_{2 j-1,2 n}^{+}, \ldots, \Gamma_{2 \ell-1,2 n}^{+}\right)^{t}
$$

can be obtained from the estimate for vector $\Gamma_{2 n-1}$.
To allow closed form computation of eigenvectors, one multiplies by $2 p>1$ the first line of the matrix $M$ in order to replace the terms $r p=q$ and $r q=\frac{q^{2}}{p}$ respectively by $2 p q$ and $2 q^{2}$, which amounts to replace the reflection coefficient $r=\frac{q}{p}$ by an upper bound $2 q$ and one multiplies by $2 p>1$ the first line of the matrix $M$, which amounts to replace the reflection coefficient $r^{\prime}=1<2 p$ by an upper bound $2 p$. One then obtains the matrix $N$ of order $\ell+1$

$$
N=\left(\begin{array}{cccccc}
2 p q & 2 q^{2} & 0 & 0 & \ldots & 0 \\
p^{2} & 2 p q & q^{2} & 0 & \ldots & 0 \\
0 & p^{2} & 2 p q & q^{2} & \ldots & 0 \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & \ldots & 0 & p^{2} & 2 p q & q^{2} \\
0 & 0 & 0 & 0 & 2 p^{2} & 2 p q
\end{array}\right)
$$

The way $N$ is constructed from $M$ implies that the coefficients $a_{j, n}(N)$ and $b_{j, n}(N)$ computed for this matrix $N$ are upper bounds of those computed with matrix $M$. The $\ell+1$ eigenvalues of $N$ are distinct and are given by

$$
\lambda_{k}=2 p q\left(1+\cos \left(\frac{k \pi}{\ell}\right)\right)<1
$$

the associated eigenvectors have components

$$
X_{j k}=\left(\frac{p}{q}\right)^{j} \cos \left(\frac{j k \pi}{\ell}\right), \quad 0 \leq j \leq \ell
$$

In order to compute the coefficients of powers of $N$, we diagonalize this matrix: $N=X D X^{-1}$ where $X$ is the matrix $X_{j k}$ of eigenvectors and $D$ the diagonal matrix of eigenvalues. The inverse of $X$ can be computed, using trigonometric identities given in [13],

$$
\begin{align*}
& \sum_{\substack{j=1}}^{\ell-1} \cos \left(\frac{n j \pi}{\ell}\right) \cos \left(\frac{m j \pi}{\ell}\right)+\frac{1}{2}(1+\cos (n \pi) \cos (m \pi))=\frac{\ell}{2} \delta_{n m}, \quad m \neq 0, \ell  \tag{7.3}\\
& \sum_{j=1}^{\ell-1} \cos \left(\frac{n j \pi}{\ell}\right) \cos \left(\frac{m j \pi}{\ell}\right)+\frac{1}{2}(1+\cos (n \pi) \cos (m \pi))=\ell \delta_{n m}, \quad m=0, \ell
\end{align*}
$$

Defining $y_{m j}=\frac{1}{\ell}\left(\frac{q}{p}\right)^{j} \cos \left(\frac{m j \pi}{\ell}\right)$ for $1 \leq j \leq \ell-1, y_{m 0}=\frac{1}{2 \ell}, y_{m \ell}=\frac{1}{2 \ell}\left(\frac{q}{p}\right)^{\ell} \cos (m \pi)$, then setting $Y_{m j}=2 y_{m j}$ for $m \neq 0, \ell$ and $Y_{m j}=y_{m j}$ for $m=0, \ell$, we get the inverse of $X$. As a result, we obtain

$$
\begin{aligned}
\left(N^{k}\right)_{j 0} & =\sum_{s=0}^{\ell} X_{j s} Y_{s 0} \lambda_{s}^{k} \\
& =\frac{1}{\ell}(2 p q)^{k}\left(\frac{p}{q}\right)^{j}\left(\sum_{s=1}^{\ell-1} \cos \left(\frac{j s \pi}{\ell}\right) \frac{1}{\ell} \lambda_{s}^{k}+\frac{1}{2 \ell} \lambda_{0}^{k}+\frac{1}{2 \ell} \lambda_{\ell}^{k}\right) \\
& =\frac{1}{\ell}(2 p q)^{k}\left(\frac{p}{q}\right)^{j}\left(\sum_{s=1}^{\ell-1} \cos \left(\frac{j s \pi}{\ell}\right)\left(1+\cos \left(\frac{s \pi}{\ell}\right)\right)^{k}+2^{k-1}\right) \\
& =\frac{1}{\ell}(4 p q)^{k}\left(\frac{p}{q}\right)^{j}\left(\sum_{s=0}^{\ell} f\left(s \frac{\pi}{\ell}\right)-\frac{1}{2}(f(0)+f(\pi))\right)
\end{aligned}
$$

with $f(x)=\cos (j x) \cos ^{2 k}\left(\frac{x}{2}\right)$. The Euler Mac-Laurin summation formula allows to write this sum as

$$
\sum_{s=0}^{\ell} f\left(s \frac{\pi}{\ell}\right)-\frac{1}{2}(f(0)+f(\pi))=\frac{\ell}{\pi} \int_{0}^{\pi} f(x) \mathrm{d} x+\frac{\ell}{\pi} \sum_{m=2}^{\infty}(-1)^{m} \frac{B_{m-1}}{(2 m-2)!}\left(f^{[2 m-3]}(\pi)-f^{[2 m-3]}(0)\right)
$$

As $f$ and $f(\cdot+\pi)$ are even functions, all odd order derivatives of $f$ are zero for 0 and $\pi$. Therefore, the sum is equal to the integral $I$ defined below, which is computed by residue

$$
I=\frac{\ell}{\pi} \int_{0}^{\pi} f(x) \mathrm{d} x= \begin{cases}k 2^{-2 k}\binom{2 k}{k-j} & k \geq j \\ 0 & k<j\end{cases}
$$

Using this result, we obtain, for $k \geq j$

$$
\left(N^{k}\right)_{j 0}=(4 p q)^{k}\left(\frac{p}{q}\right)^{j} \frac{1}{\ell} \frac{\ell}{\pi} \pi 2^{-2 k}\binom{2 k}{k-j}=p^{k+j} q^{k-j}\binom{2 k}{k-j}
$$

and we get

$$
a_{j, n}(N)=\sum_{k=j}^{n} p^{k+j} q^{k-j}\binom{2 k}{k-j}=\left(\frac{p}{q}\right)^{j} \sum_{k=j}^{n}(p q)^{k}\binom{2 k}{k-j}
$$

By the same method, we obtain

$$
b_{j, n}(N)=\left(\frac{p}{q}\right)^{j-\ell} \sum_{k=\ell-j}^{n}(p q)^{k}\binom{2 k}{k-(\ell-j)}
$$

Thus, the upper bound of the corrector for the initial square domain turns out to be the sum of the correctors for two semi-infinite meshes computed previously, one obtained by extending to infinity the initial mesh to the right hand side, the other doing the same, but on the left hand side.

## 8. Conclusion

By different methods (geometric paths counting, recursion, Fourier analysis, generating function, matrix computation), we have established closed form expressions of an upper bound of the geometric corrector for the initial (square) Peterson and related (semi-infinite, triangular) domains for oblique advection velocity. The most convenient expression appears to be a weighted sum of binomial coefficients. This form has a simple probabilistic interpretation, in terms of geometric paths counting. Moreover, the sum of the associated series is known in closed form. As a result, an explicit upper bound for the geometric corrector proportional to $h \cot \theta$ is obtained, where $\theta$ is the angle of the advection velocity with the vertical.

The $L_{\infty}$ norm of the corrector is therefore of order $h$ for oblique incidence. As a result, the upwind scheme on initial (square) Peterson mesh and on related (triangular, semi-infinite) meshes is therefore of order $h$ for oblique incidence. The reduction of the order of convergence to $h^{1 / 2}$ for vertical direction of advection in $L_{\infty}$ norm is a subtle phenomena, which disappears as soon as the advection velocity moves apart from vertical direction, or when norm $L_{\infty}$ is replaced by norm $L_{1}$. We have observed the same kind of phenomena in numerical experiments on more generic meshes, see [17]. The main advantage of Peterson mesh is that the difference equations satisfied by the corrector have constant coefficients, and nonzero right hand side only on the boundary, which simplifies the derivation of an upper bound for the corrector. The precise behavior of the corrector on arbitrary meshes remains an open question.

## References

[1] D. Bouche, J.-M. Ghidaglia and F. Pascal, Error estimate and the geometric corrector for the upwind finite volume method applied to the linear advection equation. SIAM J. Numer. Anal. 43 (2005) 578-603.
[2] D. Bouche, J.-M. Ghidaglia and F. Pascal, An optimal a priori error analysis of the finite volume method for linear convection problems, in Finite volumes for complex applications IV, Problems and perspectives, F. Benkhaldoun, D. Ouazar and S. Raghay Eds., Hermes Science publishing, London, UK (2005) 225-236.
[3] B. Cockburn, P.-A. Gremaud and J.X. Yang, A priori error estimates for numerical methods for scalar conservation laws. III: Multidimensional flux-splitting monotone schemes on non-cartesian grids. SIAM J. Numer. Anal. 35 (1998) $1775-1803$.
[4] L. Comtet, Advanced combinatorics - The art of finite and infinite expansions. D. Reidel Publishing Co., Dordrecht, The Netherlands (1974).
[5] F. Delarue and F. Lagoutière, Probabilistic analysis of the upwind scheme for transport equations. Arch. Ration. Mech. Anal. (to appear).
[6] B. Després, An explicit a priori estimate for a finite volume approximation of linear advection on non-cartesian grids. SIAM J. Numer. Anal. 42 (2004) 484-504.
[7] B. Després, Lax theorem and finite volume schemes. Math. Comp. 73 (2004) 1203-1234.
[8] G.P. Egorychev, Integral representation and the computation of combinatorial sums, Translations of Mathematical Monographs 59. American Mathematical Society, Providence, USA (1984). [Translated from the Russian by H.H. McFadden, Translation edited by Lev J. Leifman.]
[9] R. Eymard, T. Gallouët and R. Herbin, Finite volume methods, in Handbook of Numerical Analysis 7, P.-A. Ciarlet and J.-L. Lions Eds., North-Holland (2000) 713-1020.
[10] W. Feller, An introduction to probability theory and its applications I. Third edition, John Wiley \& Sons Inc., New York, USA (1968).
[11] S. Karlin, A first course in stochastic processes. Academic Press, New York, USA (1966).
[12] D. Kröner, Numerical schemes for conservation laws. Wiley-Teubner Series Advances in Numerical Mathematics, Chichester: Wiley (1997).
[13] V. Lakshmikantham and D. Trigiante, Theory of difference equations: numerical methods and applications, 2nd edition, Monographs and Textbooks in Pure and Applied Mathematics 251. Marcel Dekker Inc., New York, USA (2002).
[14] T.A. Manteuffel and A.B. White, Jr., The numerical solution of second order boundary value problems on nonuniform meshes. Math. Comput. 47 (1986) 511-535.
[15] B. Merlet, $l^{\infty}$ and $l^{2}$ error estimate for a finite volume approximation of linear advection. SIAM J. Numer. Anal. 46 (2009) 124-150.
[16] B. Merlet and J. Vovelle, Error estimate for the finite volume scheme applied to the advection equation. Numer. Math. 106 (2007) 129-155.
[17] F. Pascal, On supra-convergence of the finite volume method. ESAIM: Proc. 18 (2007) 38-47.
[18] T.E. Peterson, A note on the convergence of the discontinuous Galerkin method for a scalar hyperbolic equation. SIAM $J$. Numer. Anal. 28 (1991) 133-140.
[19] M. Renault, Lost (and found) in translation, André's actual method and its application to the generalized ballot problem. Amer. Math. Monthly 115 (2008) 358-363.
[20] A. Tikhonov and A. Samarskij, Homogeneous difference schemes on non-uniform nets. U.S.S.R. Comput. Math. Math. Phys. 1963 (1964) 927-953.
[21] J.-P. Vila and P. Villedieu, Convergence of an explicit finite volume scheme for first order symmetric systems. Numer. Math. 94 (2003) 573-602.
[22] J. Vovelle, Convergence of finite volume monotone schemes for scalar conservation laws on bounded domains. Numer. Math. 90 (2002) 563-596.
[23] B. Wendroff and A.B. White, Jr., Some supraconvergent schemes for hyperbolic equations on irregular grids, in Nonlinear hyperbolic equations - Theory, computation methods, and applications (Aachen, 1988), Notes Numer. Fluid Mech. 24, Vieweg, Braunschweig, Germany (1989) 671-677.
[24] B. Wendroff and A.B. White, Jr., A supraconvergent scheme for nonlinear hyperbolic systems. Comput. Math. Appl. 18 (1989) 761-767.
[25] H.S. Wilf, generatingfunctionology. Third edition, A K Peters Ltd., Wellesley, USA (2006).


[^0]:    Keywords and phrases. Finite volume method, linear scalar problem, consistency and accuracy, geometric corrector.
    ${ }^{1}$ CEA, DAM, DIF, 91297 Arpajon, France.
    2 CMLA, ENS Cachan, CNRS, UniverSud, 61 avenue du Président Wilson, 94235 Cachan Cedex, France.
    frederic.pascal@cmla.ens-cachan.fr

