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EXPRESSIVE CAPACITY OF SUBREGULAR EXPRESSIONSI

Martin Kutrib* and Matthias Wendlandt

Abstract. Different types of subregular expressions are studied. Each type is obtained by either
omitting one of the regular operations or replacing it by complementation or intersection. For uniformity
and in order to allow non-trivial languages to be expressed, the set of literals is a finite set of words
instead of letters. The power and limitations as well as relations with each other are considered, which is
often done in terms of unary languages. Characterizations of some of the language families are obtained.
A finite hierarchy is shown that reveals that the operation complementation is generally stronger
than intersection. Furthermore, we investigate the closures of language families described by regular
expressions with omitted operation under that operation. While it is known that in case of union this
closure captures all regular languages, for the cases of concatenation and star incomparability results are
obtained with the corresponding language families where the operation is replaced by complementation.
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1. Introduction

The investigation of regular expressions originates in [6]. They allow a set-theoretic characterization of lan-
guages accepted by finite automata. Compared to automata, regular expressions may be better suited for
human users and therefore are often used as interfaces to specify certain patterns or languages. For exam-
ple, regular(-like) expressions can be found in many software tools, where the syntax used to represent them
may vary, but the concepts are very much the same everywhere. The leading idea is to describe languages by
using constants and operator symbols. It is well known that the operations union, concatenation, and star yield
expressions that capture the regular languages. Due to the strong closure properties of regular languages, several
more operations could be added to the expressions without increasing their expressive capacity. On the other
hand, removing some operation or replacing it by another one may have an impact on the expressive power. For
example, replacing the star by complementation yields the well-known and important subregular family of star-
free (or regular non-counting) languages [1] that obeys nice characterizations, for example, in terms of aperiodic
syntactic monoids [16], permutation-free DFA [10], and loop-free alternating finite automata [15]. Recently, the
concatenation-free languages have been studied, where the concatenation is replaced by complementation [7].

IA preliminary version of this paper appeared in the Proceeding of the Workshop on Non-Classical Models of Automata and
Applications (NCMA 2016) [8].
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Playing around with different sets of operations allowed, many important results on the complexity of deci-
sion problems have been obtained, for example, in [2, 5, 13, 14, 18, 19]. A recent survey on the complexity of
regular(-like) expressions can be found in [3].

Here, we study different types of subregular expressions. Each type is obtained by either omitting one of
the classical operations or replacing it by complementation or intersection. Furthermore, we investigate the
closures of language families described by regular expressions with omitted operation under that operation.
From a structural perspective this means that the omitted operation is now allowed but at the outer level of the
expressions only. Our main interest is on the expressive power and limitations of these subregular expressions
as well as on their mutual relations. However, in order to allow non-trivial languages to be expressed, we allow
any finite set of words as literals.

The paper is organized as follows. In the next section, we present the basic notations and definitions, and
provide an introductory example. Moreover, in view of the fact that the operation star plays often a crucial role
for generating an infinite language out of a finite one, we present a preliminary result on the star of unary regular
languages that is often used in the sequel. Section 3 is devoted to explore the limits of the expressive capacity
of union-free expressions, that is, regular expressions where the union is either traded for complementation
or intersection (the term union free has been used differently before in [12] for ordinary regular expressions
where the operation of union is removed). An immediate question is whether or not all regular languages can
be described by such expressions, and if not, how they are related. We are going to answer the first question
negatively for both expression classes and show that the unary languages described by the latter class are
properly included in the languages described by the former class. To this end, it is shown that the unary
languages are all of a certain form obtained by stretching a cofinite language and extending the lengths of the
words by a finite set of numbers. In Section 4 expressions are considered, where the concatenation is replaced
by the intersection. The case where the concatenation is traded for complementation has recently been studied
in [7]. A characterization of the unary languages in question by the union closure of certain languages shows a
strict inclusion of the latter family in the former one. Some further results for non-unary languages are presented
as well. Section 5 explores the relations with the well-known family of star-free languages as well as with the
family of languages described by regular expressions where the star is traded for intersection. It turns out that
the latter family has a quite simple characterization as they coincide with the finite languages. Finally, Section 6
first complements the picture of what is known about subregular expressions where one operation is omitted.
Then it deals with the closures of language families described by regular expressions with omitted operation
under that operation. While it is known that in case of union this closure captures all regular languages, for the
cases of concatenation and star incomparability results are obtained with the corresponding language families
where the operation is replaced by complementation. The hierarchical structure summarizing main results is
presented in Figure 3.

2. Preliminaries and definitions

We write Σ∗ for the set of all words over the finite alphabet Σ. The empty word is denoted by λ. For the
length of w we write |w|. We use ⊆ for inclusions and ⊂ for strict inclusions. The complement of a language L
over alphabet Σ is again a language over alphabet Σ which is denoted by L. The family of finite languages is
denoted by FIN.

The regular expressions over an alphabet Σ and the languages they describe are defined inductively in the
usual way: ∅ and every word (of length one) v ∈ Σ are regular expressions, and when s and t are regular
expressions, then (s ∪ t), (s · t), and (s)∗ are also regular expressions. The language L(r) defined by a regular
expression r is defined as follows: L(∅) = ∅, L(v) = {v}, L(s ∪ t) = L(s) ∪ L(t), L(s · t) = L(s) · L(t), and
L(s∗) = L(s)∗.

Since the regular languages are closed under many more operations, the approach to add operations like
intersection (∩) or complementation ( ) does not increase the expressive power of regular expressions. However,
replacing operations by others may decrease the expressive power. So, in general, RE(Σ,Λ,Φ), where Λ ⊂ Σ∗ is
a finite set of literal words, and Φ is a set of (regularity preserving) operations, denotes all regular expressions
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over finite subsets of Λ using only operations from Φ. Hence RE(Σ,Σ, {∪, ·, ∗}) or REG refers to the set of all
ordinary regular expressions, and RE(Σ,Σ, {∪, ·, }) defines the star-free languages [1].

Here, we study the expressive power of different types of regular expressions where one of the three ordinary
regular operations is omitted. Moreover, the idea of the definition of star-free languages is extended, that
is, to trade the star for complementation, to all of the three ordinary regular operations. Furthermore, we
systematically study the expressive power of regular expressions where each of the ordinary operations is replaced
by the intersection. Since in the presence of concatenation, every word in Λ can be obtained by concatenating
letters from Σ, the set Λ can be created for free. Moreover, in the presence of union, every finite subset of words
in Λ can be created for free. Here, however, we do not have necessarily concatenation or union and, thus, provide
initially finite subsets of words as literals in order to allow non-trivial languages to be expressed. Moreover, we do
this for uniformity and comparability for all types in question. The corresponding expressions RE(Σ,Λ, {∪, ∗})
define the simple concatenation-free languages. Similarly, the expressions RE(Σ,Λ, {∪, ·}) define the simple star-
free languages, and the expressions RE(Σ,Λ, {·, ∗}) define the simple union-free languages. In accordance with
star-free expressions, we call RE(Σ,Λ, {∪, ∗, }) concatenation-free expressions that have been studied in [7]
before, and denote expressions from RE(Σ,Λ, {·, ∗, }) union free. Here, it has to be mentioned that the term
union free has been used differently in [12] for ordinary regular expressions where the operation of union is not
available. The remaining three types RE(Σ,Λ, {∪, ∗,∩}), RE(Σ,Λ, {∪, ·,∩}), and RE(Σ,Λ, {·, ∗,∩}) are referred
to as intersection–concatenation-free, intersection–star-free, and intersection–union-free expressions. We use the
same notations for the families of languages described.

For convenience, parentheses in regular expressions are sometimes omitted, where it is understood that the
unary operations complementation and star have a higher priority than union, intersection, and concatenation,
and that the concatenation has a higher priority than union and intersection.

We are also interested in closures of language families described by simple regular expressions, where the
closure is built under the operation omitted. In general, let L be a family of languages and op be one of the
operations union (∪), concatenation (·), or star (∗). Then Γop(L ) denotes the least family of languages which
contains all members of L and is closed under op.

Regular expressions and, thus, the languages described can be represented by expression trees. The leaves of
such trees are labeled with finite subsets of words from Λ, the literals of the expression. The inner nodes are
labeled by operations from Φ, where an inner node labeled by a unary operation has exactly one successor and
an inner node labeled by a binary operation has exactly two successors. An expression tree is evaluated from
bottom to top by attaching languages to the nodes. The leaves are attached with their labels. The language
attached to an inner node is the result of applying the operation of its label to the language(s) attached to its
successors. So, the language described by the regular expression is attached to the root of its expression tree
(see Fig. 1).

In order to clarify our notion, we continue with an example.

Example 2.1. The unary language L = {a} ∪ {a5·n | n ≥ 0} is described by the union-free expression

r = {aa} · {aaa} · {aaaaa}∗. The expression tree of r is depicted in Figure 1.
The expression {aaaaa}∗ describes all words whose lengths are congruent 0 modulo 5, that is,

L4 = { an | n ≡ 0 (mod 5) }. The concatenation of the word aaa results in all words whose lengths are con-
gruent 3 modulo 5, that is, L3 = { an | n ≡ 3 (mod 5) }. Then the complementation gives language L2 which is
{ an | n 6≡ 3 (mod 5) }. The following concatenation with the word aa describes the language L1 of all words
whose lengths are at least 2 and are not congruent 0 modulo 5, that is, L1 = { an | n ≥ 2 and n 6≡ 0 (mod 5) }.
Finally, the complement of L1 is language L. �

Next, we turn to unary languages obtained by applying the star operation to a finite set of words. To this
end, we recall a well-known useful fact which is related to number theory and Frobenius numbers (see, for
example, [17] for a survey).

Lemma 2.2. Let x1, x2, . . . , xk be positive integers. Then every sufficiently large integer can be written as a
non-negative integer linear combination of the xi if and only if their greatest common divisor gcd(x1, x2, . . . , xk)
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− L
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aa − L2

· L3

aaa ∗ L4
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Figure 1. The union-free expression r = {aa} · {aaa} · {aaaaa}∗
represented in a tree. The languages attached to the nodes are explained in Example 2.1.

equals 1, that is, if they are relatively prime. The largest positive integer which cannot be represented as a
non-negative integer linear combination of the xi is their Frobenius number g(x1, x2, . . . , xk). In particular, for
k = 2, the largest integer that cannot be represented is x1x2 − x1 − x2.

Let m ≥ 1 be an integer. A unary language L ⊆ {a}∗ is stretched by m to a language L(m) in the following
sense: L(m) = { am·n | an ∈ L }. That is, a unary language is stretched by multiplying each word length by
m. We say that language L(m) is obtained from L stretched by m. Combining this definition and the previous
lemma yields the next result which is exploited in the sequel. A similar result has been obtained in [7].

Lemma 2.3. Let L ⊆ {a}∗ be an arbitrary unary language that includes at least one non-empty word. Then
there exists m ≥ 1 such that L∗ is obtained from a cofinite language that is stretched by m.

Proof. First, assume that L = {am}, for some m ≥ 1, is a singleton. Then we have L∗ = { ai·m | i ≥ 0 }, and
L∗ is obtained from {a}∗ stretched by m. Second, if L contains two words whose lengths p and q are relatively
prime, then L∗ is a superset of { an | n > pq− p− q } by Lemma 2.2. So, L∗ is obtained from a cofinite language
stretched by 1.

For the last case we assume that the lengths of each two different words in L are not relatively prime.
Moreover, we denote the greatest common divisor of the lengths of all words in L by m, where it may happen
that m = 1. Now we consider the language of words of L whose lengths are divided by m: L′ = { an | am·n ∈ L }.
We choose an arbitrary word an0 ∈ L′ and denote the prime factors of n0 by d1, d2, . . . , dk. Next we choose
some word an1 ∈ L′ whose length does not contain the prime factor d1. Such a word must exist since otherwise
all word lengths in L′ would be divisible by d1 which is a contradiction to the definition of L′. Similarly, we
continue to choose some (not necessarily distinct) words ani ∈ L′, 2 ≤ i ≤ k, whose lengths are not divisible by
di, respectively. We conclude that gcd(n0, n1, . . . , nk) = 1. So, again by Lemma 2.2 it follows that there exists
a positive integer `, that is the Frobenius number g(n0, n1, . . . , nk), such that L′∗ ⊇ { an | n > ` }. This implies
L′∗ is cofinite and, therefore, L∗ is obtained from the cofinite language L′∗ stretched by m.

3. Expressive capacity of union-free expressions

We start to investigate the expressive limits of intersection–union-free and union-free expressions. An imme-
diate question is whether or not all regular languages can be described by such expressions, and if not, how
they are related. We are going to answer the first question negatively for both expression classes.
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A unary language is said to be of form 〈m,∆〉 if it is obtained from a cofinite language whose words are
stretched by m ≥ 1 and then extended by a finite set of lengths ∆ = {x1, x2, . . . , xk}, k ≥ 1, xi ≥ 0, 1 ≤ i ≤ k.
That is, if L is obtained from a cofinite language stretched by m, then language⋃

w∈L
{a|w|+x1 , a|w|+x2 , . . . , a|w|+xk}

is of form 〈m,∆〉. In particular, this means that every cofinite unary language is of form 〈1, {0}〉 and vice versa.
If a language L is of form 〈m,∆〉, then we say that L ∪ {λ} is of form 〈m,∆〉 ∪ {λ}. Moreover, we say that a
language L is of form 〈m,∆〉 (∪ {λ}) with finite error set E, if E is a finite set of positive integers, there exists
a language L′ that is of form 〈m,∆〉 (∪ {λ}), and L′ = L∪ { ax | x ∈ E }. So, a finite set of words whose lengths
are at least one is added to L in order to obtain a language of form 〈m,∆〉 (∪ {λ}).

In order to derive a unary language that is not intersection–union free, later we will argue along expression
trees. During the evaluation, the three situations dealt with in the next three lemmas are of particular interest.

Lemma 3.1. Let L ⊆ {a}∗ be a unary language of form 〈m,∆〉 ∪ {λ} with finite error set E, 0 ∈ ∆, and the
property that a ∈ L implies 1 ∈ ∆. Then the concatenation of L and a finite language Lfin including the empty
word is of form 〈m,∆′〉 ∪ {λ} with finite error set E′ and 0 ∈ ∆′. Moreover, if a belongs to the concatenation,
then 1 ∈ ∆′.

Proof. Let ∆ = {0, x2, x3, . . . , xk} and Lfin = {λ, ay2 , ay3 , . . . , ayl}. Then the concatenation by Lfin extends
every word in L by the lengths {0, y2, y3, . . . , yl}. That is, L · Lfin is of form 〈m,∆′〉 ∪ {λ} with finite error set
E′, where

∆′ = {0, y2, y3, . . . , yl, x2, x2 + y2, x2 + y3, . . . , x2 + yl, . . . , xk, xk + y2, . . . , xk + yl}.

The word a belongs to the concatenation if and only if it belongs to L or to Lfin. In the former case we have
1 ∈ ∆ by assumption and, thus, 1 ∈ ∆′. In the latter case 1 ∈ {y2, y3, . . . , yl}. So, in both cases we obtain
1 ∈ ∆′.

Next we consider concatenations of infinite languages with certain properties.

Lemma 3.2. Let L1 ⊆ {a}∗ be a unary language of form 〈m1,∆1〉 ∪ {λ} with finite error set E1, 0 ∈ ∆1, and
the property that a ∈ L1 implies 1 ∈ ∆1, and L2 ⊆ {a}∗ be a unary language of form 〈m2,∆2〉 ∪ {λ} with finite
error set E2, 0 ∈ ∆2, and the property that a ∈ L2 implies 1 ∈ ∆2. Then, for some number m3 and set ∆3,
the concatenation of L1 and L2 is of form 〈m3,∆3〉 ∪ {λ} with finite error set E3 and 0 ∈ ∆3. Moreover, if a
belongs to the concatenation, then 1 ∈ ∆3.

Proof. Let L1 ∪ { ax | x ∈ E1 } be obtained from the cofinite language L′1 whose words are stretched by m1 ≥ 1
and then extended by the lengths of ∆1, and accordingly L2 be obtained from the cofinite language L′2. We
consider the lengths of the longest word not belonging to L′1 plus one and of the longest word in L′1 that may be
added due to the error set, and denote the length of the longer of both by c1. Similarly, c2 is used for the length
of the corresponding word for L′2. In this way all words added by the error sets are excluded for a moment.

The concatenation of L1 and L2 includes all words whose lengths have a representation as (c1 + s1)m1 +
x + (c2 + s2)m2 + y, where s1, s2 ≥ 0, x ∈ ∆1, and y ∈ ∆2. These are all words whose lengths have
a representation as s1m1 + s2m2 + c1m1 + c2m2 + x+ y. Now, we derive from Lemma 2.2 that the set
{ s1m1 + s2m2 | s1 ≥ 0, s2 ≥ 0 } is obtained from a cofinite set stretched by m3 = gcd(m1,m2). Since

c1m1 + c2m2 +m1m2 = (c1 +m2)m1 + c2m2 = c1m1 + (c2 +m1)m2,

we conclude that also the set { (c1 + s1)m1 + (c2 + s2)m2 | s1 ≥ 0, s2 ≥ 0 } is obtained from a cofinite set
stretched by m3. That is, it is of form 〈m3, {0}〉.
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Finally, the language of words whose lengths have a representation as

(c1 + s1)m1 + x+ (c2 + s2)m2 + y

are of form 〈m3,∆3〉 with ∆3 = {x+ y | x ∈ ∆1 and y ∈ ∆2 }. In particular, we have 0 ∈ ∆3 since 0 ∈ ∆1 ∩∆2.
If a belongs to the concatenation, then it belongs to L1 or to L2. By assumption, in the former case 1 ∈ ∆1 and
in the latter case 1 ∈ ∆2. Again, since 0 ∈ ∆1 ∩∆2 we derive 1 ∈ ∆3.

All words in the concatenation of L1 and L2 not considered so far, have a representation as d1m1 + x +
d2m2 + y, where d1 ≥ 0 and d2 ≥ 0 are constants. Therefore, their lengths are multiples of m3 extended by
x+ y as well. Since all but a finite number of them have been shown to belong to the concatenation of L1 and
L2, the possible error set E3 to make the concatenation of form 〈m3,∆3〉 is finite. Finally, since the empty word
belongs to both languages, we conclude that the concatenation L1L2 is of form 〈m3,∆3〉 ∪ {λ} with finite error
set E3, 0 ∈ ∆3, and a in the concatenation implies 1 ∈ ∆3.

The next lemma deals with the intersection.

Lemma 3.3. Let L1 ⊆ {a}∗ be a unary language of form 〈m1,∆1〉 ∪ {λ} with finite error set E1, 0 ∈ ∆1, and
the property that a ∈ L1 implies 1 ∈ ∆1, and L2 ⊆ {a}∗ be a unary language of form 〈m2,∆2〉 ∪ {λ} with finite
error set E2, 0 ∈ ∆2 and the property that a ∈ L2 implies 1 ∈ ∆2. Then the intersection of L1 and L2 is of form
〈m3,∆3〉 ∪ {λ} with finite error set E3 and 0 ∈ ∆3. Moreover, if a belongs to the intersection, then 1 ∈ ∆3.

Proof. If at least one of m1 and m2 is equal to 1 we argue as follows. If m1 = 1 we know that L1 is cofinite.
So, the intersection of L1 and L2 includes all but finitely many words from L2 including the empty word. If a
belongs to the intersection it belongs to L2 and, thus, 1 ∈ ∆2. Now only a finite set of words has to be added to
make the intersection of form 〈m2,∆2〉 ∪ {λ} with finite error set E3. The case m2 = 1 is treated analogously.

If m1 ≥ 2 and m2 ≥ 2, the lengths of all words in the intersection of L1 and L2 satisfy the equation s1m1 +
x = s2m2 + y, for some s1, s2 ≥ 0, x ∈ ∆1, and y ∈ ∆2. The following consideration is done for all pairs
(x, y) ∈ ∆1 ×∆2 separately.

We distinguish two cases. First, assume that m1 and m2 are relatively prime. If x = y then s1 = s2 = 0 solves
the equation above. If x 6= y, say x > y, we consider the equation s1m1 + (x− y) = s2m2. Since m1 and m2

are relatively prime, there exists a j0 ≥ 1 such that j0m2 ≡ 1 (mod m1). So, there exists an i0 ≥ 0 such that
j0m2 = i0m1 + 1. We conclude (x− y)j0m2 = (x− y)i0m1 + (x− y) and, thus, the equation has a solution. The
argumentation for y > x is analogously. Moreover, for x = y as well as for x 6= y, to find larger solutions one has
to add numbers that are multiples of m1 as well as of m2. On the other hand, adding m1m2 to a solution gives
the next one. Let zx,y denote the smallest solution of the equation such that azx,y belongs to the intersection
of L1 and L2. Then, for fixed x and y, all words in the intersection have a representation as s3m1m2 + zx,y, for
s3 ≥ 0.

In order to complete the proof that the intersection of L1 and L2 is of form 〈m1m2,∆3〉 with finite error set
and ∆3 = { zx,y | (x, y) ∈ ∆1 ×∆2 } it remains to be shown that whenever im1m2 + zx,y, for some fixed i ≥ 0,
is the length of a word belonging to the intersection, then the words with lengths im1m2 + zx′,y′ belong to the
intersection as well. Recall that zx,y = s1m1 + x = s2m2 + y, for some fixed s1 and s2. So, im1m2 + s1m1 + x is
the length of a word in L1. This implies that im1m2 + s1m1 + x′ is the length of a word in L1 as well. Similarly,
we obtain that im1m2 + s2m2 + y′ is the length of a word in L2. Since L1 ∪ { ax | x ∈ E1 } is obtained from the
cofinite language whose words are stretched by m1 ≥ 1 and then extended by the lengths of ∆1, for all but a finite
number of words in L1, adding another m1 symbols a yields again a word in L1. The same is true for L2 and m2.
Now let zx′,y′ be s′1m1 + x′ = s′2m2 + y′. Then in all but a finite number of cases im1m2 + (s′1− s1 + s1)m1 + x′

is the length of a word in L1 and in all but a finite number of cases im1m2 + (s′2 − s2 + s2)m2 + y′ is the length
of a word in L2. Since s′1m1 + x′ = s′2m2 + y′, the word with length im1m2 + zx′,y′ belongs to the intersection
in all but a finite number of cases. Now only a finite set of words has to be added to make the intersection of
form 〈m1m2,∆3〉 with finite error set and ∆3 = { zx,y | (x, y) ∈ ∆1 ×∆2 }.
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Next we turn to the second case where m1 and m2 are not relatively prime. Let gcd(m1,m2) = d for some
d > 1 and m1 = dm′1 and m2 = dm′2. Then the equation reads as s1dm

′
1 + x = s2dm

′
2 + y. Assume the equation

has a solution n0 for x 6= kd+ y, where k is a fixed constant. Then we derive n0 ≡ x (mod d) and at the same
time n0 ≡ y (mod d), a contradiction. So, the equation has only solutions if x = kd+ y (or vice versa). In this
case, to find larger solutions one has to add numbers that are multiples of dm′1 as well as of dm′2. On the other
hand, adding dm′1m

′
2 to a solution gives the next one. Since (0, 0) ∈ ∆1 ×∆2 there are solutions at all and the

intersection is infinite. The remaining argumentation that the intersection of L1 and L2 is of form 〈dm′1m′2,∆3〉
with finite error set and ∆3 = { zx,y | (x, y) ∈ ∆1 ×∆2 } is along the lines of the first case.

Finally, since the empty word belongs to L1 and L2 and 0 ∈ ∆1 ∩∆2, we have z0,0 = 0 and, thus, the empty
word belongs to the intersection and 0 ∈ ∆3. If a ∈ L1 ∩ L2 we have 1 ∈ ∆1 ∩∆2 by assumption. Moreover, in
this case, the smallest solution for x = y = 1 is obtained for s1 = s2 = 0. That is, z1,1 = 1 and 1 ∈ ∆3.

Now we are prepared to prove that certain unary languages are not intersection union free.

Lemma 3.4. Let x ≥ 2 be an integer. Then the language

L = {a} ∪ { an | n ≡ 0 (mod x) }

is not intersection–union free.

Proof. In contrast to the assertion assume that language L is described by some intersection–union-free expres-
sion r. We consider the expression tree of r whose nodes are attached with the languages described by the subtree
rooted in the node. First, the expression tree is pruned as follows. Starting at the root, we travel along each
branch until a node is labeled by a star or has a finite language attached. The rest of the branch is pruned. That
is, we obtain a tree whose leaves are attached with a finite language or the star of some languages. Moreover,
all inner nodes are attached with infinite languages and are labeled with either intersection or concatenation.
The root is attached with L that includes the empty word. Since for intersection as well as for concatenation
the empty word belongs to the resulting language if and only if it belongs to both operands, we know that all
languages attached to the nodes include the empty word.

Now we turn to the language {a}∗. If a leaf is attached with {a}∗ we consider the predecessor node labeled
either with intersection or concatenation. If it is concatenation, the resulting language is {a}∗ again, since the
other operand includes the empty word. So, we replace the language attached to the concatenation by {a}∗ and
prune the successors. If it is intersection with some language L′, the resulting language is L′. So, we replace the
language attached to the intersection by L′ and prune the successors. Since the root of the whole tree is not
attached with {a}∗, after repeating this process as long as possible we obtain a tree where all nodes are not
attached with {a}∗.

Considering the leaves labeled with a star we know that a does not belong to the language L′ attached
(otherwise it would be {a}∗), but L′ includes the empty word and at least one non-empty word (otherwise it
would be finite). By Lemma 2.3 there exists an m ≥ 1 such that L′ is obtained from a cofinite language stretched
by m. Therefore, it is of form 〈m,∆〉 ∪ {λ} with ∆ = {0} and empty error set. Since a /∈ L′, it satisfies the
property that a ∈ L′ implies 1 ∈ ∆.

Continuing the evaluation from bottom to top, the next node is considered. It cannot be the intersection
with a finite language, since all inner nodes are attached with infinite languages. Assume it is the concatenation
with a finite language that necessarily includes the empty word. Then, by Lemma 3.1, the resulting language
is again of form 〈m′,∆′}〉 ∪ {λ} with 0 ∈ ∆′ and finite error set that satisfies the condition on a. Arguing
inductively, Lemmas 3.2 and 3.3 show that finally the root of the tree is attached with a language of the form
〈m′′,∆′′}〉 ∪ {λ} with 0 ∈ ∆′′ and finite error set E′′ that satisfies the condition on a. Since a belongs to L,
it follows that 1 ∈ ∆′′. So, ∆′′ includes 0 and 1. Moreover, since apart from a language L includes only words
whose lengths are congruent 0 modulo x, it follows that m′′ has to be x. However, for each of these infinitely
many words also the words extended by 1 belong to the language attached to the root. Since the error set is
finite, it follows that L is not attached to the root, a contradiction.
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Lemma 3.4 showed that there are unary regular languages that are not intersection–union free. In particular,
the language {a} ∪ { an | n ≡ 0 (mod x) } is not intersection–union free, for any x ≥ 2. On the other hand, if
we trade the intersection for the complementation, Example 2.1 reveals that these languages are union free. In
fact, in [20] it is shown that all unary regular languages are union free. So, the next corollary follows.

Corollary 3.5. The unary intersection–union-free languages are strictly included in the unary union-free
languages.

Whether or not this inclusion is also for non-unary languages is currently an open problem. In general, both
language families might be incomparable. However, the next result shows that the union-free languages do not
capture all regular languages.

Theorem 3.6. The regular language

L = {λ} ∪ { awa | w ∈ {a, b}∗ } ∪ { bwb | w ∈ {a, b}∗ }

is not union free. Therefore, the union-free languages are strictly included in the regular languages.

Proof. Assume that L is described by some union-free expression and consider its expression tree. First we note
that the root of the tree cannot be labeled with the star. In that case, for example, also the word aabb would
be described.

Second, let the root be labeled with concatenation and its successors be attached with languages L1 and
L2. Then the empty word belongs to L1 as well as to L2. Therefore, in none of both languages there is a word
beginning with an a and ending with a b, or vice versa. Moreover, if at least one word in L1 begins with a, all
non-empty words in L2 end with a. This in turn implies that no word in L1 begins with b and, thus, all words
from L ending with b are in L2. This is a contradiction unless one of the languages coincides with {λ}. We
conclude that the concatenation is useless and can be omitted since one of its operands equals its result.

Third, let the root be labeled with complementation. Then we consider the node following the complementa-
tion. If it is labeled with star a contradiction follows since the words a and b both do belong to the complement
of L. Applying the star would describe also the words aa and bb that do belong to L but not to its complement.
It remains to be shown that the concatenation of two languages L1 and L2 cannot result in the complement of
L. Since λ does not belong to the complement but a and b do, exactly one of the languages includes the empty
word, say L1. Then a and b are included in L2. This implies that none of the words in L1 begins with a or b.
Otherwise some word beginning and ending with a or b would be described that belongs to L but not to its
complement. As before we conclude that L1 coincides with {λ} and that the concatenation is useless and can be
omitted since one of its operands equals its result. So, the contradiction follows since the root of an expression
tree that does not contain useless operations cannot be labeled with all possible operations concatenation, star,
and complementation.

4. Intersection–concatenation-free expressions

This section is devoted to explore and relate the expressive capacities of intersection–concatenation-free
expressions. The concatenation-free expressions have already been studied in [7], where it turned out that they
do not capture all unary regular languages. We turn towards a characterization of unary languages described
by intersection–concatenation-free expressions.

Lemma 4.1. Let m ≥ 1 be an integer. Every unary cofinite language stretched by m that includes the empty
word is described by an intersection–concatenation-free expression.

Proof. Let L ⊆ {a}∗ with λ ∈ L be a language obtained from a cofinite language Lcfin that is stretched by m.
If Lcfin = {a}∗, then L is described by the intersection–concatenation-free expression {am}∗.
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If Lcfin 6= {a}∗, we denote the length of the longest word not belonging to Lcfin by c. Now p, q ≥ 1 are
chosen relatively prime such that p, q > c. By Lemma 2.2, the language described by expression ({ap} ∪ {aq})∗
includes all words whose lengths are greater than pq − p − q. On the other hand, since p, q > c, apart from
λ it includes only words whose lengths are greater than c. Therefore, Lcfin is described by the expression
({ap} ∪ {aq})∗ ∪ Lfin,1 ∪ Lfin,2, where Lfin,1 is the finite language { an | c < n ≤ pq − p − q } and Lfin,2 is the
finite language including all words of Lcfin whose lengths are at most c. Finally, L is described by the intersection–
concatenation-free expression ({amp}∪{amq})∗∪L′fin,1∪L′fin,2, where L′fin,1 is the finite language Lfin,1 stretched
by m, and L′fin,2 is the finite language Lfin,2 stretched by m.

In the sequel the family of all unary languages that are either finite or obtained from a cofinite language
stretched by some m ≥ 1 and including the empty word is denoted by U . We are particularly interested in the
union closure Γ∪(U ) of U . Each language L ∈ Γ∪(U ) has a representation⋃

1≤i≤k

Li, where k ≥ 0 and Li ∈ U .

Since any finite language is intersection–concatenation free, Lemma 4.1 and the trivial closure of the intersection–
concatenation-free languages under union imply the next result.

Corollary 4.2. Any language from Γ∪(U ) is intersection–concatenation free.

Lemma 4.3. The family of languages Γ∪(U ) is closed under intersection.

Proof. Let L1 = L1,1∪L1,2∪· · ·∪L1,k and L2 = L2,1∪L2,2∪· · ·∪L2,l be two languages from the family Γ∪(U ).
Recall, that all of the infinite sublanguages include the empty word, since they belong to U . The intersection
can be written as union of intersections, that is,

L1 ∩ L2 =
⋃

1≤i≤k
1≤j≤l

L1,i ∩ L2,j .

Now we consider the intersections L1,i ∩ L2,j separately. If at least one of both languages is finite the result
is finite as well and belongs to U . Next, we turn to the case where both languages to be intersected are
infinite. That is L1,i is obtained from a cofinite language that is stretched by m1 and L2,j is obtained from a
cofinite language that is stretched by m2. Since both include the empty word, the empty word belongs to their
intersection as well. Moreover, let `1 be the smallest integer such that all words of lengths { (`1 + x)m1 | x ≥ 0 }
belong to L1,i, and similarly `2 for L2,j . Then L1,i has a representation as Lcfin,1 ∪ Lfin,1, where Lcfin,1 =
{λ} ∪ { a(`1+x)m1 | x ≥ 0 } and Lfin,1 is a finite language. Similarly, L2,j has a representation as Lcfin,2 ∪ Lfin,2

with Lcfin,2 = {λ} ∪ { a(`2+x)m2 | x ≥ 0 } and Lfin,2 finite. So, the intersection L1,i ∩ L2,j equals

(Lcfin,1 ∩ Lcfin,2) ∪ (Lcfin,1 ∩ Lfin,2) ∪ (Lfin,1 ∩ Lcfin,2) ∪ (Lfin,1 ∩ Lfin,2),

where the last three of the joint languages are finite and, thus, belong to U . Moreover, there exists a positive
integer `3 such that the language Lcfin,1 ∩ Lcfin,2 has a representation as {λ} ∪ { a(`3+x) lcm(m1,m2) | x ≥ 0 }. We
conclude that Lcfin,1 ∩ Lcfin,2 is obtained from a cofinite language stretched by lcm(m1,m2) and including the
empty word and, thus, belongs to U . So, the intersection L1,i ∩ L2,j belongs to Γ∪(U ) and, hence, L1 ∩ L2 ∈
Γ∪(U ).

By definition the family of languages Γ∪(U ) is closed under union. We have already shown that it is closed
under intersection. The next operation allowed in intersection–concatenation-free expressions is the star.

Lemma 4.4. The family of languages Γ∪(U ) is closed under star.
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Proof. Let L be a language from the family Γ∪(U ). If it does not include a non-empty word, L∗ is finite and,
thus, belongs to U . If L includes at least one non-empty word, then Lemma 2.3 says that there exists m ≥ 1
such that L∗ is obtained from a cofinite language that is stretched by m. Since λ ∈ L∗ we have L∗ ∈ Γ∪(U ) in
this case as well.

Now we are prepared to derive the characterization of the unary intersection–concatenation-free languages.

Theorem 4.5. A unary language is intersection–concatenation free if and only if it belongs to the family Γ∪(U ).

Proof. By Corollary 4.2, any language from Γ∪(U ) is intersection–concatenation free. In order to show the
converse, let L be a language described by some intersection–concatenation-free expression r. The literals of
r are finite subsets of words. They belong to U and, thus, to Γ∪(U ). Then L is derived from the literals by
finitely many applications of the operations union, star, and intersection. Since Γ∪(U ) is closed under union by
definition and is closed under star and intersection by Lemmas 4.3 and 4.4, language L belongs to Γ∪(U ).

With the help of the characterization, now it can be shown that there are concatenation-free languages
which are not intersection–concatenation free. First, we derive a class of languages that are not intersection–
concatenation free.

Lemma 4.6. Let 1 ≤ x < y be integers. Then the language

L = { an | n ≡ x (mod y) } ∪ {λ}

is not intersection–concatenation free.

Proof. Contrarily assume that L is intersection–concatenation free. Then it belongs to Γ∪(U ) and has a rep-
resentation of the form L = L1 ∪ L2 ∪ · · · ∪ Lk with languages Li are either finite or obtained from a cofinite
language stretched by some m ≥ 1. Since L is infinite, there is some 1 ≤ i ≤ k such that Li consists of infinitely
many words whose lengths are congruent x modulo y. So, the differences between each two word lengths in Li

is a multiple of y. This implies that Li is stretched by a multiple of y. Therefore, all word lengths in Li are
congruent 0 modulo y, a contradiction.

Since concatenation-free expressions allow the operations complementation and union, they can simulate
the intersection as well. So, in general, the intersection–concatenation-free languages are included in the
concatenation-free languages. We next turn to derive that this inclusion is strict. Results in [7] show that,
for integers 0 ≤ x < y, the language { an | n ≡ x (mod y) } ∪ {λ} is concatenation free if and only if x = 0 or
x = y

2 .

Theorem 4.7. The (unary) intersection–concatenation-free languages are strictly included in the (unary)
concatenation-free languages.

Proof. As mentioned before, the inclusion follows since the complementation together with the union can
simulate the intersection. As witnesses for the strictness of the inclusion let 1 ≤ x < y be two inte-

gers with x = y
2 . Then the concatenation-free expression r = {ax}∗ ∪ {ay}∗ ∪ {λ} represents the language

L(r) = { an | n ≡ x (mod y) } ∪ {λ}. By Lemma 4.6, language L(r) is not intersection–concatenation free.

We continue with one and a half incomparability results relating (intersection-)concatenation-free and
(intersection-)union-free expressions.

Theorem 4.8. The (intersection-)concatenation-free languages are incomparable with the intersection–union-
free languages.

Proof. Lemma 3.4 shows that the language L = {a} ∪ { an | n ≡ 0 (mod x) } is not intersection–union free,
for all x ≥ 2. It is described by the (intersection-) concatenation-free expression {a} ∪ {ax}∗. Conversely, for
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integers 1 ≤ x < y, we consider languages { an | n ≡ x (mod y) } which are described by the intersection–union-
free expression {ax} · {ay}∗. Results in [7] show that it is concatenation free if and only if x = 0 or x = y

2 .
So, for example, choosing x = 1 and y = 3 gives an intersection–union-free language that is not concatenation
free. Since any intersection–concatenation-free language is concatenation free, the language is not intersection–
concatenation free.

Since the intersection–union-free expressions {ax} · {ay}∗ of the proof of Theorem 4.8 are also union free, the
next corollary follows.

Corollary 4.9. There is a union-free language that is not (intersection) concatenation free.

Currently it is open whether there exists a non-unary regular language that is not concatenation free. The
language { anb | n ≥ 0 } is a candidate for that. To conclude this section we turn to show that the language is
at least not described by any intersection–concatenation-free expression.

Theorem 4.10. The language L = { anb | n ≥ 0 } cannot be described by any intersection–concatenation-free
expression.

Proof. Assume that L is described by some intersection–concatenation-free expression and consider its expres-
sion tree. Every leaf is attached with a finite language. The only possibility to obtain an infinite language out
of a finite one is to apply the star or to build the union with an infinite language. For the latter another infinite
language is necessary. Starting at each leaf we travel along the path towards the root until a node attached with
an infinite language L′ is reached. If the node is labeled with a star we are faced with the following situation.
If L′ includes a word w from L, then it includes all words wi, for i ≥ 2, as well. If the star is applied to a
language having this property, also the resulting language has this property. If such a language is joint with a
finite one, the property survives the operation. The same is true when such a language is joint with another
infinite language having the property. Applying the intersection results either in a finite language or in a lan-
guage having this property. The latter can be seen as follows. If some w ∈ L belongs to both languages then
also all words wi, for i ≥ 2.

So, whenever a node in the tree is attached with an infinite language, the language has the property. Since L
is infinite, the root of the tree is attached with a language having the property. But since w ∈ L implies wi /∈ L,
for i ≥ 2, we obtain a contradiction.

5. Relations with (intersection-)star-free expressions

Two of the remaining classes of expressions in question are intersection–star-free expressions and star-free
expressions. While the latter received a lot of interest and are a well-investigated class of languages, the former
has a quite simple characterization.

Lemma 5.1. A language is described by an intersection–star-free expression if and only if it is finite.

Proof. The literals of any intersection–star-free expression are finite subsets of words. The allowed operations
are union, intersection, and concatenation. Applying each of these operations to finite languages results in finite
languages again.

Corollary 5.2. The (unary) intersection–star-free languages are strictly included in the (unary) star-free,
(unary) intersection–concatenation-free, and (unary) intersection–union-free languages.

Theorem 5.3. The unary star-free languages are strictly included in the unary concatenation-free and unary
union-free languages.

Proof. A unary language is star free if and only if it is either finite or cofinite (see, for example, [4]). Since all
finite languages are concatenation free and union free, and in both types of expressions the complementation is
allowed, all cofinite languages are concatenation free and union free as well.
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On the other hand, the concatenation-free expression {a2}∗ ∪ {a4}∗ ∪ {λ} describes the language
{ an | n ≡ 2 (mod 4) } ∪ {λ} that is neither finite nor cofinite.

Example 2.1 gives the unary union-free language {a} ∪ {a5·n | n ≥ 0} that is neither finite nor cofinite.

For unary languages strict inclusions have been obtained of the star-free languages in the concatenation-free
languages, of the intersection–union-free languages in the union-free languages, and of the star-free languages in
the union-free languages. For the first two cases the relations for non-unary languages are open problems.
However, in the latter case the strict inclusion of unary languages turns to incomparability for arbitrary
alphabets.

Theorem 5.4. The star-free languages are incomparable with the union-free languages.

Proof. By Theorem 5.3 it remains to be shown that there is a star-free language which is not union free.
Theorem 3.6 provides the non-union-free language

{λ} ∪ { awa | w ∈ {a, b}∗ } ∪ { bwb | w ∈ {a, b}∗ }.

It is described by the star-free expression ({a} · ∅ · {a}) ∪ ({b} · ∅ · {b}) ∪ {a, b} · ∅.

A further incomparability result holds even for unary languages.

Theorem 5.5. The (unary) star-free languages are incomparable with the (unary) intersection–concatenation-
free languages.

Proof. By Theorem 4.5 a unary language is intersection–concatenation free if and only if it belongs to the family
Γ∪(U ). However, U only includes finite languages and infinite languages that contain the empty word. This
implies that also Γ∪(U ) includes only infinite languages containing the empty word. So, the star-free unary
language {a} · ∅ is not intersection–concatenation free.

On the other hand, the intersection–concatenation-free language {aa}∗ is neither finite nor cofinite and, thus,
is not star free.

6. Simple expressions and their closures under the omitted
operation

Here, first we turn to complement the picture of what is known about simple subregular expressions. Simple
concatenation-free expressions have been studied before in [9]. The simple union-free languages are a strict
superset of the language family described by expressions as investigated in [12], where an expression also may
consist the operations concatenation and star only, but where the literals are only letters from the alphabet. As
a consequence, all languages described by expressions as studied in [12] are either infinite or contain a single
word only.

Second, we investigate the closures of language families described by simple expressions under the operation
that is omitted. In this way, we study the impact of allowing the operation only at the outermost level of the
expressions.

6.1. Relations with simple expressions

Since even the intersection–star-free expressions describe finite languages only, the characterization of simple
star-free languages is quite immediate.

Corollary 6.1. A language is described by a simple star-free expression if and only if it is finite.

The characterization of unary intersection–concatenation-free languages by the closure Γ∪(U ) obtained in
Section 4 revealed that, in fact, the intersection is redundant. Every unary intersection–concatenation-free
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Figure 2. The minimal deterministic finite automaton accepting the language
L = {baa, aa, ac}∗ ∩ {ba, aa, aac}∗.

language is described by an expression using the operations star and union only. However, it will turn out that
this is no longer true for non-unary languages.

Each finite language is clearly simple concatenation free. It can be starred or not. In this way, expressions
of the form X0 ∪ X∗1 ∪ · · · ∪ X∗n with all Xi ⊆ Σ∗ finite are obtained, which are simple concatenation free.
The union of such expressions gives again an expression of this form. Moreover, the star of such an expression
(X0 ∪X∗1 ∪ · · · ∪X∗n)∗ is equal to (

⋃n
i=0Xi)

∗
. Since

⋃n
i=0Xi is again a finite language, also the star of such an

expression gives again an expression of this form. So, every simple concatenation-free language is described by
some expression of the form above.

Lemma 6.2. Let X be a finite set of words and u be the longest word in X. Then any word w ∈ X∗ with
|w| ≥ 1 can be factorized as w = vv′ with v ∈ X∗ and 1 ≤ |v′| ≤ |u|.
Proof. Since w ∈ X∗, it is the finite concatenation of words in X. That is, w can be written as
λ · v1 · v2 · · · vk−1 · vk, where k ≥ 1 since |w| ≥ 1, and vi ∈ X for 1 ≤ i ≤ k. Therefore, v = λ · v1 · v2 · · · vk−1

belongs to X∗ as well, and |vk| ≤ |u| since u is the longest word in X.

Theorem 6.3. The intersection–concatenation-free language

L = {baa, aa, ac}∗ ∩ {ba, aa, aac}∗

cannot be described by any simple concatenation-free expression. Therefore, the simple concatenation-free
languages are strictly included in the intersection–concatenation-free languages.

Proof. Assume that there is a simple concatenation-free expression describing L. Then L can be written as
X0 ∪X∗1 ∪ · · · ∪X∗n with all Xi ⊆ {a, b, c}∗.

The minimal deterministic finite automaton depicted in Figure 2 accepts language L. The automaton accepts
all words baa(aa)iac, for i ≥ 0. So, there exists at least one 1 ≤ i ≤ n such that X∗i includes infinitely many of
these words. Let u be the longest word in Xi which must be non-empty. Then some word baa(aa)jac with j ≥ |u|
belongs to X∗i . Now Lemma 6.2 says that baa(aa)jac can be factorized into vv′ with v ∈ X∗i and 1 ≤ |v′| ≤ |u|.
However, since 1 ≤ |v′| we obtain for v a word of the form bak, for some k ≥ 1. Since v does not belong to L it
does not belong to X∗i , a contradiction.

Now we turn to compare the remaining two types of simple subregular expressions.
As mentioned before, results in [7] show that the languages described by expressions {ax} · {ay}∗ are concate-

nation free if and only if x = 0 or x = y
2 . So, for example, choosing x = 1 and y = 3 gives a simple union-free

language that is not even concatenation free. Similarly, Theorem 4.10 shows that language { anb | n ≥ 0 } cannot
be described by any intersection–concatenation-free expression. However, it is described by the simple union-free
expression {a}∗ · {b}.
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Corollary 6.4. There are (unary) simple union-free languages that are not concatenation free.

The converse is also true.

Lemma 6.5. The simple concatenation-free languages L1 = {a}∗ ∪ {b}∗ as well as L2 = {a} ∪ {aa} ∪ {a6}∗ are
not simple union free.

Proof. Assume that L1 is described by some simple union-free expression and consider its expression tree. The
words a and b belong to L1. If the root of the tree is labeled with a star, then a and b also belong to the language
to which the star is applied. So, also the word ab not belonging to L1 would be generated. We conclude that
the root is not labeled with a star but with concatenation.

Now let L1 be the concatenation of L′ and L′′. One of the languages, say L′, has to include the word a. This
implies that L′′ does not include any word b+. So, all words b+ belong to L′, which in turn implies that L′′ does
not include any word a+. Therefore, L′′ must be the language {λ}. It follows that L1 = L′ and the concatenation
is useless. Since L1 is infinite and, thus, no literal, we have a contradiction and L1 is not simple union free.

Now assume that L2 is described by some simple union-free expression and consider its expression tree. The
word a belongs to L2. If the root of the tree is labeled with a star, then a also belongs to the language to which
the star is applied. So, also the word aaa not belonging to L2 would be generated. We conclude that the root
is not labeled with a star but with concatenation.

Now let L2 be the concatenation of L′ and L′′. One of the languages, say L′, has to include the word a.
Since the empty word belongs to L2 it belongs to L′ as well as to L′′. If L′′ includes some word ai where i > 1
is odd, then its concatenation with λ results in a word of odd length not belonging to L2. If, on the other
hand, L′′ includes some word ai where i > 1 is even, then its concatenation with a results in a word of odd
length not belonging to L2. We conclude that L′′ consists solely of λ and possibly a. In order to generate the
word a6 ∈ L2, either a5 or a6 must be included in L′. If a ∈ L′′ then a6 must not belong to L′. So, a5 ∈ L′ which
yields a contradiction since λ ∈ L′′. Therefore, a does not belong to L′′ and, thus, L′′ must be the language {λ}.
It follows that L2 = L′ and the concatenation is useless. Since L2 is infinite and, thus, no literal, we have a
contradiction and L2 is not simple union free.

Corollary 6.4 and Lemma 6.5 show the following incomparabilities.

Theorem 6.6. The (unary) simple union-free languages are incomparable with the (unary) simple
concatenation-free languages, with the (unary) intersection–concatenation-free languages, and with the (unary)
concatenation-free languages.

Though the unary simple union-free languages are included in the unary intersection-union-free languages
which, in turn, are strictly included in the unary union-free languages, the edge that separates the unary
language families is very small. In fact, the next theorem says that up to a finite set of words every unary
regular language can be described by a simple union-free expression.

Theorem 6.7. Let L ⊆ {a}∗ be a unary regular language. Then there is a simple union-free expression r such
that L = L(r) ∪ Lfin , where Lfin is a finite language.

Proof. Let L be given by a complete deterministic finite automaton M . Since L is unary the state graph of M
consists of an initial chain that ends in a cycle. Let k be the length of the cycle, F1 be the set of accepting states
on the chain, and F2 be the set of accepting states on the cycle.

Now the simple union-free expression r is constructed as follows. Each word that is accepted by M with a
state from F1 is put into the finite language Lfin. For every state s ∈ F2, the length c of the shortest path from
the initial state to s is determined, and the word ac is added to a finite set r1. So, all words that are accepted
on the cycle are described by the simple union-free expression r = r1 · {ak}∗, and L = L(r) ∪ Lfin.
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6.2. Closures of simple expressions

For all simple subregular expressions now we investigate the families of languages resulting from closing
the family described under the omitted operation. From a structural perspective this means that the omitted
operation is now allowed but at the outer level of the expressions only. Again, the question arises whether in
this way all regular languages can be obtained or, if not, how the language families are related. For readability
we use Γ∪(·, ∗) to denote the union closure of the simple union-free languages, and similarly for the remaining
types of simple expressions.

First we examine the simple star-free languages.

Theorem 6.8. Each language in Γ∗(∪, ·) is either finite or the star of a finite language.

Proof. Since expressions of the form r∗
∗

can be simplified to r∗, and multiple applications of the operations
∪ and · to finite literals yield a finite language, each language in Γ∗(∪, ·) is either finite or the star of a finite
language.

From the simplicity of the characterization of the last theorem it can be derived that Γ∗(∪, ·) is strictly
included in the simple concatenation-free and simple union-free languages.

Theorem 6.9. The family Γ∗(∪, ·) is strictly included in the simple concatenation-free and simple union-free
languages.

Proof. Since in simple concatenation-free as well as in simple union-free expressions the star may be applied to
the finite literals, the inclusion follows immediately.

The infinite simple concatenation-free language {a}∗ ∪ {b}∗ as well as the infinite simple union-free language
{a} · {aa}∗ has no representation as star of finite languages. In the former case, every such finite language must
include the words a and b and, thus, its star would include {a, b}∗. In the latter case, every such finite language
must include the word a and, thus, its star would include {a}∗.

Though the family Γ∗(∪, ·) is strictly included in both non-trivial simple subregular language families, it is
nevertheless incomparable with the star-free languages.

Theorem 6.10. The family Γ∗(∪, ·) is incomparable with star-free languages.

Proof. The unary language {aa}∗ ∈ Γ∗(∪, ·) is neither finite nor cofinite and, thus, it is not star free. On the
other hand, by the proof of Theorem 6.9 the language {a}∗ ∪ {b}∗ does not belong to Γ∗(∪, ·) . However, it is

described by the star-free expression ∅ · {a} · ∅ ∪ ∅ · {b} · ∅.

Let us turn to the family Γ·(∪, ∗). In order to derive its relation with other families in question, we first
provide witness languages not belonging to Γ·(∪, ∗).
Lemma 6.11. The languages

L1 = {a} · {b}∗ ∪ {b} · {a}∗ and L2 = {a, b}∗ \ ({a} · {a}∗)

do not belong to Γ·(∪, ∗).
Proof. Assume that L1 belongs to the family Γ·(∪, ∗) and consider its expression tree whose root is labeled with
concatenation. So, L1 is represented by the concatenation of some languages L′ and L′′. If one of the languages
L′ or L′′ is equal to {λ}, the concatenation is useless and can be omitted. Otherwise, there is at least one
non-empty word in L′, say its first symbol is a. Then all non-empty words in L′′ are of the form {b}+. This,
in turn, implies that none of the words in L′ may have b as first letter. Therefore, all words from L1 beginning
with b belong to L′′. This implies that there is a word whose first symbol is a and who has a suffix of the
form ba+ belonging to the concatenation, a contradiction.
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Figure 3. Main inclusion structure of language families described by different types of sub-
regular expressions. For readability the vertices are labeled with the short form of the types or
regular expressions. A double line indicates equality. Arrows with two heads indicate incompa-
rabilities, the arrows with one head indicate strict inclusions. An arrow labeled unary indicates
that the inclusion is for unary languages only. The dashed arrow indicates an inclusion that is
not known to be strict. Some minor relations are not depicted, for example, the strict inclusion
of the family Γ∗(∪, ·) in the families described by RE(Σ,Λ, {∪, ∗}) and RE(Σ,Λ, {·, ∗}).

Next, assume that the root of the expression tree is labeled by a star. Since a belongs to L1 it belongs to
the language to which the star is applied. Therefore, all words of the form a∗ are generated as well, which is a
contradiction.

So, we assume that the root is labeled by union. Then one of the joint languages includes infinitely many
words of the form ba+. If this language would be generated by a star, words beginning with b and containing
more than one letter b are generated, a contradiction. So, L1 does not belong to Γ·(∪, ∗).

Next, assume that L2 belongs to the family Γ·(∪, ∗) and consider its expression tree whose root is labeled
with concatenation. So, L2 is represented by the concatenation of some languages L′1, L

′
2, . . . , L

′
k, for k ≥ 2.

Since the empty word belongs to L2 it belongs to all languages L′i. Further, at least one of the languages, say
L′j , necessarily includes for infinitely many m ≥ 1 a word of the form vbambv′, where v, v′ ∈ {a, b}∗. Language L′j
has to be simple concatenation free. The discussion preceding Lemma 6.2 showed that any simple concatenation-
free language has a representation as union of languages that are either finite or the star of a finite language.
Knowing this, we can conclude that L′j includes a unary word w ∈ {a}+. Otherwise the infinitely many infixes
am cannot be generated by a star applied to a finite language. But since the empty word belongs to all languages
L′i, the word w belongs to L2, a contradiction. So, L2 does not belong to Γ·(∪, ∗).

Since the family Γ∗(∪, ·) is strictly included in the simple concatenation-free languages (Thm. 6.9), it is
strictly included in the family Γ·(∪, ∗) as well. On the other hand, the next result gives the incomparability
with concatenation-free languages.

Theorem 6.12. The family Γ·(∪, ∗) is incomparable with concatenation-free languages.

Proof. As mentioned before, results in [7] show that the languages described by expressions {ax} · {ay}∗ are
concatenation free if and only if x = 0 or x = y

2 . For x = 1 and y = 3 we obtain a language that is not
concatenation free but belongs to Γ·(∪, ∗).
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On the other hand, Lemma 6.11 provides the language L2 = {a, b}∗ \ ({a} · {a}∗) that does not belong
to Γ·(∪, ∗). Writing L2 as {a}∗ ∪ {λ}, where the complement is built with respect to the alphabet {a, b},
shows that it is concatenation free.

The situation for the remaining family Γ∪(·, ∗) is different. In [11] it has been shown that every regular
language can be represented as the union of simple union-free languages, where the literals are only letters. The
idea is to transform a given regular expression by successively applying the equalities (r1 ∪ r2)∗ = (r∗1 · r∗2)∗ and
(r1 ∪ r2) · (r3 ∪ r4) = r1 · r3 ∪ r1 · r4 ∪ r2 · r3 ∪ r2 · r4 in order to omit unions or to move them towards the outer
level of the expression. In the end, the regular expression is a union of simple union-free expressions.

Corollary 6.13. A language is regular if and only if it belongs to Γ∪(·, ∗).
Theorem 6.14. The family Γ·(∪, ∗) and the union-free languages are strictly included in the family Γ∪(·, ∗).
Proof. Lemma 6.11 provides a regular language not belonging to Γ·(∪, ∗), and Theorem 3.6 provides a regular
but not union-free language.

The main inclusion structure of the families in question is depicted in Figure 3.

7. Conclusions

We have studied the expressive capacity of different types of subregular expressions, where each type is obtained
by either omitting one of the regular operations or replacing it by complementation or intersection. The power
and limitations as well as relations with each other yield the hierarchical structure presented in Figure 3.

It turned out that the operation complementation is generally stronger than intersection. Considering the
combination of operations, union together with star is stronger than union together with concatenation, and
concatenation together with star is not weaker than union together with star. Closing the language families
described by regular expressions with omitted operation under that operation gives a characterization of regular
languages in case of union, while for the cases of concatenation and star incomparability results are obtained
with the corresponding language families where the operation is replaced by complementation.

The relations labeled unary in Figure 3 are for unary languages only. The relations for general languages are
open in these cases. Another open problem concerns the relation between RE(Σ,Λ, {·, ∗}) and RE(Σ,Λ, {·, ∗,∪}).
The former is included in the latter but it is open whether the inclusion is strict.
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