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A MORLEY FINITE ELEMENT METHOD FOR AN ELLIPTIC DISTRIBUTED
OPTIMAL CONTROL PROBLEM WITH POINTWISE STATE AND CONTROL
CONSTRAINTS*
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Abstract. We design and analyze a Morley finite element method for an elliptic distributed optimal
control problem with pointwise state and control constraints on convex polygonal domains. It is based
on the formulation of the optimal control problem as a fourth order variational inequality. Numerical
results that illustrate the performance of the method are also presented.
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1. INTRODUCTION
Let £2 € R? be a convex polygon, y4 € L2(£2), and 3 be a positive constant. We will consider the following

elliptic distributed optimal control problem:

. _ |1 B
Find () = angin |5y~ vl oy + 510l (1)
(y,u)eK

where (y,u) belongs to K C H}(£2) x L2(£2) if and only if

/ Vy-Vzdx:/ uzdz Yz € Hy(92), (1.2)
2 2

Y1 <y<es on L2 (1.3)
¢1 S u S ¢2 on 0. (14)
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We assume that the functions w1, ¥, ¢1 and ¢y satisfy (i) 1,92 € W2®(8), (ii) 11 < o on §2, (iii)
1 < 0 < 1Py on 992, (iv) ¢1, 02 € WH(2) and (v) ¢1 < ¢ on §2. Here and below we follow the standard
notation for differential operators, Sobolev spaces and norms that can be found for example in [1,11,21], and
the inequalities involving Lo functions are to be interpreted in the almost everywhere sense.

The literature on finite element methods for elliptic distributed optimal control problem with pointwise state
and control constraints is quite small. We refer the readers to [37,39] for an approach that is based on the first
order optimality conditions for a reduced minimization problem involving only the control u, and to [18,19] for
an approach that is based on a regularization of the constraints.

Here we follow a different approach that is based on a minimization problem involving only the state y. Since
2 is convex, we have y € H?(2) by elliptic regularity [22,29], and hence the optimal control problem (1.1)—(1.4)
can be reformulated as

. _ .1
Find 7= argmin [y —yall o + ﬁmyn%m)] (1.5)
yeK 2 2
1
= argmin §a(y,y) — (ya,y)|
yeK
where
K={ye H*(Q)NH}(2): 1 <y<tp and ¢ < -Ay< ¢ in 02}, (1.6)
aly, z) :B/ (Ay)(Az)dx—i—/ yzdx, (1.7)
(93 2

and (y, z) :/ yzdx.
0
Remark 1.1. Since the identity

/Q (Ay)(Az) da = 22: /Q (az?x) (82262963') 4

i,j=1

holds for y,z € H2(2)N H(2) (cf [30], Lem. 2.2.2), the bilinear form a(-,-) in (1.7) has an alternative

expression given by
2
0%y 0%z
= d de. 1.
“(52) ﬂijz_%/g(axiamj) (axiax) “/Qyz g (1.8)

We assume the following Slater condition:

There exists y € H?(£2) N Hy (§2) such that (i) ¢y <y < 1y in £2, and (1.9)
(ii) u = — Ay satisfies the constraint (1.4).
Note that (1.9) implies in particular that the closed convex set K is nonempty. It then follows from the classical

theory of calculus of variations [24,34] that (1.5)—(1.7) has a unique solution § € K characterized by the fourth
order variational inequality

5 [ CanEay-pdr+ [ G-mb-ndez0  vyeK. (1.10)
In this paper we will develop and analyze a finite element method for (1.5)—(1.7) (or equivalently (1.10))

that is based on the Morley element [38]. This approach of solving elliptic optimal control problems as fourth
order variational inequalities was introduced in [28,35], where a Morley finite element method and a mixed
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finite element method for state constrained problems were analyzed under additional assumptions on the active
sets from [5]. C¥ interior penalty methods and partition of unity methods for two dimensional state constrained
problems were studied later in [8,13] without additional assumptions on the active sets. A new convergence
analysis for state constrained optimal control problems was presented in the recent paper [12] that simplifies
the analysis in [8,13] and is also applicable to the finite element methods in [10] for three dimensional domains.
The current paper extends the results in [12,35] to the problem defined by (1.1)—(1.4) that involves both state
and control constraints.

The rest of the paper is organized as follows. We collect the results for the variational inequality (1.10) in
Section 2 and introduce the Morley finite element method in Section 3. The convergence analysis is carried
out in Section 4, followed by numerical results in Section 5. We end the paper with some concluding remarks
in Section 6. Appendix A contains the construction and analysis of an operator that plays a key role in the
convergence analysis.

2. RESULTS FOR THE CONTINUOUS PROBLEM

Under the Slater condition (1.9), we have (cf. [36], Thm. 9.4.1 and [33], Thm. 1.6) the following (generalized)
Karush-Kuhn-Tucker conditions for (1.10):

B/Q(—Agj)(—Az)dx—F/Q(zj—yd)zdx:/Q)\(—Az)dx—k/gzd,u (2.1)

for all z € H?(£2) N Hy(£2), where A € Ly(£2) and p € M(£2) (the space of regular Borel measures) such that

A>0  if — Ag= ¢,
A<0  if — Aj = ¢,
A=0 otherwise,
p=0 if yg=1y,
p<0 if y=1o,
otherwise.

~ o~ o~ —~ —~
N O Ut =W N
—_ D D D D=

Remark 2.1. Since 11 < 0 < 95 on 92, the conditions (2.5)—(2.7) imply that the support of p is a compact
subset of {2 and hence p is a bounded measure.

2.1. The adjoint state
Let the adjoint state p € Ly(£2) be defined by

/Qp(—Az)dx:/Q(gj—yd)zdx—/gzd,u (2.8)

for all z € H2(02) N H($2). Then we have (cf. [16], Thm. 1)

peW,*(2)  Vs<2. (2.9)

Remark 2.2. Since the support of p is disjoint from 92 (¢f. Rem. 2.1), the adjoint state p actually belongs
to H'! in a neighborhood of 942.
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It follows from (2.1) and (2.8) that

A= B(=Ag) +p, (2.10)
which together with (2.2)—(2.4) implies that § € K satisfies
—AY = Py, ,)(=0/B), (2.11)

where

P[¢17¢2]U = ma’X((bl, min((b% U))
is the orthogonal projection from Lo (£2) onto the closed convex subset {v € La(£2) : ¢1 < v < @a}.
2.2. Regularity of

From ([17], Lem. 3.3) we have
P[¢1,¢2](_p/ﬁ) € HI(Q) mLoo(“o)’ (212)

which together with (2.11) implies that
i=—Ay € H(2) N Loo(2).
2.3. Regularity of A
It follows from (2.9)—(2.12) that
A e W) for any s < 2. (2.13)

Remark 2.3. In view of Remark 2.2, A belongs to H! in a neighborhood of 2.

2.4. Regularity of ¥y
According to (2.11), the solution § € K C H?(£2) N HE(£2) of (1.10) also satisfies

—AY = Py, o) (=p/B) n £, (2.14a)
g=0 on o012. (2.14b)

2.4.1. Interior reqularity of §
It follows from (2.12), (2.14) and interior elliptic regularity (cf. [25], Thm. 6.2 and [32], Lem. 17.1.1) that
§ € Hipo(2) N WS (92) (2.15)
for any s € (1, 00).
2.4.2. Global regularity of y
It follows from (2.12), (2.14), and the elliptic regularity theory on polygonal domains [22,29] that

y € H* () (2.16)
for some « € (0, 1], where the index of elliptic regularity « is determined by the angles at the corners of 2.

2.5. Regularity of u
It follows from (2.1), Remark 2.1, (2.13), (2.15) and integration by parts that

weW5(0) (2.17)

for all s < 2.
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2.6. Results under additional assumptions
We can obtain stronger results for g, 4, A and g under some additional assumptions.

2.6.1. Additional assumption on A and i

If we assume
supp A Nsupp p = 0, (2.18)

then it follows from (2.1), Remark 2.1, (2.15) and integration by parts that
pe HH(2)=[Hy(Q), (2.19)
which together with (2.8) implies
p € HY (D). (2.20)
Combining (2.10)—(2.12), and (2.20), we have

e HY(R). (2.21)
Moreover we can apply the result in [26] to conclude that
7 belongs to W2°°(G) in a neighborhood G of supp . (2.22)

2.6.2. Additional assumption on ¢1 and ¢o

If we assume
d1 <0< oo in a neighborhood of 942, (2.23)

then
Plo, 4,)(—p/B) € Hy(92) (2.24)

because p belongs to H! near 912 (cf. Rem. 2.2) and p vanishes on 9£2.
It follows from (2.11) and (2.24) that
u=—-Ay e Hj(0).

Remark 2.4. The stronger condition (2.24) on the right-hand side of (2.14a) yields a better regularity for g
(cf. [29], Sect. 5.1). In the case of a rectangular £2, we have jj € H3(§2) under (2.24) and § € H37¢(2) for any
€ > 0 under (2.12).

Remark 2.5. Under both additional Assumptions (2.18) and (2.23), the Lagrange multiplier A belongs to
HL(2) by (2.10), (2.11), (2.20) and (2.24).

Remark 2.6. The results in this section are also valid for the case where there is one (or no) state constraint.

3. THE MORLEY FINITE ELEMENT METHOD

Let 7, be a quasi-uniform simplicial triangulation of (2, where the mesh parameter h is proportional to
maxreT;, diam 7. We denote by I, the nodal interpolation for the conforming P; finite element space associated
with 7y, and denote by @}, the orthogonal projection operator from L (f2) onto the space of piecewise constant
functions associated with 7y,.

The Morley finite element space V} is defined as follows. A function v belongs to V}, if and only if (i) v is a
quadratic polynomial on each T' € Tp, (ii) v is continuous at the vertices of Tp, (iii) the normal derivative of v
is continuous at the midpoints of the edges of Ty, and (iv) v vanishes at the vertices of 7}, that belong to 92.
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A function in V}, is determined by its values at the vertices of T, and the integrals of its normal derivatives over
the edges of 7. (The degrees of freedom for the Morley finite element are depicted in Fig. A.1 in Appendix A).
The Morley finite element method is to find

Rt
i = argmin | Jan(0.) — (0.0)| (31)
yeK,
where
= {y € ‘/h : Ihwl < Ihy < Ih¢2 and Qh¢1 S _Ahy S Qh¢2}; (32)
ap(y,z) =5 Z / D?*y: D*zdx +/ yzdz, (3.3)

TeTh
Ay, is the piecewise defined Laplacian operator, and

2
D?*y: D%z = Z (0%y/0x;0x;) (0°2/0x;0x;)

i,j=1
is the Frobenius inner product of the Hessian matrices D%y and D?z.

Remark 3.1. We use the piecewise version of the alternative expression (1.8) for a(-,-) because the Morley
finite element method is nonconforming (cf. [21], Rem. 6.2.1).

The error analysis for the Morley method will be carried out in terms of the mesh-dependent energy norm
| - |l defined by

Iyl = an(y,v) = B D> ke + 1917, 00): (3.4)
TeTh

The convergence analysis in Section 4 requires certain operators that connect the continuous space and the
discrete space.

3.1. The interpolation operator I1j
The interpolation operator ITj, : H2(2) N H}(2) — V}, is defined by

(1<) (p) = ¢(p) for all vertices p of Ty, (3.5a)
(¢ ) ¢ .
/e o, o —ds for all edges e of Ty, (3.5b)

where n, is a unit normal vector of e, and we have a standard interpolation error estimate

2
> hEIC = Inlle(ry < CR2T[Clgzvary VT €T, 0<a <1, (3.6)
k=0

where h, is the diameter of T.
Note that (3.6) implies
¢ = InCl[n < Ch%|{|g2+a (). (3.7)

It follows from (3.5b) and integration by parts that

/Aﬂhg“dm—Z/ Hh(d—Z/ ds—/AC) VT € Th,
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where Er is the set of the three edges of T, and hence
A(ITnG) = Qu(AQ) V(€ H*(2) N Hy(2). (3-8)
In view of (1.6), (3.2), (3.5a), and (3.8), we have
1L K C K. (3.9)

3.2. The enriching operator Ej
In the other direction we have an operator Ej, : Vj, — H?(£2) N H}(£2) with the following properties:

(Env)(p) = v(p) for all vertices p of Tp, (3.10)
o(E 0
/ (Env) ds = / " ds for all edges e of Tj, (3.11)
e One o ONe
2
SRS o= Enoliery S CBY Y ol Yo €V, (3.12)
k=0  T€Th TETh
2
> FIC = By (o) < CR*T(¢ g2va(a) (3.13)
k=0
for all ¢ € H?T*(2)N H(N2) and 0 < a < 1,
II¢ — E}LH}LC||W1,2/(176)(_Q) < Ch1+a7€|<|H2+a(Q) (3.14)
for all ¢ € H2T*(2)N H}(2) and 0 < € < 1, and
lan(ITnC,v) — al(C, Env)] < ChICliraveonlolln (3.15)

for all ( € H>T(2)NH(N2),ve Vy and 0 < < 1.
Details for Ej, are given in Appendix A.

Remark 3.2. The estimates (3.13) and (3.14) indicate that the operator EjII; behaves like a quasi-local
interpolation operator. The estimate (3.15) implies that Fj behaves like the transpose of IT;, with respect to
the bilinear forms a(-,-) and ap(-, -).

Note that (3.11) leads to the following analog of (3.8):

Qh(AEhv) = Apv Vv e V. (316)

4. CONVERGENCE ANALYSIS

Since the closed convex set K}, is nonempty by (3.9) and the bilinear form ap(-,-) is symmetric positive
definite, the discrete problem (3.1) has a unique solution characterized by the discrete variational inequality

an(Uny — Yn) — Wa,y —9n) =20 Vy € K. (4.1)
We begin with a preliminary estimate. Using (3.4), (3.7), (3.9) and (4.1), we find
17— gnll, < 207 — Mgl + 21TnG — Gnll3
< C1P** + 2an (4G — Gn, TTny — §n) (4.2)
< C1h** + 2[an(Ing, Tng — Gn) — (Ya, Tn — Gn)]-
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From here on we will use C' (with or without subscript) to denote a (generic) positive constant that is independent
of the mesh parameter h. In view of (3.4), (3.12) and (3.15), we have

an(IIng, Ing — §n) — (Yo, G — Gn) < [a(@, En(IInG — §n)) — (Yas En(I1,G — §n))] + Coh® | IThG — Gnlln, (4.3)

and it only remains to estimate the first term on the right-hand side of (4.3).
Note that this term only involves the bilinear form a(-,-) and functions in H?(£2) N Hg(£2), and we can
use (1.7) and (2.1) to rewrite it as

a(y, En(1Iny — Yn)) — WYa En(1Iny — Yn)) = /

A[=AEy(ITpy — yn)]dz + / Ep(Iny — yn)dp. (4.4)
o 0

Below we will use € to denote an arbitrary number in (0,1).

4.1. Discretization error due to the control constraints

The first integral on the right-hand side of (4.4), which measures the effects of the constraint (1.4), can be
estimated as follows.
First we can write, by (2.2)—(2.4),

/ A= AB (g — i)z = / M= AB (115 — gn))de + / M- AB (g — g)lde,  (45)
(93 2 2
where
A i Ay =
A= s (46)
otherwise
A i Ay =
Ay = y=¢o2. (4.7)
otherwise

Note that A\; = max(),0) and Ay = min(\,0). Therefore \; € W*(£2) for any s < 2 by (2.13) and ([27],
Lem. 7.6). It then follows from a standard interpolation error estimate [11,21] that

IA; = QrAjllLa(2) < Ceh' ™€ for j = 1,2 and any positive e. (4.8)

Remark 4.1. Under the additional Assumption (2.18) we can take € to be 0 in (4.8) (c¢f. (2.21)).

Next we use (4.6) to rewrite the first integral on the right-hand side of (4.5) as the sum of four integrals:

/Q)‘l[*AEh(th*gh)]dx:/

M- ABA TG — §)da + / M (61 — Qnoy)da
0 0

+/ MQn(o1 + AEpyn)dz +/ M[(AELGR) — Qn(AERTn)]dz. (4.9)
2 2
Note that (3.8) and (3.16) imply

QnA(EpIlny —y) =0,
and hence, by (3.13) and (4.8),

/ Al[—A(Ehth — ﬂ)]de‘ = / ()\1 — Qh/\l)[—A(Ehﬂhg - ﬂ)}dx < CEhH_a_S. (410)
(9] (]
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Similarly we find
[ Mor = Quénide = [ (1= Q)61 — Quonyds < Cob (411)
In view of (2.2), (3.2), (3.16) and (4.6), we have
/Q MQr(¢1 + AELG,)dx = /Q M (Qnor + Apgrn)dz < 0. (4.12)
The last integral on the right-hand side of (4.9) can be written as
/Q M(AERYR) — Qn(AERY,)|dx = /Q MIA(ERYn — §) — QrnA(ERyn — y)ldz + /Q M(AY — QpAy)dz, (4.13)
and we have, by (4.8) and a standard error estimate for Qp,,
[ 3(47 - Quande = [ (= QuM) (A7 - Quazds < Ciit (414)

since Ay € H*(£2).
Finally, by (3.6), (3.12), (3.13) and (4.8), we obtain

/ MIA(Ewgn — §) — QnA(Eryn — §))dz = / (A1 — QrA)[A(Ewyn — 9)]dx
17 17

< Ch'“(|1En(gn — Iny) 22y + | EnIIng — §la2(o) (4.15)
< Co(h |y — gulln + R0,

Combining (4.9)—(4.15), we arrive at the estimate

[ MEABLITG = 5l < O 4 B T = ) (416)
Similarly we have

/Q Xo[=ABy (g — Gn)lde < Ce(B7 + b\ 115 — Gnlln)- (4.17)
It follows from (4.5), (4.16) and (4.17) that

/Q N=AEy(Ing — gn)ldae < Ce(h 07+ W' 5 — gnlln)- (4.18)

4.2. Discretization error due to the state constraints

Next we turn to the second integral on the right-hand side of (4.4) that measures the effects of the con-
straint (1.3). First we can write, by using (2.5)—(2.7) and (3.10),

/ En(ITny — yn)dp = / (Exllny — g)dp
o 1%
+ /Q[(ﬂfl — Inr) + (Inth1 — Ingn) + (InEnyn — Enyn)]dun

+ /Q[(?/’? — In) + (Int2 — Inyn) + (InEnyn — Enyn)]dpe, (4.19)
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where
% it y=1¢
0 otherwise,
% if Y =12
o = i (4.21)
0 otherwise.

Since the active sets {x € £2: §(z) = Y1(x)} and {z € 2 : §(z) = 12(x)} are disjoint compact subsets of §2,
we have p; € W1 for any s < 2 because of (2.17). It follows that

/ vdp; < Cellvllwrz/a-o (o) for j =1,2 and any € € (0, 1). (4.22)
7

Remark 4.2. Under the additional Assumption (2.18) we can take € to be 0 in (4.22) (cf. (2.19)).

According to (2.16), (3.14) and (4.22), the first integral on the right-hand side of (4.19) is bounded by
/ (EpIyy — 5)dp < ChM o, (4.23)
2

The second integral on the right-hand side of (4.19) can be bounded by using the following estimates.
Since 11 € W2°(£2), we have,

/9(7/)1 = Intp1)dps < CllYp = Int|l 1 (2) < Ch? (4.24)

by a standard interpolation error estimate [11,21].
Since Ity < Ingn by (3.2), and g1 > 0 by (2.5) and (4.20), we have

/ (In¥r — Ingn)dpn < 0. (4.25)
2
We can write
/ (InEngh — Engn)ldu = / In(Enin — §) — (B — D)ldpn + / (Ind — ). (4.26)
(9] 2 (9]

Let G be a neighborhood of the active set A; = {x € 2 : y(x) = 11 (x)} such that G is a compact subset of
Q. Since j € W25 (£2) for any s € (1,00) (cf. (2.15)), we have

loc
/Q (In — §)dss < ClIng — o) < Ceh>, (4.27)

by a standard interpolation error estimate [11,21].

Remark 4.3. Under the additional Assumption (2.18) we can take € to be 0 in (4.27) (¢f. (2.22)).
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Finally we apply (3.12), (3.13), (4.22) and a standard interpolation error estimate to obtain

/Q[Ih(Eh?Jh =) — (Engn — P)ldps < Ce|lIn(Engn — ) — (Enbn — 9)llwr2ra-0(0)
< Ch' ™| Enn — 9lu2 (o) (4.28)
< Ch (| En(n — In) w20y + | En TG — yla2(o)]
< Ch' [l Hny — gnlln + h*].

Putting (4.24)—(4.28) together, we arrive at the estimate
/ (Y1 = Intpr) + (Intor = InGn) + (InEngn — Engn)ldpn < Ce(h' 07 + | g — gnl|n)- (4.29)
e

Similar arguments based on (2.6) lead to the following estimate for the third integral on the right-hand side
of (4.19):

/ (2 — In2) + (Inthe — Ingn) + (InEngn — Engin)]dus < Ce(R*TC + B4 115 — G |n)- (4.30)
2
Combining (4.19), (4.23), (4.29) and (4.30), we have
/ Eu(ITyg — gn)dp < Co(h™ + B7IT,5 — guln). (4.31)
2

4.3. Convergence Results

We are now ready to establish the following main result of the paper.

Theorem 4.4. For any € € (0,1), there exists a positive constant C. independent of h such that

17 = Gnlln < Ceh™m(e1=e), (4.32)
where « is the index of elliptic reqularity in (2.16).
Proof. 1t follows from (3.7), (4.2)—(4.4), (4.18) and (4.31) that

15— Gnlli; < CIR** + W 11hg — gnlln] + Ce[R'T7 + A (| 1ny — Galln]
<C, [thin(a,l—e) + hmin(oz,l—e)(”ﬂ'hg — 3l + |7 — ?]h”h)]
< Ce [h2 min(a,1—¢) + hmin(a,l—e) ||g _ thh] .

The estimate (4.32) is then obtained by invoking the inequality of arithmetic and geometric means. (I
The following corollary is immediate.
Corollary 4.5. There exists a positive constant C, independent of h, such that

19 = nlln < CR*

provided the index of elliptic reqularity « is strictly less than 1.

Under the additional Assumption (2.18), we can take € to be 0 in Theorem 4.4 (¢f. Rems. 4.1-4.3).
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Theorem 4.6. Under the additional assumption that the supports of X and p are disjoint, we have
19— gnlln < CRE,
where the positive constant C' is independent of h.

Remark 4.7. The error estimates in Theorems 4.4 and 4.6 are for a H?2-like norm, which provide more infor-
mation on the optimal state 4 than the H! error estimates in [18,19,37,39].

Remark 4.8. The estimates in Corollary 4.5 and Theorem 4.6 are the best possible since we are using quasi-
uniform meshes.

Let | - [g1(0;7;,) be defined by

|U|§{1(Q;Th) = Z |’U|%{1(T)' (4.33)
TeTh

Corollary 4.9. For any € € (0, 1), there exists a positive constant C, independent of h such that

15 = Gnll Loy + 15 — Gullmoimy + 117 — Gnllpo o) < Ceh™™ (@17,

where « is the index of elliptic reqularity in (2.16). Under the additional assumption that the supports of A and
w are disjoint, we have

17 = Onll Loy + 15 = Inllar iy + 19 = nllo. o) < ChY,
where the positive constant C' is independent of h.

Proof. According to ([15], Example 5.1 and [9], Appendix A), there exists a positive constant C' independent of
h such that

19 = ¥nlloc) + 17 = Gl osm) + 17 = Gl L) < ClY — Gnlln-
Therefore the corollary follows from Theorems 4.4 and 4.6. (]

Remark 4.10. Since || - [z,(2), || - |a#1(@:7,) and || - [z (o) are lower order norms, the error estimates in
Corollary 4.9 are not expected to be sharp. This is confirmed by the numerical results in Section 5.

We can take the piecewise constant function u, = —Apy, as an approximation of the optimal control up,
and we immediately have the following result by Theorems 4.4 and 4.6.

Corollary 4.11. For any e € (0,1), there exists a positive constant C, independent of h such that

H’l] _ ﬂh”Lg(Q) < CEhmin(a,l—e)’
where « is the index of elliptic reqularity in (2.16). Under the additional assumption that the supports of X and
w are disjoint, we have

1@ = @nl|L,2) < Ch%,

where the positive constant C' is independent of h.
Remark 4.12. In the case where the state constraints are absent, the condition (2.18) is automatically satisfied,

and hence Theorem 4.6, Corollary 4.9 and Corollary 4.11 provide the error estimates for an optimal control
problem with only control constraints.
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TABLE 1. Results for Example 1.

h ly —ynlln  Order |ly —ynllur(ai;,) Order |y —ynllooey Order  |ly —ynlle,,  Order
271 3374x 107! - 1.045 x 10° - 1.486 x 1071 - 2.547 x 107! -
272 3422x 107! —0.02 6.932 x 107! 0.71 5.897 x 1072 1.61  1.198 x 107'  1.31
273 4.892x 107! —0.57 4.721 x 1071 0.61 5.031 x 1072 0.25 1.141 x 107!  0.08
274 2766 x 107 0.86 1.199 x 1071 2.07 1.586 x 1072 1.74 3.148x 1072 1.95
275 1438 x107'  0.97 2.958 x 1072 2.07 4175 x 1073 1.97 7571 x107%  2.10
276 7304x107%  0.99 7.415 x 1073 2.02 1.143 x 1073 1.89  1.970 x 1072  1.96
277 3668 x1072  1.00 1.898 x 1073 1.98  3.050 x 107* 1.92 5.077Tx107% 197
278 1836 x1072  1.00 4.654 x 107* 2.03 7.565 x 107° 2.02  1.246 x 107*  2.03

5. NUMERICAL RESULTS

In this section we present five numerical examples to illustrate the performance of the Morley finite element
method. The first three examples concern the optimal control problem defined by (1.1)—(1.4), where the active
sets exhibit different behaviors. The other two examples involve optimal control problems from the literature
that do not fit our framework exactly. Nevertheless they can be solved by straightforward modifications of the
discrete problem (3.1), which demonstrates the robustness of the Morley finite element method.

The computational domain for all the examples is the unit square (0,1) x (0,1) and we use uniform meshes.
The discrete problems are solved by a primal-dual active set method [3,4,31,33]. The discrete £, norm in the
tables is computed by using the vertices of the triangles, the midpoints of the edges and the centers of the
triangles.

5.1. Example 1

We solve the optimal control problem defined by (1.1)-(1.4). The data are given by 8 = 1073, yq = 2,
1 = —00, s =1, ¢1 = —1 and ¢o = 25. The Slater condition (1.9) is satisfied by y = 0. The numerical results
are reported in Table 1, where the errors are estimated by comparing solutions from consecutive refinement
levels.

The discrete active sets for the upper state constraint and the upper control constraint with h = 278 are
displayed in Figure 1. (The active set for the lower control constraint is empty). Since the active sets for the
state are disjoint from the active sets for the control and the condition (2.23) is satisfied, the error estimate in
Theorem 4.6 holds with a@ = 1 (¢f. Rem. 2.4). This is confirmed by the results in Table 1 for the energy norm
error. On the other hand the results in Table 1 also indicate that the performance of the Morley finite element
method in lower order norms is better than the one predicted by Corollary 4.9.

The discrete optimal state ¢, and optimal control @, for h = 278 are plotted in Figure 2.

5.2. Example 2

We solve the optimal control problem defined by (1.1)—(1.4). The data are given by 8 = 1073, ¢, = —oo0,
o = 4(xy — 22) (22 — 22) + 0.5, ¢ = 100,

. 2
i’ 8 exp <| [z = (0.5,0.5)] > if  |z—(0.5,05) <05
1 =

x —(0.5,0.5)|2 — 0.25
0 otherwise,

and yg = 1. It is straightforward to check that the Slater condition is satisfied by y = 9(xq — 2%) (22 — z3). Since

the condition (2.23) is satisfied, the index of elliptic regularity « equals 1 (¢f. Rem. 2.4). The numerical results
are displayed in Table 2, where the errors are estimated by comparing solutions from consecutive refinement
levels.
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FIGURE 1. (a) discrete active set for the upper state constraint and (b) discrete active set for

the upper control constraint for Example 1 with A = 278.

FIGURE 2. (a) discrete optimal state g, and (b) discrete optimal control @, for Example 1

with h = 278,
TABLE 2. Results for Example 2.

h ly —yulln  Order |y —ynluier,) Order |[ly—ynllry@) Order  |ly —ynlle,  Order
271 9.947 x 1072 - 2.887 x 1071 - 4.010 x 1072 - 8.600 x 1072 -
272 2479 x107' —1.59 5.052 x 107! —0.97 4.269x107%2 —0.11 9.241x107% —0.13
273 2597 x 107! —0.07 2.487 x 107! 1.12 2.838 x 1072 0.65 6.385x 1072  0.59
274 1482 x107' 085 7.088 x 1072 1.90 1.344 x 1072 1.13  2.155x 1072  1.64
275 8110x 1072  0.89 2.452 x 1072 1.57 5.509 x 1073 1.32  8.064x 1072 145
276 4.420x 1072  0.89 8.931 x 1073 1.47 2.047 x 1073 1.44 3.149x 1072  1.37
277 2381x1072  0.90 2.986 x 1073 1.59 6.828 x 1074 1.59 1.078 x 1073 1.55
278 1269x1072 091 9.346 x 1074 1.68 2.130 x 1074 1.69 3.423x107*  1.66
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FIGURE 3. (a) discrete active set for the upper state constraint and (b) discrete active set for
the lower control constraint for Example 2 with h = 278,

FIGURE 4. (a) discrete optimal state g, and (b) discrete optimal control aj, for Example 2 with
h =278,

The discrete active sets for the state constraint and lower control constraint with A = 278 are depicted in
Figure 3. (The active set for the upper control constraint is empty.) In view of the symmetry of the data, it
appears that the active set for the state constraint should contain just the center of the square.

Since u appears to be a point measure supported at the center of the square, which is inside the active set
of the lower control constraint, we expect that the convergence rate of the Morley finite element method is
determined by Theorem 4.4 (with o = 1) instead of Theorem 4.6. Hence for this example it should take more
refinements to reach the asymptotic regime, which is observed in Table 2. The performance in the lower order
norms is still better than the one predicted by Corollary 4.9.

The discrete optimal state g;, and optimal control @, for h = 278 are plotted in Figure 4.
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TABLE 3. Results for Example 3.

h ly —yulln  Order |y —ynlpi(oyy,) order ||y —ynllroey Order  [ly —ynlle.,  Order

271 9.947 x 1072 - 2.887 x 107! - 4.010 x 1072 - 8.600 x 1072 -

272 2461 x 107! —1.58 5.080 x 1071 -0.98 4307 x 1072 —0.12 9.160x 1072 —0.11
273 2,605 x 107! —0.09 2.494 x 1071 1.13  2.666 x 1072 0.76  6.204x 1072  0.62
274 1.431x107Y  0.90 6.209 x 1072 2.10 8.188 x 1073 1.78 1.714x 1072 194
275 7308 x107%  0.99 1.523 x 1072 2.07  2.098 x 1073 2.01 4.126x107%  2.10
276 3672x1072  1.00 3.776 x 1072 204 5784 x107* 1.88  1.049 x 1072  2.00
277 1836x1072 1.01 9.333 x 1074 203 1.374x107* 2.09 2505x107% 201
278  9177x107%  1.00 2.332 x 1074 2.01  3.659 x 1075 1.91 6.413x10™° 1.97

FIGURE 5. (a) discrete active set for the state constraint and (b) discrete active set for the
lower control constraint for Example 3 with o = 278,

5.3. Example 3

We solve the optimal control problem defined by (1.1)—(1.4). The data are identical to the ones in Example 2
except that ¢, is now given by

lz — (0.5,0.5)|2 ,
4 f —(0.5,0.5)[ < 0.5
P (|9: —(0.5,05)2 — 0.25 it o= (05,05) <05

0 otherwise

¢ =

The Slater condition is satisfied by y = 5(z; — 23)(z2 — 23) and the index of elliptic regularity a again
equals 1. The numerical results are displayed in Table 3, where the errors are estimated by comparing solutions
from consecutive refinement levels.

For this example (¢f. Fig. 5), the active set for the lower control constraint appears to be the center of the
square, and the active set for the upper control constraint is empty. Since A € Lo(£2) (¢f. (2.13)) and X is
supported on the active sets of the control constraints (c¢f. (2.2)—(2.4)), we conclude that A\ = 0. Therefore
the condition (2.18) is satisfied even though the active set for the state contains the active set for the lower
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FIGURE 6. (a) discrete optimal state g, and (b) discrete optimal control 4y, for Example 3 with
h=278

control constraint. The behavior of the energy error in Table 3 agrees with Theorem 4.6 with o = 1. Again the
performance in the lower order norms is better than the one predicted by Corollary 4.9.

Remark 5.1. In view of (2.1) and the fact that A = 0, the solution g of this example is also the solution of an
optimal control problem with only state constraints. This has been verified numerically.

The discrete optimal state 4;, and optimal control @, for h = 278 are plotted in Figure 6.

5.4. Example 4

In this example we consider the following optimal control problem:

. _ |1 B
Find () = angin |5y = gl oy + 5~ wal% | 6.1
(y,u)eK

where K is the subset of H}(§2) x Lo(§2) defined by (1.3), (1.4) and
/ Vy-Vzdr = / (u+ flzdz  Vze€ HYH D). (5.2)
7} o

The following data are from [18]. We take § = 0.1, ¢; = 0, ¢ = 100 and )3 = +o00. The exact solution
7 = sin(mzq) sin(mzs), and the lower bound v, for the state is given by

_ fu@) it @) ze
P1(z) = {Zy(x) _ e if y(z) <ec

where ¢ = 0.6. The function
f=—-Ag — max(—Ag — k,0),

where k = 5, and the functions uy and yg are defined by

(z) {max(—Ay(m) - k,0) if g(z) > ¢ {y(m) -1 it glz)>c
Ug\T) = xr) =
—K it glz) <e, BA?G(z) + y(x) if glx) < c.
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TABLE 4. Results for Example 4.

h ly —ynlln  Order |ly —ynlluroir,y Order  |ly —ynlleyy  Order  |ly —ynlle,,  Order
271 1.733 x 10° — 5.932 x 1071 — 7.022 x 1072 - 1.794 x 107¢ —
272 1.138 x 10° 0.73 2.452 x 1071 1.54 1.435 x 1072 277 4.061 x 1072  2.59
273 6.320x107Y  0.93 7.671 x 1072 1.84 2.755 x 1073 261 9.420x 1072 231
274 3334x107Y 097 2.498 x 1072 1.69 1.211 x 1073 1.24  3.130x 1072  1.66
275 1.688x107Y  1.00 7.955 x 1073 1.69  4.733 x 107* 1.39  9.930x 107*  1.69
276 8428 x 1072  1.01 2.329 x 1073 1.79 1.332 x 107* 1.85 3.031x107* 1.73
277 4190x 1072 1.01 6.115 x 1074 1.94 3.494 x 1075 1.94 8488 x107° 1.85
278 2089 x1072 1.01 1.593 x 107* 1.95 9.252 x 107 1.92 2.125x10™°  2.00

Remark 5.2. It is straightforward to check that g satisfies the following first order optimality conditions for
the optimal control problem defined by (1.3), (1.4), (5.1) and (5.2):

B/Q(—Agj—f—ud)(—Az)dx—&—/Q(g—yd)zdx:/Q)\(—Az)dx—&—/nzdu Yz e H*(Q)NHLHD),

where

— if —Ay m
A_{ B(f+ua) (20) i —Ay+r <0 <W>:/ Zd%%gﬁ/ % _ 4.
y>c y=c

—~z
0 otherwise, — On

and n is the unit outer normal on the boundary of the set defined by § > ¢. (Note that 9/9n is negative on

7 = ¢.) Thus there is no need for a Slater condition.

The discrete problem is to find

yn = argmin [;ah(%y) — (Wa,y) — B Z /T(f + ud)(Ay)dx] ;

yEK TET

where ap (-, -) is defined by (3.3) and

Kn={yeVi: Iyt1 <y <Ippo and Qui1 < —Apy — Qnf < Qnoa}

The numerical results are reported in Table 4.

For this example the active set for the upper control constraint is empty. The active set for the state constraint,
defined by the condition § > ¢, is disjoint from the active set for the lower control constraint defined by the
condition —Ay — k < 0 (¢f. Fig. 7). The behavior of the energy norm error is consistent with the error estimate
in Theorem 4.6 with o = 1, and the errors in the lower order norms are better than the ones predicted by
Corollary 4.9.

The discrete optimal state 7, and optimal control g, for h=8 are plotted in Figure 8. We observe good
agreements with the exact optimal state § and the exact optimal control . = —Agy — f.

5.5. Example 5
In this example we solve the optimal control problem defined by (1.1), (1.3), (1.4) and the constraint

/Vy-Vzdx—&—/yzdxz/uzdx Yz e Hy(9).
o) Q Q
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FIGURE 7. (a) active set for the state constraint and (b) active set for the lower control
constraint for Example 4.

FIGURE 8. (a) discrete optimal state g, and (b) discrete optimal control a4y, for Example 4 with
h=278

The data 8 = 1073, yg = 10(1 — 21 — x2)3, 1 = —0.35, 13 = 0.4, ¢ = —0.35 and ¢ = 20 are taken from
([39], Example 5.2). The Slater condition (1.9) (with u = —Ay + y) is satisfied by y = 0. We use the bilinear
form

ap(y,z) =B Z / (D2y : D%z 4+ 2Vy - Vz)d:v +(1+ B)/ yzdx
TeT;, 7T ?
for the discrete problem (3.1), where
Kn={y€Vh: Inty <Iny <Ipp2 and Qnd1 < —Apy+ Qny < Qnoa}-

The numerical results are reported in Table 5, where || - || = +/an(-,-) and the errors are estimated by
comparing solutions from consecutive refinement levels.
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TABLE 5. Results for Example 5

h ly —ynlln  Order |ly —ynllur(ai;,) Order |y —ynllooey Order  |ly —ynlle,,  Order
271 5.063x1071 - 1.660 x 10° - 1.676 x 10~ - 3748x107Y -
272 4108 x 107" 0.36 8.898 x 107" 109  7286x107% 145 1.628x 107" 145
27% 2940 x107*  0.53 3.228 x 107! 1.61 1.910 x 1072 212 1196 x 107'  0.49
274 2144 x107!'  0.48 1.124 x 1071 1.59 8.428 x 1073 1.24  4.061 x107%  1.63
275 1104 x 107! 0.98 2.826 x 1072 2.04 2.463 x 1073 1.82  9.767 x 1072  2.10
27% 5571x107>  1.00 7.316 x 1072 197 8066x 107  1.63 2503 x107° 1.9
277 2783 x107°  1.01 1.819 x 1072 202 1.941x107* 207 6.738x107°  1.90
278 1390 x1072 1.01 4.758 x 1074 1.94 4.716 x 107° 2.05 1.613x107* 2.07

FIGURE 9. (a) discrete active sets for the state constraints and (b) discrete active sets for the
control constraints for Example 5 with h = 278.

The discrete active sets for the state constraints and the control constraints with h = 278 are displayed in
Figure 7, which match the ones in ([39], Fig. 5.3).

For this example the active set for the upper state constraint in the lower left part of (a) overlaps with the
active set for the upper control constraint in the lower left part of (b). The results for the energy norm error
in Table 4 agree with the error estimate (4.32) with @ = 1. Again the performance in the lower order norms is
better than the one predicted by Corollary 4.9.

The plots for the discrete optimal state 7;, and the discrete optimal control @, with A = 278 are given in
Figure 10, which agree with the ones in ([39], Fig. 5.2).

6. CONCLUDING REMARKS

We have developed and analyzed a Morley finite element method for an elliptic distributed optimal control
problem with pointwise state and control constraints on convex polygons.

The error estimate (4.32) is essentially the best possible for quasi-uniform meshes. It can be improved to

17— gnlln < Ceh'™e
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FIGURE 10. (a) discrete optimal state gy and (b) discrete optimal control @ for Example 5
with h = 278,

for an arbitrary convex polygon {2 if properly graded meshes [2,7,13] are employed. For concreteness we only
consider the Dirichlet boundary condition in the partial differential equation constraint. But the results can be
extended to the case of the Neumann boundary condition.

For simplicity we take up = —Axyy, to be the approximation for the optimal control . We can also apply
more sophisticated post-processing techniques to generate better approximations for @ (c¢f. [14]). This will be
addressed elsewhere.

The convergence analysis in this paper can also be applied to other finite element methods as long as the
estimates in Section 3.1 and Section 3.2 are satisfied by appropriate interpolation operator I, and enriching
operator Fj. For example, it can be directly applied to a finite element method based on the (more complicated)
Hsieh-Clough-Tocher macro element [20].

APPENDIX A. AN ENRICHING OPERATOR FOR THE MORLEY FINITE ELEMENT

In this appendix we construct an operator Ej : Vj, — H?(§2) N H(£2) with the properties stated in Sec-
tion 3.2. The construction involves the Hsieh-Clough-Tocher (HCT) element. (The degrees of freedom for the
Morley element and HCT element are depicted in Fig. A.1).

FIGURE A.1. Morley element (left) and HCT element (right).
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A.1. Construction of Ej,

Let Wh CH 2((2) be the HCT finite element space associated with 7. A function @ belongs to W;, if and
only if (i) @w € C'(£2) and (ii) on each triangle T' € Ty, @ is a piecewise cubic polynomial with respect to the
subdivision determined by the center and the vertices of T. A function in W}, is determined by (i) its values
and the values of its first order derivatives at the vertices of 75, and (ii) the integrals of its normal derivatives
over the edges of Tj,. The space W, C H2(£2) N HZ(£2) consists of all the members of W}, that vanish on 9£2.

We will use the following notation.

hs is the diameter of the triangle T' € Tp,.

v 1s the restriction of v to T' € Tj,.

V), is the set of the vertices of 7p,.

V? is the subset of V), consisting of the vertices that belong to 9£2.

&y is the set of the edges of Tj.

&} is the set of edges interior to 2.

EP =&, \ & is the set of the boundary edges.

le] is the length of the edge e € &},.

For an edge e € &}, the set T, contains the two triangles that share e as a common edge.

Vr (resp., &) is the set of the three vertices (resp., edges) of T' € Ty,.

T, is the set of the triangles in 7y, that share p as a common vertex and |7,| is the number of triangles in 7,,.
ne (resp., t.) is a unit normal (resp., tangent) of e € &,.

EZ‘; is the set of edges in & that share p as a common endpoint.

St is the set of triangles in 7}, that share a common vertex with 7.

For an interior edge e € 5ﬁ shared by the two triangles T, ; and T, 2, we define the jump of the gradient
across e by

[[VU]]e =01 ®n1 + V2 & na,
where v; is the restriction of v to T, ; and n; is the unit normal of e pointing towards the outside of T ;.

We begin by defining an operator operator Ey, : Vi, — W,,. First we take
(Env)(p) =v(p)  VpE Vi (A1)

This means in particular that Ej,v vanishes at all the vertices in V,Z; , since v vanishes at these vertices as part
of the definition of V},.
Next we define

V(Ew)(p) = = Y (Vor)(p Vpe V. (A.2)
7% =

We complete the definition of Ejv by specifying that

0 Ehv ov
C One o ONe

ds Vee & (A.3)

The operator Ej, : V, — W}, is defined by modifying Eh as follows:

V(Env)(p) =0 (A4)
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at any corner p of {2, and at a vertex p € Vg that is not a corner of (2, we define

8(Ehv) - G(Eh’l)>

on  on ' (A.5)
8(Ehv) o
=0, (A.6)

where n (resp., t) is a unit normal (resp., tangent) along 02.
Note that (A.1), (A.4) and (A.6) imply Ejv vanishes on 9f2.
By the construction of E}, (¢f. (A.1) and (A.3)), the invariance properties (3.10) and (3.11) are satisfied.

Remark A.1. The analysis of E}, is simpler since the definition of Ej, does not involve any boundary condition.
Below we will establish the estimates for £, by obtaining their analogs for Ej and by bounding the difference
between Ej, and Ej,.

A.2. Proof of (3.12)

Let T € T and v € V}, be arbitrary. We have, by equivalence of norms on finite dimensional spaces and
scaling,

o= Envll,m = Y (h2[vr(p) = En())* + b1 [(Vor) (p) — (VEw0)(p)])

. 2
ov O(Epv)
3 T
cx [

where the constants in the equivalence relation depend only on the shape regularity of T', and hence

ds,

o= Bl < C | 5 0 BTl + 3 W10 — Byo))/on (A7)
PEVT e€E} ecér

by (A.1) and (A.2).
Note that

IVOlell7 @ < Clel Y [olie@ — Vee& (A8)
TeT.

because [Vv]. = 0 at the midpoint of e, and
10(vr — Env))/Oncll3,e) < Chalvlipy — Ve€ér (A.9)

because of (A.3).
Combining (A.7)—(A.9) we obtain

||'U_Ehv||%2(T) S O Z h§/|U|H2(T/),

T'€St
which together with standard inverse estimates implies
2
SRS o= Enoliey <CBY Y lhey Yo €V, (A.10)
k=0 TeTh TETh
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Now we consider the difference between Ej,v and Ejv. A direct calculation using (A.2) and (A.4)—(A.6) yields

1Env = Envll7, o) < C [ D0 D 1elPIVeleli @ + D lellov/ote]l] . (A.11)
pEV) e€E] et}
<CY Y Wi,
peVt T€T,

where we have used (A.8) and the fact that v vanishes at the boundary vertices.
The estimate (3.12) follows from (A.10), (A.11) and standard inverse estimates.

A.3. Proofs of (3.13) and (3.14)

Observe that [(E’hﬂh)QHT only depends on C|ST and [(Ehﬂh)CHT = C|T if C|ST is a quadratic polynomial.
(This observation relies on the fact that the definition of Ej does not involve any boundary condition.)
It then follows from the Bramble-Hilbert lemma [6,23] and scaling that

2
Zhlﬂc — EpIInC| g1y < Ch2F (¢l oo (s
k=0

¢ = EnlInClwrzsa-ory < Cehit*™C|C| ova sy,

for0<a<land0<e<]1.
Consequently we have

2
> RFIC = EnITn| () < Ch*F(C 2va(a), (A.12)
k=0
II¢ — EhHhC||W1v2/(1_‘)(Q) < Ceh1+a7€|C|H2+a(Q)7 (A.13)

for0<a<land0<e<]1.
On the other hand, for ¢ € H?>T*(02) N H}($2), we have by (3.6) and a direct calculation

1EWING = EndIngllE, ) < C [ D0 D eIV~ Hnl)lelfoey D eP10(C — 1110) /0te ] e

pEV} e€EL ec&f

<C YL D ey,

peVt T€T,

which together with standard inverse estimates implies

2
Z W\ Ep ¢ — EpIInCl e (o) < Ch* (¢ grota (), (A.14)
k=0
|EhHhC — EhHhC|W1,2/(1—E)(Q) < Ch1+a7€|<|H2+a(Q). (A.15)

The estimates (3.13) and (3.14) follow from (A.12)—(A.13) and (A.14)—(A.15).
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A.4. Proof of (3.15)

It suffices to show that
lan (¢, v — Epv)| < Ch¥[(|gz+a()lv]n (A.16)

for all ¢ € H***(2) and v € V},. Then we can immediately obtain the estimate (3.15) from (3.6), (A.16) and
the identity

(¢, Epv) — an(InG,v) = an(C — nC,v) — an(C,v — Epv).
In view of (3.3) and (3.12), the estimate (A.16) follows from

3 /D2§:D2(U—Ehv)dx < OhC|gaseqen l0ln, (A.17)
TeTh T

whose proof can be found in ([12], Appendix A).
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