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ON NON-CONVEX ANISOTROPIC SURFACE ENERGY REGULARIZED
VIA THE WILLMORE FUNCTIONAL:
THE TWO-DIMENSIONAL GRAPH SETTING

PaorLA Pozzi'! AND PHILIPP REITER!

Abstract. We regularize non-convex anisotropic surface energy of a two-dimensional surface, given
as a graph over the two-dimensional unit disk, by the Willmore functional and investigate existence
of the corresponding global minimizers. Restricting to the rotationally symmetric case, we obtain a
one-dimensional variational problem which permits to derive substantial qualitative information on the
minimizers. We show that minimizers tend to a “cone”-like solution as the regularization parameter
tends to zero. Areas where the solutions are either convex or concave are identified. It turns out that
the structure of the chosen anisotropy hardly affects the qualitative shape of the minimizers.
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1. INTRODUCTION

In references [12] and [11] the authors investigated non-convex anisotropic mean curvature motion regularized
via a Willmore term in the one-dimensional graph setting. There, the analysis of the stationary case is thoroughly
discussed, while the evolution problem, in particular the behaviour when the regularization parameter is sent
to zero, is treated wvia a numerical approach.

Motivation for our work here is the next natural step, namely the higher dimensional case. In the following we
generalize the analytical results presented in [12] to the two-dimensional setting. Again we take care in presenting
elementary proofs while imposing so little restrictions as possible to the choice of anisotropy function.

Our starting point is the anisotropic surface energy

Ey:u— ~v(v)dA (1.1)

graphu

(which can also be thought of as a generalization of the area functional): here u belongs to W11(£2) for some open
connected domain §2 C R?, the function v denotes a non-convex anisotropy map (typically a positive, postively
homogeneous, C%!(R3)-map, cf. [6]), and v € S? is the outward unit normal to graph u. We are interested in the
shape of global minimizers of Ey, since these are candidates for limit points of the corresponding gradient flow.
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It is well-known, that because of the non-convexity of « the parabolic equation associated to steepest descent
evolution is not well-defined, and henceforth a regularization of some sort is necessary in order to tackle the
problem. As in [12], motivated by Angenent and Gurtin [1] and Di Carlo et al. [7], we consider a regularization
in terms of the squared mean curvature H, i.e., the Willmore energy. To this end, we define the regularized
energy
E.:u— y(v)dA + £ / H?dA, e >0, (1.2)
graphu graphu
for u € W22(£2). As also observed in [12], when investigating the existence of minimizers for E., the regular-
ization acts as a choice criterion among possible minimizers for Ej.
Besides its intrinsic mathematical interest and several applications related to motion by anisotropic mean
curvature (see for instance [6] and [3]), the study of E. is significant because of its similarity to the Aviles-Giga
energy. Indeed, a model problem related to (1.2) is the functional

2
Fru— / (\Du\z - 1) dz —1—62/ ’DZu’2 dz, e >0, (1.3)
U U

where U denotes a domain in R™. The first term presents a non-convex integrand (although, when compared
with (1.2), we should note that it does not have the linear growth at infinity that is typical of the anisotropy
maps considered there), and the regularization is a linearized version of the one employed for (1.2). The Aviles—
Giga energy F. was introduced by Aviles and Giga [2] in connection with the theory of smectic liquid crystal.
The literature around the investigation of the Aviles—Giga functional is simply huge: for our scope we wish to
highlight the work by Lorent [10], in which it is shown using methods of regularity theory and ODE that any
minimizer u of LF. over W32 (B?) satisfies
Du(x) +¢ =

/182 ||

for some ¢ € {£1}. (Recall that the “cone” map u(x) = dist(z, 0U) = 1 — || has gradient Du(x) = —;.) This
theorem is somehow linked to the following discussion because in the study of (1.2) we too restrict to functions
defined on the unit ball B> ¢ R2, and eventually we look for rotationally symmetric minimizers. Indeed, as a
first step in handling (1.2), we assume that the non-convex map = is rotationally symmetric around the z-axis.
This will allow us to look for rotationally symmetric solutions and therefore to reduce by one the dimensionality
of the problem.

Exploiting the dimension reduction and under some mild regularity assumptions on the anisotropy map ~ we
are able to show for the functional E. (as in (1.2))

2 1
< cev (log(e™h))

13
6

(1.4)

— existence of global mimimizers u. for 0 < ¢ < 1 in the class of rotational symmetric W22(B?)-maps with
zero boundary data, as well as

— convergence in W1P(B?), p € [1,00), as € — 0, to a cone solution of the type described in (1.4) (the slope of
the cone now being determined by the choice of anisotropy 7).

Unlike the analogous one-dimensional setting studied in [12], the global minimizers u. of (1.2) are not globally
convex or globally concave; instead concavity/convexity can be shown to hold only in certain regions of the
domain. Finally under some additional very mild assumptions on v we are able to derive interesting qualitative
information about the global minimizers: in this respect it is remarkable to note that very different choices of
anisotropy maps give rise to quite similar shapes. A precise statement is formulated in Theorem 2.3 below.
The paper is organized as follows: in Section 2 we introduce notation, general assumptions, and state the main
contribution of this paper, Theorem 2.3. Its proof relies on all results collected in the subsequents sections. More
precisely: first of all the radial formulation and the corresponding function spaces are analysed in Section 3.
Based on an alternative formulation of the problem, existence of minimizers is achieved in Section 4. Regularity
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properties are studied in Section 5, convergence to cones solution is described in Section 6, and, finally, the
shape of the minimizers is studied in Section 7.

2. PRELIMINARIES AND NOTATION

2.1. Anisotropy map and general assumptions

Consider an anisotropy function v : R?* — [0,00) which is Lipschitz continuous, Positive, and positively
Homogeneous of degree one, i.e.

(L) v € CHH(R?),
(P) v(p) >0 for p # 0,
(H) Y(p) = NA(p) for A€ R,p € Y.
We furthermore assume that 7 is Rotationally invariant with respect to the ps-axis, i.e.
(R) ~v(Ryp) = v(p) for all ¥ € R/27Z,p € R? and
cost —sind 0
Ry := | sind cos?d 0
0 0 1

We are interested in the case of non-convex anisotropy functions. A number of explicit examples of profile curves
that generate the set {p € R? : ~(p) = 1} through rotation around the ps-axis can be found for instance in [12].
Observe that by (H) and (R), the entire information of + is contained in

g(y) = ’Y(yvoa _1)a Y€ R. (21)

The map g is even by (R). The non-convexity of v implies that g is non-convex. Moreover from the homogeneity
properties of v we derive that that g grows linearly at +oo, namely

(miny)v1+y? < g(y) < (maxy)v1+y%

Conditions (H) and (L) ensure the existence of a global Lipschitz constant for g.

We assume (L), (P), (H), (R) to hold throughout this paper.

In the following we denote by zmin > 0 the smallest non-negative point where g attains its (positive) global
minimum, that is

g(zmin) - IIIRZIIlg, g(:l:y) > g(zmin) for all Yy e [07 Zmin)~ (22)

Note that zyin > 0 implies the non-convexity of ¢ (and ) while the converse is not true. In our case, it turns
out that zyi, > 0 is the most interesting situation since we will show that

Zmin = 0 <= (u. = 0 is the unique global minimizer of E.),

see Section 4 below.

Please note that, unless stated otherwise, a minimizer always denotes a global minimizer (which does not
have to be unique, ¢f. Example 2.1 below).

The term ‘monotonic’ will generally refer to weak monotonicity; the same applies to ‘concave’ and ‘convex’
respectively.

By C*(U), k € NU {0}, we denote the set of k-times continuously differentiable functions. Unless U is
compact, the respective supremum norms are not necessarily finite. By C*!(R), k € NU {0}, we denote the set
of C*(R) maps whose kth derivative is locally Lipschitz.

Finally, C§°(0,00) denotes the subspace of compactly supported functions in C*°(0, 00).
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2.2. Motivation

A first natural step to extend our previous results [12] to the non-scalar case is to consider the minimization
of the energy

Eo(u) = / ~v(v)dA
graphw
in the class of functions
Cr = {u € WHH(B?) : ulgp: = a}, (2.3)

where B C R? is the unit ball, v = (uz,u,, —1)/y/1 + |Vul? is the unit normal to the graph of u and 7 is a
non-conver anisotropy function as defined above.
Since our problem is translation invariant and C} = a + C; there is no loss of generality in assuming

a = 0.

Using (H) and (R) one immediately infers

%MZAﬂ%mwﬂM®=Aﬂme%ﬁmM®~

Without loss of generality we may choose a rotation which maps the vector (ug,uy, —1) to (|Vul,0, —1) so that
(recall (2.1))

Bofw) = [ 2(Vul.0.~1)dedy = [ o(19u))do .

Due to the rotational invariance of the anisotropy map and the symmetry of the domain B? it is plausible to
expect existence of rotationally symmetric minimizers (and it is easy to construct such examples). Hence from
now on we will consider the class

Co := {u € WH(B?) : u|gg> = a,u rotationally symmetric}.
An advantage in restricting to the class C, is that the problem becomes essentially one-dimensional.

Example 2.1 (Double-well). Let g have the shape of a symmetric double-well where the two minima are
attained at zpin > 0 and —zyin, i.e.
0 < ming = g(£2min)-

If we consider the cone(s)
AN:B?>z0 Z(1—|z])

with slope Z = £zpin, then one can verify that |[VA| = zyi, and hence A minimizes the energy Ey in Co.
In fact, from the characterization of radially symmetric W22-functions given below one can also infer that
A e WHE(B?)\ W2%(B?), see Remark 3.6.

Remark 2.2 (Eikonal equation). Let g and A be as in Example 2.1. Since Eg(A) = infyy1.1(g2) Eo = 7g(2min)
we immediately deduce that any global minimizer of Ey in W' (B?) satisfies the Eikonal equation

|Vu(z)| = zmin for ae. x € B2 (2.4)

Vice versa, any solution of the Eikonal equation is a global Ep-minimizer. Note that the minimization problem
of Ey in C§ allows for non-symmetric solutions. For instance, as a consequence of Vitali’s Covering Theorem
(see [8], Sect. 1.5) one can cover — up to a set of measure zero — the set B? with countably many disjoint closed
balls of radius smaller than 1. Putting a cone with slope zmi, on each such smaller ball gives a W! (even
Wee) function that satisfies (2.4).
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2.3. The regularized energy and main result

We would like now to investigate the functional E. from (1.2) where u € W22(B*) N Cy and

\Y%
H=3x14+x=V"- & (2.5)
1+ |Vu(@)|”
denotes (twice) the mean curvature of the graph of u (see for instance [6]).
Our problem reads
E. — min!  in Co N W2(B?). (2.6)

In the following we will show

Theorem 2.3 (Main theorem). Lety be an anisotropy map satisfying (L), (P), (H), (R) and let the (even) map
g be as in (2.1). Let zmin > 0 be the smallest non-negative point where g attains its global minimum (cf. (2.2)).
If zimin = 0 then u = 0 is the unique global minimizer for the problem (2.6) for all e > 0. (It is still a global
minimizer for (2.6) in case € = 0, however, uniqueness depends on g, see Rem. 4.1.)
Let zymin > 0. If g € CHL(R) N CH(R), k € N, then for any 0 < e < 1

(i) there exists a global minimizer u. in Co N W22(B?) of class C*(B?) N C*2 (B2 \ {0}) with |[Vuc| < zmin
which is convex in a neighborhood of the origin; the negative —u. is also a minimizer;

(ii) any sequence (uc) - of global minimizers being convex in a neighborhood of the origin converges to the cone
solution —\ € WHP(B?), A(z) = zmin (1 — |2|), for any p € [1,00).

If additionally g is weakly decreasing on [zmin — 0, Zmin] for some § > 0, then the profile curves of those global
minimizers that are convex in the neighborhood of the origin have following common feature: expressed in terms
of the radial function r(g) = u(x) with ¢ = |z| € [0,1] we have that 1" is strictly monotone increasing near the
origin, attains a global maximum at some point oy € (0,1) and then strictly decreases towards a strictly positive
value on the boundary at o = 1.

Proof. First of all notice that the entire information of u € Co N W?22(B?) is captured by the radial function

r:[0,1] — R via
u(z) =r(z]) =r <\/x§ —|—x%> ) (2.7)

Therefore, our first task consists in reviewing Problem (2.6) in terms of r. It turns out (see Sect. 3.2 below)
that the functional E. can be conveniently expressed in terms of 7/, namely 27l (¢) = E.(u) (¢f. (3.13)), with
¢ =7"asin (3.14) and I, as in (3.12), so that Problem (2.6) can be equivalently formulated as in (3.15). The
case zmin = 0 is dealt with at the beginning of Section 4. The statements for the case zyi, > 0 follow from
Lemmas 4.4, 5.2, 3.1, Proposition 6.5, and Corollary 7.5 below. The last claim follows from Theorem 7.6. [

3. RADIAL FORMULATION

3.1. Spaces of radially symmetric functions

The aim of this section is to determine the space X¢ consisting of the restrictions to the radial line of radially
symmetric W?%2(B?)-functions that vanish on the boundary OB2. In a second step we will show that X is
isomorphic to W12(0, 00). The latter characterization will be of particular importance as it allows to write the
integrand of the regularization term in (1.2) in a more convenient form as the corresponding one for X.

For m €e NU {0} and p € [1, 0], the space of radial symmetric functions is denoted by

WP (B?) == {u € W™P(B?) | u is rotational symmetric with respect to the origin } .

rad

It is equipped with the usual W™ P-norm.
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Furthermore, we define
X :={r:(0,1) — R|r has weak derivatives up to order two and ||r|y < co}
with norm |||y == [||| ;2 + [| x where
[rlx = Ul (M +7"”(Q)2Q) d@} 1/2~ (3.1)
0 4

Since ||r||y12 < C|r|lx (vecall that o < 1), the space X is embedded in W'2(0,1).
Lemma 3.1 (X < C'). The space X continuously embeds into C1([0,1]). Moreover r'(0) =0 for any r € X.

Thus, without further notice, we will always assume € X to be C?.

Proof. As X — W%(0,1), the function r has an absolutely continuous representative with HTHCD([O 1y =
Clirllwrz,1) < Cllrllx- For any 6 € (0,1) we have r € W?22(§,1), so this representative is even C1([§,1]) by
Sobolev embedding theory. Consequently, r is differentiable at any point in (0, 1] and the derivative is continuous

on (0,1]. We still have to show that ' exists and is continuous in 0. From

7r(5)gr(0)‘ <%/06 %\/E’ do <2 (/:%w)uz—m

as d \, 0 we infer /(0) = 0. Using [r], < oo once more, we may find, for given ¢ > 0, some Jp > 0 such that,

for any 0 < § < &' < dy,
6/
2/ v do
é

S0 /12 5’ P2
52/ (_+T//2Q>dg>/ (_+T//2Q>dg>
0 4 5 1%
Consequently 7/(0)? converges as ¢ \, 0. Since fol % do < oo the limit has to be zero which gives r’'(9) —
r’(0) = 0 as p \, 0. Note that (3.2) also holds for ¢ = [r]i, 0o =1, = 0 and any ¢’ € [0,1]. This gives
HT/”C’U([O,I]) <C|rlx- O

— /(5> = '(5)]. (3.2)

Proposition 3.2 (X = W>2(B2)). The linear map

rad

b X — Wrza’j(IBSQ), Xor— (u ST r(\az|)) e W>2(B?), =z eB?

rad
18 a homeomorphism.
Proof. For p > 0 and ¢ € R/27Z we set
T1 = 0COS P, To = osin .

From u(z) = r(|z|) € C1(B? \ {0}) we infer for i = 1,2 and z # 0

T4 r(p)cosp ifi=1,
() = o/ (Jaf) 2 = 7@ cos i =
|| r(o)sing ifi=2,

thus
[Vu(z)| = [r'(0)] -
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Moreover a formal computation gives, for i # j,

Uz, () = " (J2]) =5 +7'(|2]) 5,
|| |z|
s () = ) Tk = 25
and thus also ,
r'(o)

We have to discuss five points:

1053

(3.4)

(i) The map @ is well-defined, i.e., r € X = u := d(r) € Wfa’g (B?). Note that u and its partial derivatives
as given above are measurable maps. To see that these are in fact (weak) derivatives, let ¢ € C§°(B?) and

(0, ) := ¢(x). Then, writing z(p) := (cosp,sinp), D = (%, %), D= (8%’ %), V=DT, we get

Dy = Dé <cgs<p—gsmap> and Dé = LDy (chsw Qsm(p)’
singp pcosg o —sing cosy

and we can compute

1 27 1 27
/ u(z)Dé(x) do = / (o2 + Ypzy) rdpde = / / (o2 + z)rdede
B2 o Jo o Jo

1 2m 1 2m
:/0/0 <ng>grdsodg:—/o/0 operydpdo
= — | Du(x)¢(z)dx.

B2

Similarly we get

1 27
Vu(z)D¢(z) dx = / / erT (0¥oz + pz,) dedo
B2 o Jo
1 27

- (grgz/)Qsz + rgwg(,z—rzw) dedo
o Jo

1 27
== A /0 ((QT@Q +75) ¢ZT2’ + 7ot (Z;Zgo + zTZsoso)) dpdp

1 2m
- /0 ((QTQQ +7) Pzl z+ Tt (Z;—ZW - ZTZ)) dpdo

0
1 27 r
= — / <rggq/zsz + Egz/)z;f%) odpdo
o Jo

= — | D?u(x)é(z)da.
]B?

Again application of the transformation formula gives
180 w22 ey < C Il -

(ii) The map @ is obviously a linear map between vector spaces, and, by (3.5), it is bounded.

(3.5)
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(iii) The map @ is injective as u = 0 a.e. implies for a radial symmetric function w that the restriction to the
radius also vanishes a.e.

(iv) The map @ is surjective. Indeed, let u € Wfa’g (B?). By embedding theory the map u is continuous. We will
show that the restriction of u to the radius, 7(p) := u(x) with ¢ = |z| belongs to X; the relation @(r) = u
immediately follows. The fact that r» admits weak derivatives of first and second order and that these are

given by
’ Z1 T2
_ 3.6
' (|2]) = Uz, 2y () COS% @ + 2y 2, () COS O SIN P + Uy, (1) si0? 0 (3.7)

for a.e. |x| € (0,1) is shown in ([5], Thm. 2.2). The idea is to take radially symmetric test functions
o(z) = o(|z]) = ¥(0) € C§°(0,1), perform similar integral transformation as above and use the fact that
div(5z) = 0.
By the Sobolev embedding we obtain

72 < € lrllenqo.y < € ullwaegssy

Furthermore (3.7) gives

1
2
/ "(0)*0do = %/ ' (|a])? da < C/ |D?ul” de < [lully22 g -
0 B2 B2 a

From (3.4) we infer that Aw is rotationally symmetric and

1., 2
(o)
| P o < il gz
which gives
7l x < Cl2(r)lly22 g2 - (3.8)
xad( )

(v) @~!is continuous. This follows from the bijectivity of & and (3.8).

In order to fit our setting we restrict to elements in X with fixed boundary data. Let
Xo={reX|r(l)=a}.

Without loss of generality we may choose a = 0 which makes X a linear subspace of X. Moreover observe that
| - | x and []y are equivalent norms on Xy due to Poincaré’s inequality.

Proposition 3.3 (X = W12(0,0)). The linear map
¥ Xy — WhH2(0,00), Xoor— (0 — r'(e*“)) e Wh2(0,00), o € (0,00),

is a homeomorphism.
Proof. As before, we have to comment on the following items:

(i) The map ¥ is well-defined, i.e., r € Xo = v := ¥ (r) € WH2(0,00). Both the firstly formally defined maps

Y :o—1'(e?) and ¢ : 0 — —e 77" (e”7) are measurable. Next, we show that ¢’ is in fact the weak
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derivative of ¢. For ¢ € C§°(0, 00) we compute

/O°° P(0)d' (o) do = /Oo Y (e=)¢ (0) do = /1 P T)g

0 0

_ /0 ()6 logr) dr = — /0 W (0)6(0) do.

Finally, by

e} 1 e} 1
/ r(e7%)*do = / T/(T)QE, / e 27" (e7%) 2 do = / " (1)2 dr,
0 0 . 0 0

||W(T)HW172(0,00) <Clrlx. (3.9)

(ii) The map ¥ is obviously a linear map between vector spaces, and, by (3.9), it is bounded.

(iii) The map ¥ is injective as 1» = 0 a.e. implies ' = 0 from which r = 0 follows by the boundary condition.

(iv) The map V¥ is surjective. Indeed, let ¢ € W12(0,00). We will show that the function r : o
-y loggw(a)e_” do belongs to Xo; the relation ¥(r) = 4 follows immediately. Of course, (o), r'(0) =
(—log o), and r"(p) = —% '(—log p) are measurable. Since 1 is continuous by embedding theory, it follows
that r is continuously differentiable and 7’ is both classical and weak derivative. Analogously to (i) we ob-
tain [y 1'¢/ = = [} 1" for any ¢ € C5°(0,1). Finally, [[r[| 2 < ']l 12 < C [ ]l and [r] ¢ < [9lly1.2(0 )
i-e.,

we have

I7llx < CIEE) a0 - (3.10)

(v) The map ¥~ is continuous. This follows from the bijectivity of ¥ and (3.10).

O
Corollary 3.4 (W23 (B?) - ~ Wh2(0,00)). The map ® o W= defines a linear homeomorphism from
Wh2(0,00) to the Wfa’g (B?)-functions with vanishing boundary data o = 0 via
— log|z|
Wh2(0,00) 34— |2+ —/ P(o)e 7 do | € WH3(B?), (3.11)
0

and the respective norms are equivalent due to (3.5), (3.8), (3.9), (3.10).

With the aid of the characterization of functions u € Wig (B?) by elements % in the Sobolev space W12 on
the positive real axis, we are able to pass to an equivalent formulation of our problem (see Sect. 3.2 below). The
key relation is the formula (o) = r/(e™7).

Remark 3.5 (1)(0c0) = 0). Note that 1 € W12(0, 00) implies ¢(c) — 0 as o / oo since, for 0 < o < o/ < o0,

w0~ wioP| <2 [ T o) < / T W ).

g

The right hand side tends to zero as o /" oo for 9,1’ € L?(0,00), therefore 1)(c)? converges as o /" co. Again
¥ € L?(0,00) implies 1(c0)? — 0. This fact corresponds to r/(0) = 0.
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Remark 3.6 (Higher dimensions). Note that the characterization of Wfa’g (B?) crucially depends on the fact
that B? is two-dimensional. Let BY denote the unit ball BY := {2 € RV ||z| < 1}. For general dimension

N > 3, Figueiredo et al. ([5], Thm. 2.3(3)) have shown that W>2(BY) can be identified with the space Xy

rad
consisting of functions r : (0,1) — R with weak derivatives up to order two and with finite norm

1/2

17l = (/01 (r(@)® +7'(0)* +7"(0)%) " d@)

Moreover they have shown that Wrg’é (B?) is characterized by radial functions r that are once weakly differ-
1/2
entiable and with finite norm (fol (r* 4+ r'?) ng) (see [5], Thm. 2.3(2)). Consequently, for the cone function

of Example 2.1 we infer that A € W21 (B?)\ W23 (B?) (recall (3.1)) while its N-dimensional equivalent (N > 3)
belongs to W23 (BN).

3.2. A radially symmetric formulation for the problem

In this section we will derive the equivalent formulation of our problem (2.6) under the transformation o 1.
To this end, we define for ¢ € W12(0, c0)

I.(y) : = /0OO e 27g(¢y)do + &2 /0OO W (I _zf]_(;;)_s% ) do (3.12)

B 00 o ) e’} ’1/1/2 ’1/12
_/0 e ““g(y)do+e /0 ((1+¢2)5/2 +(1+¢2)1/2> do

+ 262 (1 — ;>
1+ (0)2

27l (¢) = Ee(u) (3.13)

in order to derive

where u and v are related through 1 = (¥ o @~ 1)u (recall Cor. 3.4).
Note that, in contrast to the respective radial symmetric version for E., the integrand of the regularization
term in 1. only depends on v and its derivatives and does not explicitly contain the integration variable o.
Using the fact that g is even and |Vu| = |7/|

we can write

1
/graphu (v)dA = 2m /O 0g(r'(0)) do.

Next, we consider the Willmore term. By (2.5) and

2 2
Ug; _ (1 +uy, + uw) Ugw; — Upya; Upy Uy — Uzga; Uz U,
- 3/2
2 2
1+ |Vul . (1 + |Vu| )
i
we infer
2 2
H = Ugqzq + Ugpszo + uzwﬁluayz + uw212um1 - 2uz1w2uw1uw2

(1+ \Vu\2)3/2



ON NON-CONVEX ANISOTROPIC SURFACE ENERGY 1057

Using (3.3) we compute

H(1+ |Vul? 3/2: 1—&—7"’23;—% r"x—%—l—r’x—% + 1+r’2$—% T”w—%—I—T’x—%
| je* " Jal? | o> )

r" r! T122
—2mxg | — — —= | 2
<|33|2 |1‘3> |z[®
sin® cos?
=(1+ r'? sin2) <r” cos? —|—r’—> + (1+ r'? 0052) <T” sin? —|—T’—>
0

0
1 /
, r r
— 20? cos? sin® (—2 - —) r'?
0

/ T/S,

:T”+T—+—'
0 0

7’2 we can write

27 /7 /3
/ H2dA = / / (er" 1+ 70)° V1472 0dpdo
graphu +T/2)

o[ ey
0

g(1+r’2)5/2

Since |Vu|® =

do.

Summing up we obtain

2

1 1 ! r! T/2
B aonaore [0,

2 o(1+72)%?

Next we perform another change of variables, namely
(0,15 o=e"7, o € 0,00),
and set (recall Prop. 3.3)
P(o) =1'(e”7). (3.14)
This gives (3.13). Finally observe that, in view of (3.13) and Corollary 3.4, our problem (2.6) turns into
I. — min! in W2(0, 00). (3.15)

Minimizers of E. correspond to minimizers of I.. The same holds true for stationary points: this is a conse-
quence of the following remark.

Remark 3.7. Consider functionals 7 : A — R, K : B — R defined on Banach spaces A, B which are related by
some isomorphism w : B — A through K = J o w. Assuming that the first variation of K at b € B in direction
q € B exists, we have

0K(b;q) = Kb+eq) =L

o w(b+eq))
)

oo
)—w< (b);w(0)),

hence 7 (w(b);w(q)) also exists. Moreover, b € B is a critical point of K, i.e.,

2|
de le=0
el emg T ((b) +ewla

0K (b;q) =0 for all ¢ € B,

if and only if w(b) is a critical point of J.
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4. EXISTENCE OF MINIMIZERS FOR I,

In this section we prove existence of minimizers for I. in W2(0, 00). Because of the lack of an estimate for
we cannot immediately apply direct methods. Instead, we have to employ a refined coercivity argument.
! t i diatel ly direct methods. Instead, we have t 1 fined ivit t

Remark 4.1 (zpin = 0). Notice that if

g(O):n%Ring (<= Zmin=0)

(recall (2.2)) then the map 1 = 0 is the unique global minimizer of I. for all € > 0. If £ = 0, it is still a global
minimizer which fails to be unique if and only if g vanishes in some neighborhood of zero.

Because of the above remark, it is interesting to look at the case where
Zmin > 07

a situation that we shall assume henceforth (although many of the results shown below hold also in the limit
case where zpi, = 0).

Proposition 4.2 (Minimizers remain in [—Zmin, Zmin])-

Assume ¢ € Wh2(0, 00) with image? ¢ [—Zmin, Zmin) -

Then '(/J = min (maX ('(/)7 _Zmin) ) Zmin) SatiSﬁes Is(w) < IE('(/J)
Proof. Note that imaget N [—Zmin, Zmin] # 0 by ¢ € W%(0,00) since ¥(c0) = 0. By construction S
Wl’Q(O,oo) (¢f. Gilbarg and Trudinger [9], Lem. 7.6). For those points ¢ € R where ¥(0) # (o) we have

(o) = £2min, 50 g(¥(0)) < g(¢(0)). This gives In(y)) < In(t)). Furthermore, we obtain (recall (3.12))

[e%e) ,¢12 ,(/JQ 1
/o <<1+w2>5/2+<1+w2>1/2)d"+2<1_ 1+w<o>2>

2/00 w? + 7/’? do + 2 1—;
o \+022 " (42 L+ 90
2

x
V14 a2 R
the above inequality is in fact a strict inequality on some positive-measure set where ¢ # 1 and the claim
follows. 0

where we used ’1&‘ < |¢| and the fact that x +— is monotone increasing on [0,00). By continuity

Lemma 4.3 (Weak lower semi-continuity). For each € > 0 the functional I. is sequentially weakly lower semi-
continuous on W2(0, 00).

Proof. Consider an arbitrary sequence (vr),cy C Wh2(0,00) with 1, — 9 in WH2(0,00). Letting L :=
liminfg oo I (¢%) we may (after relabeling) pass to a subsequence (Ic(¢%)) ey With Ic(yr) — L as k — oo. We
have [[Yk[ly12(, o) < C- Hence, for K € (0,00) and o, 0" € [0, K],

| vk

1/2

[Y(o) — Yr(o’)| <

< Mkl 20,00y o = 0|

and

[¥(o)] < [9n(o")] + (o) = ()] < (o) + OVE,
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so that integration in o’ gives

1K 1
o< L o da/+C\/E<C<—+\/E>.
inlo)l < 52 [ et <o
We infer that (¢y),cy is uniformly bounded and equicontinuous on [0, K']. Applying the Arzela—Ascoli theorem,
we may pass to a subsequence which uniformly converges to a continuous function 1. Since lVxllwiz0,x) < C
implies that (for a subsequence) ¢ — 1 in L2(0, K), then ¢ = ¢) and we deduce that ¢ (0) — ¥(0) as k — oc.
Thus we may omit the boundary term of I, in the arguments that follow. For K € [0, co] let

K Cow K ¢/2 w2
fort) = [ omgorao s [ (ot + ) 4

As any sequence (¢),cy C W12(0,00) with ¢ — 1 € Wh2(0,00) also satisfies Yrlo,x) — Ylo,x) in
Wh2(0, K), we obtain using Tonelli’s Theorem ([4], Thm. 3.5) and the non-negativity of the integrands of I.

IE’K(Q/)) < hkmlnf IE,K(/(/)k) < hkm ianE,oo(z/)k) = L.
Finally, for any § > 0 there is some K > 0 with I o (¢) < I x(¢) + 0, thus

I oo (¥) <0+ lim inf Loo(thy) =6+ L.

Lemma 4.4 (Existence of minimizers). For any e > 0 there exists a minimizer of I. in W2(0, 00).
Proof. Let (x),cy € W2(0,00) be a minimizing sequence for I. converging to infy1.2(g,0) Iz € [0,29(0)] =

[0,1.(0)]. By Proposition 4.2 the sequence (1/3k> is another minimizing sequence with
keN

(o

o] 2 72 2
CZIE('(ZJk)>€2/ ( etV > -
0

2
- L+ 92)p/2 — (L+25,,)%2 ’

w2’

Passing to a subsequence, this gives the existence of a limit function ¢y € WH2(0,00) with ¥y, — 1o
weakly in W2(0,00). As I is weakly lower semicontinuous with respect to W12(0,00) we infer I.(1g) <
ian1,2(07oo) Ig. O

5. REGULARITY OF STATIONARY POINTS

Our next task is to compute the first variation of I. and derive the Euler-Lagrange equation. We will infer
regularity not only for minimizers but for all stationary points.

Lemma 5.1 (First variation). For any v,¢ € W12(0,00) and g € CY(R) the first variation §1.(,p) =

% o I. (W + 7¢) exists and amounts to

5IE(¢,¢)=/O e*%g’(w)¢da+g2/ I

o \ 0+ (14T

v ¥ > do 1 922 L(0)(0)

e3¢} (2 wl¢/ wl2,(/]¢
(

+2

(L+92)12  (1+42)32 (1+(0)2)3%
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Proof. The result follows by standard computations using the continuity of ¢’, the fact that v, ¢ € C°([0, 0))
by embedding theory and that they are bounded due to Remark 3.5. O

Note that we do not obtain the above result for g € C%! as g’ o1 might be undefined on a positive measure
set.

Lemma 5.2 (Regularity of stationary points). For e >0 and g € C*(R), k € N, any stationary point 1 of I.
in WH2(0,00) belongs to CkT1([0,00)) and satisfies the Euler-Lagrange equation
1_"_1/]2)5/2 o 5¢/2w
T 2oy (y) 4+ gt
2e 2(1 +4?)
Note that Equation (5.1) is non-autonomous as it contains the factor e~
Since the LP-spaces are not nested in the case of infinite domains, equation (5.1) does not yield much
information as to which LP-space 1" may belong. In fact, since ¢’(¢)) is bounded (due to the continuity of g
and the boundedness of i) by Rem. 3.5), the first summand on the right-hand side of (5.1) belongs to LP for
€ [1,00], the second one to L', and the third one to L?.

W = + 301+ ) (2 + ?). (5.1)

20

Proof. For ¢ € C§°(0,00), the weak Euler-Lagrange equation reads

[T 2y 2 [% A
0—/0 € 9(¢)¢d0+5/0 (2(1+¢2)5/2 5(1_H/,2)7/2+

3
P ¢¢’)3/2)dg (5.2)

(ENTIEE e
I vl B A 'y 2 v’ 7Y% -
_/O p /Oe g'()do’ +e (2(1+¢2)5/2+5/0 o

7 ,l/} / 7 ¢3 /
-2 [ '+ [ d”)

Since the terms in the bracket belong to L}OC(O, o0) we may apply DuBois—Reymond’s Lemma, which gives

1 7 —20" 1 / 7 ¢/2¢ /

do.

2/ = (1+¢%)*?

(5.3)

7 v Y A /
#2 | Gy = | e

for some constant ¢ € R and any o € (0,00). Due to the continuity of ¢ and ¢, and the boundedness of
we infer that the terms in the bracket on the right-hand side of (5.3) belong to W1(0, K) for any positive
K and more generally they belong to I/Vli)c1 (0,00). By embedding theory we infer that they are continuous on
[0,00). The fact that Sobolev spaces in one dimension are Banach algebras yields ¢’ € VVE)C1 (0, 00). Integrating
by parts in (5.2) and applying the Fundamental Lemma we deduce (5.1) for any o € (0,00). As the right-hand
side of (5.1) is continuous, the function 1 is twice continuously differentiable. Bootstrapping we infer higher
regularity for k£ > 1. O

Integrating by parts in the expression for the first variation given in Lemma 5.1 and taking ¢ € C*°[0, c0),
with ¢(0) # 0 and ¢(0) =0 for 0 > K, K € (0,00), yields

Corollary 5.3 (Natural boundary conditions). For ¢ > 0 and g € CY(R), a stationary point 1 of I. in
Wh2(0,00) satisfies
¥'(0) = (0)(1 +(0)%). (5.4)
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6. CONVERGENCE
In this section, for purely technical reasons we consider

o0
I..=1. —/0 e_2”(mﬂéng) do =1, — %ijng (6.1)
and we write
g:=g—ming (6.2)
which results in g > 0 and ming § = §(£2min) = 0.

Remark 6.1 (Uniqueness). If g € C*1(R), the Euler-Lagrange equation (5.1) reads

V(o) = F(o,4(0),9' (o))

where F' is locally Lipschitz-continuous. By the Picard—Lindel6f theorem, any (global) solution 1 is uniquely
determined by its values 1(o) and ¢’(o) at an arbitrary position o € [0, c0).

Lemma 6.2 (Trichotomy). If g € CY(R), any local I.-minimizer having at least one zero identically vanishes.
Moreover, the image of any global I.-minimizer is contained in either (—zmin,0), {0}, or (0, Zmin)-

Proof. Let 1 € W12(0,00) be an I.-minimizer with (o) = 0 for some oy € [0,00). As 9 satisfies the Euler—
Lagrange equation (5.1) and the null function is also a solution of (5.1) (recall ¢’(0) = 0 since g is even) we
infer ) = 0 from Remark 6.1 provided ¢’(cg) = 0. In case op = 0 the latter directly follows from the natural
boundary condition (5.4). Otherwise, if op > 0, note that the absolute value of ¢ is another I.-minimizer since
|| € WH2(0,00) by Gilbarg and Trudinger ([9], Lem. 7.6) and

I(|¢]) = LI (¥) (6.3)

since g is even by (R). By Lemma 5.2 both ¢ and || are C2. From 4(00) = 0 we infer |¢|' (50) = 0, so [¢)] = 0
which gives ¢ = 0. The same arguments apply if ¢ is a local minimizer. This gives the first statement.

Next, observe that ¢(0) = zmin contradicts Proposition 4.2 due to equation (5.4). If 1(0) = zmin for some
o € (0,00), we deduce ¢'(c) = 0 and 9" (0) < 0 again by Proposition 4.2 while (5.1) implies ¢ (o) > 0. The
same arguments apply to the case (o) = —zpin. Consequently, the second claim of the statement now follows
by continuity. O
Lemma 6.3 (Lower bound for I.). Let I. be as in (6.1). We obtain

inf I.= 02| 0. 6.4
il e (" [logel)  ase\ (6.4)

An tmmediate consequence is that if zmin > 0 then ¥ = 0 is not a minimizer for sufficiently small € > 0.
Proof. We introduce some comparison function

if 0 €10,5],

7 Zmin
wS’JH{ 7 if g e[S, 00),

S—
Zmin®€

where S > 0 will be chosen later. Of course we have ¥g € W12(0, 00) and

[0,2min]

(oo} oo oo
I.(1s) < ( max §) / e 2 do + £ (zfnin / 5= do + 22,8 + 22, / 2= 4o + 2)
S S S

1
< 5( max §) e 29 + & (ZrQnin + ZrzninS + 2) :

[Ovzmin]
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Letting S := —loge we arrive at

L(s) < 2( max §)e? + (225, +2) + &2 |loge| 22,

;Zmin

< C (? 4% logel). O

Note that equation (6.3) reflects the fact that it is not relevant to E. whether we consider u or —u.
According to Lemma 6.3 the null function is not a minimizer for sufficiently small ¢ > 0. Together with
Lemma 6.2 and (3.14) this gives

Corollary 6.4 (Strong monotonicity of radial functions). Let g € CY1(R) with zyin > 0 and ¢ < 1. Then the
radial function of an E.-minimizer is strongly monotonic, i.e., either ' >0 or v’ < 0 on (0,1).

Proposition 6.5 (Convergence of minimizers). Assume g € C'(R) and let (¢.).., C W2(0,00) be a se-
quence of minimizers for I.. Then there is a subsequence converging to the constant function zmin 0T —Zmin N
LP_,.(0,00) for any p € [1,00) as e \, 0, more precisely

oo
/ Ve, & 2Zmin|" €727 do Fmeo ),
0

Consequently,
e, F Allye gy == 0
where N denotes the cone N(z) = zmin (1 — |2]).
Proof. Without loss of generality we may assume zpi, > 0. Of course, (¢.).., C W12(0,00) is by (6.1) also a

minimizing sequence for I..Fore >0, 1 € (0, zmin) let
By = {O’ € [Ov OO) ‘ ¢€(U) € [_zmin + 1, Zmin — "7] } .
We obtain using Lemma 6.3
min g / =27 4o < / e~275(sp.) do < L. (1) = O(e).
B B

S PO
[ min+7,Zmin 77] en en

Thus by (2.2), for any 1 € (0, zmin) We have fBE , e 2°do — 0 as € \, 0. By Proposition 4.2, Lemma 6.2, and

€ < 1 minimizers are contained either in (0, Zmin) Or (—2Zmin, 0). Thus we can find a subsequence whose values
are either strictly positive or strictly negative. For simplicity of exposition let us assume that . € (0, zmin)-

Then
oo
/ |the — Zmin|Pe™?7 do < 77p/ e 27 do + zﬁlin/ e 27 do
0 (0,00)\Be B

en
1, p P —20
S 577 + Zmin/ € do

e

which gives

oo
lim sup/ e — 2Zmin|Pe 27 do < %771’.
eN\0 0

Now let ™\, 0. Substituting we arrive at
1 [e9)
IV (ue + N)|P dz = 27r/ |77 — Zmin|” 0do = 277/ e — 2zmin|” €727 do
B2 0 0

and, by 7-(1) = A(1) = 0, using Poincaré’s inequality,

1 1
/ lue + AP dm:27r/ |r5+zmin(1—g)\deQ§2ﬂ'/ [l — zmin|” 0 do. O
B2 0 0
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Remark 6.6 (Optimality of convergence rate). Observe that we cannot replace the right-hand side of (6.4) by
O(£?). Otherwise this would imply a uniform W12(0, co)-bound on a sequence of I.-minimizers . (recall (3.12)
and Prop. 4.2), thus (after passing to a subsequence) 1. — 1)y for some ¥y € W12(0,00). Proposition 6.5
(together with Prop. 4.2) would imply ©g = +zmin (at least for sufficiently smooth g), but a constant function
does not belong to W2(0, 00) unless it is the null function.

Corollary 6.7 (Convergence of boundary data). Let (¢.).., C W2(0,00) be a sequence of minimizers for I.
and g € C1(R). Let § be as in (6.2). Then

3(¥:(0)) = O(e* [loge])
and |e(0)] = Zmin-

Proof. The idea is to consider the first variation of I. and use ¢’ as a test function. However, as pointed out in
the context of (5.1), we do not know whether 1" € L? (which would imply 1’ € W12(0,00) and give rise to a
straightforward argument), so we first have to construct an admissible test function. We fix € > 0 and write v
instead of v for simplicity of notation. For any S > 0 we define

Y'(0), o €10,5],
¢s(0) =< (S+1—-0)'(S), o€][S,S+1],
0, o€[S+1,00),

which obviously belongs to W12(0,00). Since 1 is a minimizer and |¢(-)] < zmin by Proposition 4.2 and,

according to (3.12),
i I B o [T (W =1 +¢?))?
IE(,(/J) _/0 € g(w) dU +e /0 (1 +'l/12)5/2 dU?

we obtain

0= 6I~5(¢7 ¢S)
- / 25 ()
0

oo r 9 - .
+g2/0 (2%(%_%_%2%)_5(#) Y1+ 92)) WS)

(1+¢2)°/2 (1+¢2)7/2

o — v+ %)%

- /0 T e g (s + e &

A |,
S+1 I 1+ 2 , ¢’—¢(1+w2)2
et [ (2 s - avres) -5 )

Ga S Sﬂe,zp/ / — o) do
5 / =27 (5(1)) do+/s 7 (S)S+1-0)d
+e2 (¥ — (1 +9%)* (9)
S+1
or / [ — (1 +42)] do ' (S)]
S

S+1 9
+052/S " — (1 +4?)|" do [/ (S)]
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S
< e 275()|5 +2 / e 275(¢) do
0

S+1
() / % max |f| do
S

[0, Zmin]
+e2 (¥ — (1 +9%)*(9)
S+1
O ' 124 192 do (S
o [ (~|w|+|w|+w| + [Uf*) do v'(5)]
< —§(¢(0)) + 215('(/])

+e 2 G(S))  +ee® [ ¢(9)7 +(9)?
— ——

SIna'x[ovzmiu] g —0

+ [0 (9)] | 3 max, |G| e 2% 4 Ce? (||¢||W1,2(s,s+1) + ||¢H€v1,2(s,s+1))

[0,Zmin

—0

As ¢ € L%*(0,00) is continuous(ly differentiable) by Lemma 5.2, we may choose Sy € argming,_ ||, so
> keN 10 (Se)|* < ||¢/||2LQ by Riemann integration theory. Thus we obtain a monotone sequence (Sk),cy C
(0,00), Sk /" 00, satistying ¢’ (Sy) — 0 as k — oo. Finally, we arrive at

0< —g(b(0) +20-() S —g((0)) + C< floge]

To see the second statement, recall |¢-(0)] € [0, zmin] by Proposition 4.2, §(zmin) = 0, and g > 0 on [0, 2min)-
From 0 < §(-(0)) < Ce?|loge| and the continuity of § it follows that §(¢) = 0 holds for any accumulation
point £ of 1.(0). In other words £ = zyin for any accumulation point & of 1. (0)|. Since [¢)z(0)| € [0, Zmin] it
follows that [1¢(0)] — Zmin. O

7. MONOTONICITY AND CONVEXITY OF MINIMIZERS

In order to investigate convexity of (radially symmetric) minimizers of E. we first show that minimizers of
I. are monotonic on certain regions.

In contrast to [12], where the authors were able to infer global convexity/concavity properties of local and
global minimizers, our following results here can deal only with global minimizers. Moreover we show that
convexity /concavity can be expected only in certain regions. Therefore we notice that, in spite of the dimension
reduction that we obtained by working in the set of rotationally symmetric maps belonging to Co N W?2:2(B?),
the higher dimensionality of the original problem plays a significant role. In ([12], Prop. 4.10) one could exploit
the fact that the Euler—Lagrange equation did not depend explicitly on the space variable and study the related
autonomous system; in our situation this no longer possible since equation (5.1) is non-autonomous. Hence new
ideas must be employed.

Recall our convention: unless otherwise stated, by the term ‘(monotonic) de/increasing’ we always refer to
weak monotonicity; the same applies to convexity and concavity. Moreover let us underline, that due to (3.14),

r monotonic increasing <= 1 > 0,

r (weakly) convex <= 1) monotonic decreasing.

Proposition 7.1 (The case of decreasing g). Let g € CHY(R) be (weakly) decreasing on [0, Zmin], Zmin > 0, and
Y € WH2(0,00) an I.-minimizer.
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T1 T2
To+T2—T

To
FIGURE 1. Situation in Lemma 7.2.

(i) Ifv(0) > 0 then v is strictly increasing on (0,00) for some o¢ € (0,00) and strictly decreasing on (og, ).
(ii) If¥(0) < 0 the situation is reversed.
(iii) If ¥ (0) = O then v vanishes on [0, 00).

The third statement is covered by Lemma 6.2, the second one is obtained from the first by changing sign. We
will establish the proof of the first one with the aid of the following two statements.

Lemma 7.2 (Cardinality of points mapping to regular values for ¢). Under the hypotheses of Proposition 7.1,
let (&) > 0 for some & € (0,00). Then for almost every £ € (0,7(5)) we have #(¢p=1(£)) € {1,2}.

Proof. From Lemma 6.2 we infer that imaget) C (0, zmin). Moreover ¢ € C2%[0,00) by Lemma 5.2. Let & €
(0,%(&)) be a regular value of ¥, i.e.,

(1) #0 for any 7 € [0,00) with ¢(7) = £. (7.1)

By Sard’s theorem [13] this holds for a.e. £ € (0, ()). Note that the points 7 satisfying (7.1) can not accumulate
(otherwise we would have a sequence with 7, — 7 € [0,00), with ¥(7,) = ¢¥(7) = & and hence ¢'(1) = 0
contradicting the fact that £ is a regular value), therefore they are isolated and there are countably (in fact
finitely) many of them.

Using ¥(6) > 0 and 1(c0) = 0 there is (by continuity) at least one element in 1 ~1(¢) and, if there is more
than one, they can be ordered in a sequence

0<Tp<T<T2<....

We distinguish two cases. Firstly, suppose that 1)/ (1) < 0. If there are further points satisfying (7.1), then there
are at least three (due to 1(c0) = 0) and

signe)/ (1) = (—=1)F*1 for any 0 < k < #(¢1(€)). (7.2)

We construct 1) € W12(0, 00) from 1) by interchanging (7o, 71) and (71, 72) (see Fig. 1), more precisely

Y(o) if o € [0, 70],

Do Yo+ (mn—m1)) ifo€lr,T+ (2—"1),

v Y(o— (e —m)) ifo €[ — (1 —1), 7], (7.3)
Y(o) if 0 € [12,00).
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Of course, the regularization term in I. remains unchanged, that is (I. — Iy)(¢) = (I. — Ip)(3)). On the other
hand,

T2

N To+(T2—71)
Io($) — To(4) = / e 2 (0 + (r1 — 7)) - / 2 g(4(0))

0 T1
T1

" /7':2(7170) eizag(w(g - (72 - Tl))) - /7- 67209(1/)(0'))

0
T2

_ / 6= 20H2n=10) g (1)) — / 2 g(1(0))

T1

s [C ey - [T g,

By ¢(-) < & on (0,71) and 9(-) > £ on (71, 72) we infer from the fact that g is decreasing
9@ () 2 g€ on(r,m),  g(() <g(§) on(1,72).

Let 7 € (71, 72) be a global maximizer of 1|
constant on [¢,(7)] and by defining

(recall (7.2)). Then g(¢(7)) < g(&), for otherwise g would be

T1,72]

. ¥ on [0,71] U [r2,00),

b=
¢ on [r, 1),

we would get I.(¢) < I.(¢) (due to the regularization term), a fact that contradicts the minimality of .

Therefore

g(W() = g(&) on(r0,7),  g(() <g(&) on (m1,72),
g((-)) < g(§) on some neighborhood of 7 € (11, T2), (7.4)

and
/ e g($(0)) do > / e 27g(€) do, / 2 g((0)) do < / e 27g(£) dor (7.5)

It follows

T2 T1

e 7g(e) + (2 < 1) [ el —0.

70
This contradicts the fact that ¢ is a global minimizer. Therefore (/)" (€) = {7}. On the other hand, if
Y/ (79) > 0 then, since ¥)(c0) = 0, there is at least one further point 71 > 70 in ¥ =(€) and 9'(71) < 0. Repeating
the above arguments (for 71, 72, 73) we infer that necessarily ¢ ~1(¢) = {79, 71 }. O

h(d) - Iw) < (&7 -1) [

T1

Corollary 7.3. Under the hypothesis of Proposition 7.1, assume 1(0) > 0. Then v is (weakly) increasing on
(0,01) where o1 denotes any global mazimizer of ).

Proof. Assuming the contrary there are points 0 < o4 < 0 < o7 with ¥ (o) < ¥(o4) < ¥(o1) (see Fig. 2 for
a possible configuration). But since ¢ (00) = 0 we have #¢~1(&) > 3 for all £ € (¢(o_),9 (o)) (by continuity)
contradicting Lemma 7.2. O

Proof of Proposition 7.1 (i). Recall that imaget C (0, 2min) by Lemma 6.2. Since v € C?[0,00), '(0) > 0
by (5.4) and 1(oc0) = 0 by ¥ € W12(0, 00), the function 1 must have at least one global maximum. Let oo > 0
denote the smallest point in (0, 00) where the global maximum is attained. By Corollary 7.3, the function 1 is
monotonic increasing on (0, 0¢). We infer from Lemma 7.2 that ¢ is monotonic decreasing on (g, cc). On the
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FI1GURE 2. Situation in Corollary 7.3.

other hand, 1 can not be locally constant on some interval of positive measure, otherwise we would get a
contradiction by using (5.1): precisely, we would arrive at

(1 + 1/}2)5/2 6720

0 pr—
2e2

g W)+ 301 +9*) (2 +¢?).
If ¢’(4) vanishes, the right-hand side is positive; otherwise the first term on the right-hand side varies due to
the factor e=2° while the second one is constant.

Hence 9 must be strictly monotone increasing on (0, 0¢) and strictly decreasing on (og, 00). O

Having made transparent some important lines of reasoning, we are now in the position to relax the conditions
imposed for Proposition 7.1.

Proposition 7.4 (The case of general g). Let g € CVH(R) with 2min > 0 and b € W2(0, 00) be an I.-minimizer
with 1 (0) > 0 attaining a global mazimum at oo € (0,00). Then ¢ is strictly decreasing on [0g, 00). Analogously,
Y is strictly increasing on [0g, 00) provided ¥(0) < 0 and oy denotes a point where a global minimum is attained.

Proof. First of all note that ¢ cannot be locally constant, otherwise we get a contradiction by (5.1). Proceeding
as in Lemma 7.2, we infer image) C (0, zmin) from Lemma 6.2 as well as 1 € C?[0,00) by Lemma 5.2. Again,
by Sard’s theorem (7.1) holds for a.e. £ € (0,1(09)), and the elements of 1) ~1(£) are isolated and can be ordered
in an ascending sequence.

We aim at showing that there is only one element in 1) ~!(¢) which is larger than oy, in other words we want
to show that (¢] (00700))*1 (£) contains just one element. To this end we assume the contrary and denote by 79 the
point in (w\(go,oo))_l(f ) that is closest to 0. Let omax denote the point closest to 79 where the global maximum
of ¥|[7,,00) is attained and let oy be the point closest to 79 where the global minimum of |, ... is achieved.
Thus 09 < 79 < Omin < OTmax- A possible configuration is depicted in Figure 3. Since £ is by assumption a
regular value (recall (7.1)) we infer

gmin = w(o'min) < 5 < '(/)(O'max) = gmax

and
¢() S gmax on [7—0700)7 'l/]() Z gmin on [7—070max .



1068 P. POZZI AND PH. REITER

0 foTo 1 b

(%0) O min O max

FIGURE 3. Situation in Proposition 7.4.

From the minimality of ¥ we now derive some important information on the shape of g on the interval
[€mins Emax). We first claim that

g(émax) < g(y) for any y € [gmina gmaX)~ (7-6)

Otherwise, if g(§max) > g(4) for some § € [Emin, Emax), then we infer that the global minimum of g

attained at some § € [{min, Emax ), thus I (¥) < I.(¢¥) where

[5min ) gmax] 18

1[} {¢ on [07 Umin]a

= min (¢, ;&) on [O'mina OO),

due to the regularization terms (contradicting the minimality of ).
Next we claim that ¢’ (£max) < 0: indeed, if this were not the case, then, by (5.1),

7///(Umax) Z %gmax (]— + gr?aax) (2 + gfﬂax) > 0’

which contradicts the fact that onax is a maximizer. Thus, by continuity there exists some ¢ > 0, such that
Emin < Emax —0 < &max and ¢ is strictly monotone decreasing on [Emax — 9, Emax). On the other hand g [EminsEmax—0]
attains a minimum, that is strictly larger than g({max) due to (7.6). This implies that there is some regular
value = € (£, &max) close to Emax such that

g(n) > g(x) > g(n’) for all € [Emin, ), 1 € (7, Emax]- (7.7)

We may choose consecutive (1) elements tg, t1, o € ™1 (z) with og < tg < t; < Omax < t2, sign)’(t3,) = (—1)¥+1,
k=0,1,2, and

P(-) € [§min, ) on (to, t1), ¥(-) € (%, Emax] on (t1,t2). (7.8)
Equations (7.7), (7.8) give that

9(¥(-)) > g(z) on (to, t1), 9(¥ () < g(x) on (t1,t2). (7.9)
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So we are in the situation analogous to (7.4), (7.5). This permits to employ the argument from Lemma 7.2
(construct 1 as in (7.3) by replacing 7; with ¢;, i = 0,1,2), which leads to a contradiction.

So far we have shown that for almost every & € (0,1(00)) (the regular values of ¢) the cardinality of the set
(¥](69,00)) 1 (€) is equal to one. Since h(c0) = 0 and since ) can not be locally constant we infer that ) must
be strictly decreasing on (g, ). O

Corollary 7.5 (Minimizers are concave or convex near the origin). Let v be so that g € CYY(R). Then any
mianimizer of E. in Wig (B?) N Cy is concave or convex in a neighborhood of the origin (whose radius depends
on €).

Proof. If zpmin = 0 we have u = 0 which is both concave and convex, thus we may assume zni, > 0. We only
have to show that (recall (3.3) and (3.14))

det D*u(z) = T//(Q)QT/(Q) = —w/(ea_);/j,(g)

is non-negative and the sign of

(o)

—aly! 2 2
Ug,z, () = 7" (0) cos® p + —2 sin p = Y'(0) cos® p +1p(o) sin” p
o

e—O'

does not change for ¢ < 1( <= o> 1). But this is immediate since either ¢» > 0 and ¢’ < 0 or ¢v» < 0
and ¢’ > 0 in a neighborhood of infinity by Proposition 7.4. The claim now follows from the fact that the
determinants of the leading principal minors are all positive or have alternating sign. O

With a minor extra assumption on g we are now able to infer even more information on the shape of ¥ and
basically extend Proposition 7.1 to the case of (almost) arbitrary g.

Theorem 7.6 (Minimizers are strictly monotonic). Let g € C11(R) be (weakly) decreasing on [zmin — 0, Zmin)
for zmin > 0 and some 6 > 0, and ¢ € W12(0,00) be an I.-minimizer for 0 < ¢ < 1 with ¥(0) > 0. Then ) is
strictly increasing on (0,0¢) for some oo € (0,00) and strictly decreasing on (og,00). The situation is reversed
in case (0) < 0.

Note that the case ¥(0) = 0 is excluded by Lemma 6.3.

Proof. Let 1(0) > 0. By Proposition 7.4 we merely have to show that ¢ is weakly increasing on [0, o¢] where

0o > 0 denotes the point where the global maximum of 1 is attained and which is unique due to Proposition 7.4.

Strict monotonicity will follow again by employing (5.1) in order to show that ¢ can not be locally constant.
By taking a smaller § > 0 if necessary, we may additionally assume

9(y) > g(2min — 0) for all y € [0, z2min — 9]- (7.10)

(Indeed g attains a minimum on [0, zmin — ¢] and g is weakly decreasing on [zmin — 9, Zmin] by the monotonicity
assumption.) From Corollary 6.7 we infer 1(0) — zmin as € \, 0, so we may assume 9(0) > 2z, — 0. Arguing as in
Proposition 7.4 (recall Sard’s theorem), we may choose a regular value & € (¢(0),(09)): aiming at showing that
(¢ [0700))*1(5) contains just one element, we first assume that the opposite is true and obtain a contradiction.

Let 70 < 71 denote the two largest elements of ¢~1(¢) being smaller than op and 75 the smallest one being
larger than oy, see Figure 4 for a possible configuration. We obtain sign/(7) = (—1)**! k = 0,1,2, and
() € (0,6) on (19, 7), ¥(-) € (€, ¥(00)] on (1, 72).

By (7.10) and the monotonicity of g on [Zmin — , Zmin] We obtain g(1(+)) > g(§) on (19, 71) and g(¥(+)) < g(§)
on (11, 72). Next we would like to infer that we are in a situation analogous to (7.4).

First we claim that

g(¥(o0)) <g(y)  forall y € [£,9(00)).
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If this were not true, then, due to monotonicity, g would be constant on [1)(c¢) — &', 1 (09g)] for some §" > 0.
Choosing 1 := min (1, 9 (00) — &') we would arrive at I (1)) < I. (1) due to the regularization term. So there is
some subinterval of (71, 72) where g(¢(:)) < ¢g(§), and we arrive at (7.5). Constructing ¢ as in (7.3) we obtain
a contradiction to the minimality of 1, and the claim follows. O
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