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#### Abstract

The problem of distributing two conducting materials with a prescribed volume ratio in a ball so as to minimize the first eigenvalue of an elliptic operator with Dirichlet conditions is considered in two and three dimensions. The gap $\varepsilon$ between the two conductivities is assumed to be small (low contrast regime). The main result of the paper is to show, using asymptotic expansions with respect to $\varepsilon$ and to small geometric perturbations of the optimal shape, that the global minimum of the first eigenvalue in low contrast regime is either a centered ball or the union of a centered ball and of a centered ring touching the boundary, depending on the prescribed volume ratio between the two materials.
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## 1. Introduction

Shape optimization for eigenvalues of elliptic operators provides interesting and challenging mathematical problems; see [9] and the references therein for an overview. In this paper we are considering the problem of minimizing the first eigenvalue of an elliptic operator with respect to the distribution of two conducting materials in a fixed domain. Let $\Omega \subset \mathbb{R}^{d}$ be an open bounded set. Let $m$ be a given positive number, $0<m<|\Omega|$, where $|\Omega|$ is the Lebesgue measure of $\Omega$. Two materials with conductivities $\alpha$ and $\beta(0<\alpha<\beta)$ are distributed in arbitrary disjoint measurable subsets $A$ and $B$, respectively, of $\Omega$ so that $A \cup B=\Omega$ and $|B|=m$. Consider the two-phases eigenvalue problem:

$$
\begin{align*}
-\operatorname{div}(\sigma \nabla u) & =\lambda u \text { in } \Omega,  \tag{1.1}\\
u & =0 \text { on } \partial \Omega, \tag{1.2}
\end{align*}
$$

[^0]with the conductivity $\sigma:=\alpha \chi_{A}+\beta \chi_{B}$, where $\chi_{A}$ is the indicator function of $A$. Let $\lambda$ be the first eigenvalue of (1.1)-(1.2) and $u$ the associated eigenvector. The Rayleigh quotient for $\lambda$ is
\[

$$
\begin{equation*}
\lambda=\min _{u \in H_{0}^{1}(\Omega)} \frac{\int_{\Omega} \sigma|\nabla u|^{2}}{\int_{\Omega} u^{2}}=\min _{u \in H_{0}^{1}(\Omega),\|u\|_{2}=1} \int_{\Omega} \sigma|\nabla u|^{2}, \tag{1.3}
\end{equation*}
$$

\]

where $\|u\|_{2}$ denotes the $L^{2}$-norm of $u$. In this paper we consider the case $\Omega=\mathbb{B}(0,1)$, the case $\Omega=\mathbb{B}(0, R)$ being readily deduced from our results, and we are interested in the dependence of $\lambda$ on $A$ and $B$. Since $A=\Omega \backslash B, \lambda$ may be described as a function of $B$ and we occasionally write $\lambda=\lambda(B)$. We consider the problem of minimizing $\lambda(B)$ with the constraint that the two phases are to be distributed in fixed proportions:

$$
\begin{align*}
\operatorname{minimize} & \lambda(B)  \tag{1.4}\\
\text { subject to } & B \in \mathcal{B} \tag{1.5}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{B}:=\{B \subset \Omega, B \text { measurable, }|B|=m\} . \tag{1.6}
\end{equation*}
$$

The existence of a solution to the problem (1.4)-(1.6) remains an open question for a general $\Omega$. Minimizing sequences may develop microstructural patterns and the original problem may have to be relaxed to include microstructural designs. Existence of a solution and optimality conditions in the class of relaxed designs has been discussed by Cox and Lipton in [6]. However, the original problem (1.4)-(1.6) may still have a solution for particular geometries as is the case when $\Omega$ is a ball. When $\Omega=\mathbb{B}(0, R)$ is a ball, the existence of a radially symmetric optimal set has been proved in [1], using rearrangement techniques and a comparison result for Hamilton-Jacobi equations and later, only using rearrangement techniques in [4]. Even in this case an explicit solution to the problem was not known. It was conjectured in $[4,5]$, in dimension greater than one, that the solution $B^{*}$ to this problem is a ball $\mathbb{B}\left(0, r^{*}\right)$ as in the one-dimensional case; see [10]. Recent numerical tests [7] and theoretical results came up recently to reinforce the conjecture. It was shown in [5], using second order shape derivative calculus, that such a configuration is a local minimum for the problem when the volume constraint $m$ is small enough.

However, in [3] it has been proved that the conjecture is not true in general. Indeed, the optimal domain $B^{*}$ cannot be a ball when $\alpha$ and $\beta$ are close to each other and $m$ is sufficiently large. This negative result is provided by an asymptotic expansion of the eigenvalue with respect to $\beta-\alpha$ as $\beta \rightarrow \alpha$, the so-called "low contrast regime" also assumed in this paper, which allows to approximate (1.4)-(1.6) by a simpler optimization problem. However the question of minimizers of $\lambda(B)$ even in the low contrast regime was still left open.

In this paper we prove first, when $\Omega=\mathbb{B}(0,1)$, the convergence as $\beta \rightarrow \alpha$ in the sense of characteristic functions of the minimizing sets either to a centered ball $B^{*}=\mathbb{B}\left(0, r^{*}\right)$ when $m$ is below a certain threshold $\bar{m}$ or to $B^{*}=\mathbb{B}\left(0, \xi^{0}\right) \cup \mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}\right)}$, i.e. the union of a centered ball and a centered ring touching the boundary of $\Omega$, when $m>\bar{m}$. Then the main result of the paper is to show that $B^{*}$ or $B_{\varepsilon}^{*}=\mathbb{B}\left(0, \xi_{\varepsilon}^{0}\right) \cup \mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi_{\varepsilon}^{1}\right)}$ are actually global minimizers of $\lambda(B)$ when $\beta-\alpha$ is small enough. The main ideas to obtain these results are first to exploit the additional regularity provided by the radial symmetry, which yields a stronger convergence of the eigenfunction as $\beta \rightarrow \alpha$, which in turn provides the set convergence. To prove that $B^{*}$ or $B_{\varepsilon}^{*}$ is a global minimizer, we compare its eigenvalue with the eigenvalue of all possible radially symmetric sets in a small neighbourhood of $B^{*}$ or $B_{\varepsilon}^{*}$ using an asymptotic expansion with respect to small geometric perturbations of sets.

In Section 2 the low contrast regime is described and some known results are recalled. In Section 3 the set convergence of the solutions to (1.4)-(1.5) as $\varepsilon:=\beta-\alpha \rightarrow 0$ is proved, using the additional regularity thanks to the radial symmetry. In Section 4 and 5 we prove that there exists $\varepsilon_{0}$ such that the ball $B^{*}$ is a solution of (1.4)-(1.5) when $m<\bar{m}$ and such that $B_{\varepsilon}^{*}$ is a solution of (1.4)-(1.5) when $m>\bar{m}$.

## 2. Low CONTRAST REGIME

In this section we recall some known results required for our analysis. Throughout the paper we assume the so-called low contrast regime, i.e. the conductivities of the two materials, $\alpha$ and $\beta$, are close to each other: $\beta=\beta_{\varepsilon}:=\alpha+\varepsilon$ with $\varepsilon>0$ small. If the material with conductivity $\beta_{\varepsilon}$ occupies the sub-domain $B$ of $\Omega$, the conductivity coefficient is, in this case,

$$
\begin{equation*}
\sigma=\sigma_{\varepsilon}(B):=\alpha \chi_{A}+\beta_{\varepsilon} \chi_{B}=\alpha+\varepsilon \chi_{B} \tag{2.1}
\end{equation*}
$$

Let $\lambda_{\varepsilon}(B)$ be the first eigenvalue in the problem

$$
\begin{align*}
-\operatorname{div}\left(\sigma_{\varepsilon}(B) \nabla u_{\varepsilon}\right) & =\lambda_{\varepsilon}(B) u_{\varepsilon} \text { in } \Omega,  \tag{2.2}\\
u_{\varepsilon} & =0 \text { on } \partial \Omega \tag{2.3}
\end{align*}
$$

for the conductivity $\sigma_{\varepsilon}(B)$. It is well-known, from the Kreı̆n-Rutman Theorem [11], that the first eigenvalue of a linear elliptic operator is simple and the corresponding eigenfunction is of constant sign (and is the only eigenvalue whose eigenfunction does not change sign). Thus one may choose the eigenfunction $u_{\varepsilon}=u_{\varepsilon}(B)$ corresponding to $\lambda_{\varepsilon}(B)$ to be positive and normalize it using the condition

$$
\begin{equation*}
\int_{\Omega}\left(u_{\varepsilon}\right)^{2}=1 \tag{2.4}
\end{equation*}
$$

In this way, $u_{\varepsilon}$ is uniquely defined. For fixed $B$, we claim that both $\lambda_{\varepsilon}(B)$ and $u_{\varepsilon}(B)$ analytically depend on the parameter $\varepsilon$. This result is classical in the perturbation theory of eigenvalues and follows readily, for instance, from Theorem 3, Chapter 2.5 of Rellich [12]. This justifies the ansätze

$$
\begin{align*}
& \lambda_{\varepsilon}(B)=\lambda_{0}(B)+\varepsilon \lambda_{1}(B)+\ldots  \tag{2.5}\\
& u_{\varepsilon}(B)=u_{0}(B)+\varepsilon u_{1}(B)+\ldots \tag{2.6}
\end{align*}
$$

In fact, $\lambda_{0}(B)=\lambda_{0}$ is the first eigenvalue of the problem

$$
\begin{align*}
-\alpha \Delta u_{0} & =\lambda u_{0} \quad \text { in } \Omega  \tag{2.7}\\
u_{0} & =0 \quad \text { on } \partial \Omega \tag{2.8}
\end{align*}
$$

The function $u_{0}$ is the positive eigenfunction corresponding to $\lambda_{0}$ and satisfies the normalization condition $\int_{\Omega} u_{0}^{2}=1$. Therefore $\lambda_{0}(B)=\lambda_{0}$ and $u_{0}(B)=u_{0}$ are independent of $B$. For the next term we have ([3], Prop. 2.2):
Proposition 2.1. In ansatz (2.5), $\lambda_{1}(B)$ is given explicitly in terms of $u_{0}$ as follows

$$
\begin{equation*}
\lambda_{1}(B)=\int_{B}\left|\nabla u_{0}\right|^{2} \mathrm{~d} x \tag{2.9}
\end{equation*}
$$

The convergence of the series in (2.6) holds in the space $H_{0}^{1}(\Omega)$. The following result can be found in ([3], Thm. 2.3):

Theorem 2.2. For $\varepsilon>0$ sufficiently small, there exists a constant $c$ independent of $\varepsilon$ and $B$ such that

$$
\begin{equation*}
\left\|u_{\varepsilon}(B)-u_{0}\right\|_{H_{0}^{1}(\Omega)} \leq c \varepsilon^{\frac{1}{2}} \quad \forall B \in \mathcal{B} \tag{2.10}
\end{equation*}
$$

The results above are valid for any open set $\Omega$. In this paper we are interested in the particular case $\Omega=\mathbb{B}(0,1)$ and we need the following result which can be found in [4]:
Theorem 2.3. Let $\Omega=\mathbb{B}(0,1)$. The problem (1.4)-(1.5) admits a radially symmetric solution.
Applying Theorem 2.3, we denote $B_{\varepsilon}^{*}$ a radially symmetric solution of (1.4)-(1.5) for $\beta=\beta_{\varepsilon}$.


Figure 1. Functions $\bar{u}_{0}(r)$ (plain), and $w_{1}(r)=-\bar{u}_{0}^{\prime}(r)$ (dashed) in dimensions $d=2$ (left) and $d=3$ (right). The constant $r_{d}^{1}$ is such that $w_{1}$ is increasing on $\left[0, r_{d}^{1}\right]$ and decreasing on $\left[r_{d}^{1}, 1\right]$, and $r_{d}^{0}$ is such that $w_{1}\left(r_{d}^{0}\right)=w_{1}(1)$.

## 3. Convergence of minimizing Sets

In this section and the rest of the paper we assume $\Omega=\mathbb{B}(0,1) \subset \mathbb{R}^{d}, d=2,3$ to be the ball of center 0 and radius 1 . The results can be straightforwardly extended to the case $\Omega=\mathbb{B}(0, R)$. In this case, the solution $u_{0}$ of (2.7)-(2.8) is radial and smooth. In view of Theorem 2.3 we assume $B$ is radially symmetric. By setting $\bar{u}_{0}(r):=u_{0}(x)$ where $r:=|x|$, equation (2.7)-(2.8) becomes, using the Laplacian in polar $(r, \theta)$ or spherical $(r, \theta, \varphi)$ coordinates, for $d=2,3$,

$$
\begin{align*}
r^{2} \bar{u}_{0}^{\prime \prime}(r)+(d-1) r \bar{u}_{0}^{\prime}(r)+r^{2} \frac{\lambda_{0}}{\alpha} \bar{u}_{0}(r) & =0  \tag{3.1}\\
\bar{u}_{0}^{\prime}(0)=0, \bar{u}_{0}(1) & =0 . \tag{3.2}
\end{align*}
$$

where the boundary conditions (3.2) correspond to the continuity of the gradient at the origin and the Dirichlet condition on the boundary, respectively. The solution of this equation is

$$
\begin{array}{ll}
\bar{u}_{0}(r)=J_{0}\left(\eta_{d} r\right) & \text { if } d=2 \\
\bar{u}_{0}(r)=j_{0}\left(\eta_{d} r\right) & \text { if } d=3 \tag{3.4}
\end{array}
$$

where $J_{0}$ and $j_{0}$ denote Bessel functions of the first and second kind, respectively and $\eta_{d}(d=2,3)$ are their respective zeros; see [13] for details on Bessel functions. The behaviour of $\bar{u}_{0}$ is depicted in Figure 1. Let $\omega_{d}$ denote the volume of the unit ball, i.e. we have $\omega_{d}=\pi$ for $d=2$ and $\omega_{d}=4 \pi / 3$ for $d=3$. Let $r_{d}^{0}$ and $r_{d}^{1}$ be the constants defined in the caption of Figure 1. Not that these constants can be easily approximated with an arbitrary precision thanks to the explicit representation of Bessel functions. Introduce the radius $r_{d}^{*}:=\left(\mathrm{m} / \omega_{d}\right)^{1 / d}$ and the threshold $\bar{m}_{d}:=\omega_{d}\left(r_{d}^{0}\right)^{d}$.
Proposition 3.1. When $\Omega=\mathbb{B}(0,1) \subset \mathbb{R}^{d}$, $d=2,3$, the unique rotationally symmetric optimal domain $B^{*}$ which minimizes $\lambda_{1}(B)$ over $B \in \mathcal{B}$ is of two possible types:

- Type I: If $m \leq \bar{m}_{d}$ then $B^{*}=\mathbb{B}\left(0, r_{d}^{*}\right)$ or,
- Type II: If $m>\bar{m}_{d}$ then there exists $\xi^{0}$ and $\xi^{1}$ with

$$
r_{d}^{*}<\xi^{0}<\xi^{1}<1
$$

and $B^{*}=\mathbb{B}\left(0, \xi^{0}\right) \cup\left(\mathbb{B}(0,1) \backslash \overline{\mathrm{B}\left(0, \xi^{1}\right)}\right)$.

In this section we show that the global minimizer $B_{\varepsilon}^{*}$ of $\lambda_{\varepsilon}(B)$ converges in the sense of characteristic functions to $B^{*}$ given in Proposition 3.1. For simplicity we will write $r^{*}=r_{d}^{*}$ and $\bar{m}=\bar{m}_{d}$ from now on. We need the following inequality; see [8], Theorem 330 and [2] for details. In all of our subsequent computations, $c$ denotes a generic constant independent of $\varepsilon$.

Theorem 3.2 (Generalized Hardy's inequality). If $p>1, q \neq 1, f(x) \geq 0$, and $F(x)$ is defined as

$$
F(x)= \begin{cases}\int_{0}^{x} f(t) \mathrm{d} t & \text { for } q>1 \\ \int_{x}^{\infty} f(t) \mathrm{d} t & \text { for } q<1\end{cases}
$$

then

$$
\int_{0}^{\infty} x^{-q} F(x)^{p} \mathrm{~d} x<\left(\frac{p}{|q-1|}\right)^{p} \int_{0}^{\infty} x^{-q}(x f(x))^{p} \mathrm{~d} x
$$

unless $f \equiv 0$.
We start by proving some regularity results for the solution $u_{\varepsilon}$.
Theorem 3.3. Assume $\Omega=\mathbb{B}(0,1)$ and $B$ is radially symmetric. The functions $u_{\varepsilon}$ and $u_{0}$ are in $W^{1, \infty}(\Omega)$ and there exists $\varepsilon_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$ we have

$$
\left\|\sigma_{\varepsilon} \nabla u_{\varepsilon}-\sigma_{0} \nabla u_{0}\right\|_{L^{\infty}(\Omega)} \leq c \sqrt{\varepsilon}
$$

and

$$
\left\|\nabla u_{\varepsilon}-\nabla u_{0}\right\|_{L^{\infty}(\Omega)} \leq c \sqrt{\varepsilon}
$$

Proof. The proof is divided into two steps. In the first step we prove that $u_{\varepsilon} \in L^{\infty}(\Omega)$ and in the second step we prove the $L^{\infty}$-convergence for the gradients.

Step 1. In view of Theorem 2.2 we have $u_{\varepsilon} \rightarrow u_{0}$ in $H_{0}^{1}(\Omega)$. The key feature of the proof is to introduce the function $\bar{u}_{\varepsilon}(r):=u_{\varepsilon}(x)$ where $r=|x|$ in polar or spherical coordinates and to show that $\bar{u}_{\varepsilon}^{\prime} \rightarrow \bar{u}_{0}^{\prime}$ in $L^{\infty}([0,1])$. According to ([3], Thm. 2.3) we have $\left\|u_{\varepsilon}\right\|_{H^{1}(\Omega)} \leq c$ where $c$ is independent from $\varepsilon$. The system (1.1)-(1.2) leads to the equations for $\bar{u}_{\varepsilon}$ and $r \in(0,1)$ :

$$
\begin{align*}
-r^{-(d-1)} \frac{\mathrm{d}}{\mathrm{~d} r}\left[r^{d-1} \sigma_{\varepsilon}(r) \bar{u}_{\varepsilon}^{\prime}(r)\right] & =\lambda_{\varepsilon} \bar{u}_{\varepsilon}(r),  \tag{3.5}\\
\bar{u}_{\varepsilon}(1) & =0 . \tag{3.6}
\end{align*}
$$

Set $g_{\varepsilon}:=\sigma_{\varepsilon} \bar{u}_{\varepsilon}^{\prime}-\sigma_{0} \bar{u}_{0}^{\prime}$. Taking the difference between (3.5) and (3.5) at $\varepsilon=0$ and multiplying with $-r^{d-1}$ we get

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} r}\left[r^{d-1} g_{\varepsilon}(r)\right]=-r^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(r)-\lambda_{0} \bar{u}_{0}(r)\right) \tag{3.7}
\end{equation*}
$$

Integrating (3.7) on $(0, r)$ we get

$$
\begin{equation*}
r^{d-1} g_{\varepsilon}(r)-\lim _{t \rightarrow 0} t^{d-1} g_{\varepsilon}(t)=-\int_{0}^{r} t^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(t)-\lambda_{0} \bar{u}_{0}(t)\right) \mathrm{d} t \tag{3.8}
\end{equation*}
$$

Since $\left\|u_{\varepsilon}\right\|_{H^{1}(\Omega)} \leq c$ we have $\left\|r^{(d-1) / 2} \bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)} \leq c$ using polar or spherical coordinates. This implies that $r^{d-1} \bar{u}_{\varepsilon}^{\prime}(r) \rightarrow 0$ as $r \rightarrow 0$ and in turn

$$
\lim _{t \rightarrow 0} t^{d-1} g_{\varepsilon}(t)=0
$$

Dividing by $r^{d-1}$,taking the $L^{2}$-norm and using the Cauchy-Schwarz inequality we get

$$
\begin{align*}
\left\|g_{\varepsilon}\right\|_{L^{2}(0,1)}^{2} & =\left\|r^{1-d} \int_{0}^{r} t^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(t)-\lambda_{0} \bar{u}_{0}(t)\right) \mathrm{d} t\right\|_{L^{2}(0,1)}^{2} \\
& \leq \int_{r=0}^{1} r^{-2(d-1)}\left\|t^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}-\lambda_{0} \bar{u}_{0}\right)\right\|_{L^{1}(0, r)}^{2} \mathrm{~d} r \\
& \leq\left\|\lambda_{\varepsilon} \bar{u}_{\varepsilon}-\lambda_{0} \bar{u}_{0}\right\|_{L^{2}(0,1)}^{2} \int_{0}^{1} r^{-2(d-1)}\left\|t^{d-1}\right\|_{L^{2}(0, r)}^{2} \mathrm{~d} r \\
& \leq(2 d-2)^{-1}\left\|\lambda_{\varepsilon} \bar{u}_{\varepsilon}-\lambda_{0} \bar{u}_{0}\right\|_{L^{2}(0,1)}^{2} \tag{3.9}
\end{align*}
$$

According to Theorem 2.2 we have $\left\|u_{\varepsilon}-u_{0}\right\|_{H^{1}(\Omega)} \leq c \sqrt{\varepsilon}$ for $\varepsilon$ small enough. Passing to polar or spherical coordinates this implies

$$
\begin{equation*}
\left\|r^{(d-1) / 2}\left(\bar{u}_{\varepsilon}-\bar{u}_{0}\right)\right\|_{L^{2}(0,1)} \leq c \sqrt{\varepsilon} \text { and }\left\|r^{(d-1) / 2}\left(\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right)\right\|_{L^{2}(0,1)} \leq c \sqrt{\varepsilon} \tag{3.10}
\end{equation*}
$$

Using Lemma 3.2 with $q=0, p=2$ and $f=\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}$ we obtain

$$
\int_{0}^{1}\left(\bar{u}_{\varepsilon}-\bar{u}_{0}\right)^{2} \mathrm{~d} r<4 \int_{0}^{1} r^{2}\left(\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right)^{2} \mathrm{~d} r .
$$

Therefore we have

$$
\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{L^{2}(0,1)} \leq c\left\|r^{(d-1) / 2}\left(\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right)\right\|_{L^{2}(0,1)} \leq c \sqrt{\varepsilon}
$$

and in a similar way

$$
\left\|\bar{u}_{\varepsilon}\right\|_{L^{2}(0,1)} \leq c
$$

Since $\left|\lambda_{\varepsilon}-\lambda_{0}\right| \leq c \varepsilon$ as $\varepsilon \rightarrow 0$ we get

$$
\left\|g_{\varepsilon}\right\|_{L^{2}(0,1)} \leq c \sqrt{\varepsilon} \text { as } \varepsilon \rightarrow 0
$$

Performing a similar calculation for $\sigma_{\varepsilon} \bar{u}_{\varepsilon}^{\prime}$ and using $\sigma_{\varepsilon} \geq \alpha$ we get

$$
\left\|\bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)}^{2} \leq \alpha^{-2}\left\|\sigma_{\varepsilon} \bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)}^{2} \leq \alpha^{-2}(2 d-2)^{-1}\left\|\lambda_{\varepsilon} \bar{u}_{\varepsilon}\right\|_{L^{2}(0,1)}^{2} \leq c
$$

where $c$ is a constant independent on $\varepsilon$. Using a Sobolev imbedding we also get

$$
\begin{equation*}
\left\|\bar{u}_{\varepsilon}\right\|_{L^{\infty}(0,1)} \leq c\left\|\bar{u}_{\varepsilon}\right\|_{H^{1}(0,1)} \leq c\left\|\bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)} \leq c \tag{3.11}
\end{equation*}
$$

Step 2. Integrating and taking the $L^{\infty}$-norm we get

$$
\begin{align*}
\left\|g_{\varepsilon}\right\|_{L^{\infty}(0,1)} & =\left\|r^{1-d} \int_{0}^{r} t^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(t)-\lambda_{0} \bar{u}_{0}(t)\right) \mathrm{d} t\right\|_{L^{\infty}(0,1)} \\
& \leq\left\|\lambda_{\varepsilon} \bar{u}_{\varepsilon}-\lambda_{0} \bar{u}_{0}\right\|_{L^{\infty}(0,1)}\left\|r^{1-d} \int_{0}^{r} t^{d-1} \mathrm{~d} t\right\|_{L^{\infty}(0,1)} \\
& \leq c \mid \lambda_{\varepsilon}-\lambda_{0}\left\|\bar{u}_{\varepsilon}\right\|_{L^{\infty}(0,1)}+\lambda_{0}\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{L^{\infty}(0,1)} \tag{3.12}
\end{align*}
$$

Performing a similar estimate for $\sigma_{\varepsilon} \bar{u}_{\varepsilon}^{\prime}$ we obtain

$$
\begin{equation*}
\left\|\sigma_{\varepsilon} \bar{u}_{\varepsilon}^{\prime}\right\|_{L^{\infty}(0,1)} \leq\left|\lambda_{\varepsilon}\right|\left\|\bar{u}_{\varepsilon}\right\|_{L^{\infty}(0,1)} \tag{3.13}
\end{equation*}
$$

Now we show that $\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{L^{\infty}(0,1)} \rightarrow 0$. Using (3.13) gives

$$
\begin{equation*}
\left\|\bar{u}_{\varepsilon}^{\prime}\right\|_{L^{\infty}(0,1)} \leq c \tag{3.14}
\end{equation*}
$$

Next, writing

$$
\begin{aligned}
\left\|\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right\|_{L^{2}(0,1)} & =\frac{1}{\sigma_{0}}\left\|\sigma_{0} \bar{u}_{\varepsilon}^{\prime}-\sigma_{0} \bar{u}_{0}^{\prime}\right\|_{L^{2}(0,1)} \\
& \leq \frac{1}{\sigma_{0}}\left\|g_{\varepsilon}\right\|_{L^{2}(0,1)}+\frac{\varepsilon}{\sigma_{0}}\left\|\chi_{B} \bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)}
\end{aligned}
$$

and using that $\left\|\bar{u}_{\varepsilon}^{\prime}\right\|_{L^{2}(0,1)}$ is uniformly bounded with respect to $\varepsilon$ we get

$$
\left\|\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right\|_{L^{2}(0,1)} \leq c \sqrt{\varepsilon} \text { as } \varepsilon \rightarrow 0 .
$$

Since $\bar{u}_{\varepsilon}(1)=\bar{u}_{0}(1)=0$, we may apply Poincaré's inequality and we get

$$
\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{H^{1}(0,1)} \leq c \sqrt{\varepsilon} \text { as } \varepsilon \rightarrow 0
$$

Due to Sobolev imbeddings in one dimension we have

$$
\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{L^{\infty}(0,1)} \leq c\left\|\bar{u}_{\varepsilon}-\bar{u}_{0}\right\|_{H^{1}(0,1)} \leq c \sqrt{\varepsilon} \text { as } \varepsilon \rightarrow 0
$$

Finally, using the estimate for $g_{\varepsilon}$ and (3.11) we obtain

$$
\begin{equation*}
\left\|g_{\varepsilon}\right\|_{L^{\infty}(0,1)} \leq c \sqrt{\varepsilon} \text { as } \varepsilon \rightarrow 0 \tag{3.15}
\end{equation*}
$$

Next, writing

$$
\begin{aligned}
\left\|\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right\|_{L^{\infty}(0,1)} & =\frac{1}{\sigma_{0}}\left\|\sigma_{0} \bar{u}_{\varepsilon}^{\prime}-\sigma_{0} \bar{u}_{0}^{\prime}\right\|_{L^{\infty}(0,1)} \\
& \leq \frac{1}{\sigma_{0}}\left\|g_{\varepsilon}\right\|_{L^{\infty}(0,1)}+\frac{\varepsilon}{\sigma_{0}}\left\|\chi_{B} \bar{u}_{\varepsilon}^{\prime}\right\|_{L^{\infty}(0,1)}
\end{aligned}
$$

Finally using (3.14) and (3.15) we get $\left\|\bar{u}_{\varepsilon}^{\prime}-\bar{u}_{0}^{\prime}\right\|_{L^{\infty}(0,1)} \leq c \sqrt{\varepsilon}$ as $\varepsilon \rightarrow 0$. Going back to the function $u_{\varepsilon}(x)=$ $\bar{u}_{\varepsilon}(|x|)$ we have obtained indeed

$$
\left\|\nabla u_{\varepsilon}-\nabla u_{0}\right\|_{L^{\infty}(\Omega)} \leq c \sqrt{\varepsilon}
$$

The fact that $u_{\varepsilon}$ and $u_{0}$ are in $W^{1, \infty}(\Omega)$ derives directly from (3.11) and (3.14).
Remark 3.4. Since we have shown that $\left\|\bar{u}_{\varepsilon}\right\|_{H^{1}(0,1)}$ is uniformly bounded with respect to $\varepsilon$, using classical Sobolev imbeddings we also have the Hölder regularity $\bar{u}_{\varepsilon} \in \mathcal{C}^{0,1 / 2}([0,1])$.

Thanks to Theorem 3.3 we can now prove the set convergence of the minimizer $B_{\varepsilon}^{*}$ of $\lambda_{\varepsilon}(B)$ to $B^{*}$. First of all we prove that the set $B_{\varepsilon}^{*}$ is close to $B^{*}$ in an appropriate sense. We need some preliminary results. Introduce the quantity

$$
\begin{equation*}
\mathfrak{M}(B, c)=\left|\left\{x:\left|\nabla u_{B}(x)\right| \leq c\right\}\right| \tag{3.16}
\end{equation*}
$$

where $u_{B}$ is the solution of $(1.1)-(1.2)$. The proof of the two following results can be found in ([3], Lem. 3.1) and ([3], Prop. 2.7):

Lemma 3.5. The function $\mathfrak{M}(B, c)$ is non-decreasing with respect to $c$ and is such that $\mathfrak{M}(B, c) \rightarrow 0$ as $c \rightarrow 0$ and $\mathfrak{M}(B, c) \rightarrow|\Omega|$ as $c \rightarrow \infty$. Furthermore, it is a right-continuous function. It is also left continuous at any $c$ if and only if the Lebesgue measure of $\left\{x:\left|\nabla u_{B}(x)\right|=c\right\}$ is zero.

Proposition 3.6. For $\Omega=\mathbb{B}(0,1)$, the level set $\left\{\left|\nabla u_{0}\right|=c\right\}$ has zero measure for each $c \geq 0$.
We start with optimal sets of Type I, i.e. when $m<\bar{m}$.

Theorem 3.7. Let $B \subset \Omega$ be an arbitrary radially symmetric measurable set and $m<\bar{m}$. For all $\delta>0$, there exists $\varepsilon_{0}=\varepsilon_{0}(\delta)>0$ and $B_{\delta}^{*}$ radially symmetric and containing the origin such that $\left|B_{\delta}^{*}\right|=m$,

$$
\begin{equation*}
\mathbb{B}\left(0, r^{*}-\delta\right) \subset B_{\delta}^{*} \subset \mathbb{B}\left(0, r^{*}+\delta\right) \tag{3.17}
\end{equation*}
$$

and for all $0<\varepsilon \leq \varepsilon_{0}(\delta)$ we have the inequality

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\delta}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{3.18}
\end{equation*}
$$

Proof. Let $\eta>0$ be chosen, in view of Theorem 3.3, there exists $\varepsilon_{0}(\eta)>0$ such that

$$
\begin{equation*}
\left|\nabla u_{\varepsilon}(x)-\nabla u_{0}(x)\right|<\eta \text { for all } x \in \Omega \text { and } \varepsilon<\varepsilon_{0}(\eta) \tag{3.19}
\end{equation*}
$$

Denote

$$
\begin{aligned}
\mathfrak{B}_{\varepsilon}^{c} & :=\left\{x \in \Omega,\left|\nabla u_{\varepsilon}(x)\right|<c\right\} \\
B_{\varepsilon}^{c} & :=\left\{x \in \Omega,\left|\nabla u_{\varepsilon}(x)\right| \leq c\right\} \\
B_{0}^{c} & :=\left\{x \in \Omega,\left|\nabla u_{0}(x)\right| \leq c\right\}
\end{aligned}
$$

Using (3.19) we have the following inclusions

$$
\begin{aligned}
B_{0}^{c} & \subset\left\{x \in \Omega,\left|\nabla u_{0}(x)\right|<c+\eta-\left|\nabla u_{\varepsilon}(x)-\nabla u_{0}(x)\right|\right\} \\
& =\left\{x \in \Omega,\left|\nabla u_{0}(x)\right|+\left|\nabla u_{\varepsilon}(x)-\nabla u_{0}(x)\right|<c+\eta\right\} \\
& \subset\left\{x \in \Omega,\left|\nabla u_{\varepsilon}(x)\right|<c+\eta\right\}=\mathfrak{B}_{\varepsilon}^{c+\eta} \subset B_{\varepsilon}^{c+\eta} .
\end{aligned}
$$

In a similar way we may write

$$
\begin{aligned}
\mathfrak{B}_{\varepsilon}^{c-\eta} \subset B_{\varepsilon}^{c-\eta} & \subset\left\{x \in \Omega,\left|\nabla u_{\varepsilon}(x)\right|+\left|\nabla u_{0}(x)-\nabla u_{\varepsilon}(x)\right| \leq c-\eta+\eta\right\} \\
& \subset\left\{x \in \Omega,\left|\nabla u_{0}(x)\right| \leq c\right\}=B_{0}^{c}
\end{aligned}
$$

Thus we have obtained

$$
\begin{equation*}
\mathfrak{B}_{\varepsilon}^{c-\eta} \subset B_{\varepsilon}^{c-\eta} \subset B_{0}^{c} \subset \mathfrak{B}_{\varepsilon}^{c+\eta} \subset B_{\varepsilon}^{c+\eta} \tag{3.20}
\end{equation*}
$$

Lemma 3.5 and Proposition 3.6 imply that $\left|B_{0}^{c}\right|$ is continuous, consequently, using the assumption $m<\bar{m}$ and Proposition 3.1, there exists a $c^{*}$ such that $B_{0}^{c^{*}}=\mathbb{B}\left(0, r^{*}\right)$ and $\left|B_{0}^{c^{*}}\right|=m$. Taking $c=c^{*}$ in (3.20) we get

$$
\begin{equation*}
\left|\mathfrak{B}_{\varepsilon}^{c^{*}-\eta}\right| \leq\left|B_{\varepsilon}^{c^{*}-\eta}\right| \leq m \leq\left|\mathfrak{B}_{\varepsilon}^{c^{*}+\eta}\right| \leq\left|B_{\varepsilon}^{c^{*}+\eta}\right| \tag{3.21}
\end{equation*}
$$

Since $\left|B_{\varepsilon}^{c}\right|$ and $\left|\mathfrak{B}_{\varepsilon}^{c}\right|$ are increasing (but not necessarily continuous) functions there exists $c_{\varepsilon}$ such that

$$
\begin{equation*}
c^{*}-\eta \leq c_{\varepsilon} \leq c^{*}+\eta \tag{3.22}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|\mathfrak{B}_{\varepsilon}^{c_{\varepsilon}}\right| \leq m \text { and }\left|B_{\varepsilon}^{c_{\varepsilon}}\right| \geq m \tag{3.23}
\end{equation*}
$$

We apply (3.20) first with $c=c_{\varepsilon}+\eta$ and then $c=c_{\varepsilon}-\eta$ and we obtain the inclusions

$$
B_{0}^{c_{\varepsilon}-\eta} \subset \mathfrak{B}_{\varepsilon}^{c_{\varepsilon}} \subset B_{\varepsilon}^{c_{\varepsilon}} \subset B_{0}^{c_{\varepsilon}+\eta}
$$

Finally applying (3.22) we get

$$
\begin{equation*}
B_{0}^{c^{*}-2 \eta} \subset \mathfrak{B}_{\varepsilon}^{c_{\varepsilon}} \subset B_{\varepsilon}^{c_{\varepsilon}} \subset B_{0}^{c^{*}+2 \eta} \tag{3.24}
\end{equation*}
$$

Now let $\delta>0$ be given. Assumption $m<\bar{m}$ and Proposition 3.1 (see Fig. 1) ensure that there exists $\eta=\eta(\delta)>0$ such that

$$
\begin{aligned}
\mathbb{B}\left(0, r^{*}-\delta\right) & \subset B_{0}^{c^{*}-2 \eta}, \\
B_{0}^{c^{*}+2 \eta} & \subset \mathbb{B}\left(0, r^{*}+\delta\right) .
\end{aligned}
$$

Note that the strict inequality $m<\bar{m}$ is necessary otherwise the above property may not be true for all $\delta$. In view of (3.23) and (3.24), there exists a radially symmetric set $B_{\delta}^{*}$ such that $\left|B_{\delta}^{*}\right|=m$ and

$$
\mathbb{B}\left(0, r^{*}-\delta\right) \subset B_{0}^{c^{*}-2 \eta} \subset \mathfrak{B}_{\varepsilon}^{c_{\varepsilon}} \subset B_{\delta}^{*} \subset B_{\varepsilon}^{c_{\varepsilon}} \subset B_{0}^{c^{*}+2 \eta} \subset \mathbb{B}\left(0, r^{*}+\delta\right) .
$$

which yields (3.17).
To prove (3.18), consider the decompositions

$$
\begin{aligned}
B & =\left(B \cap B_{\delta}^{*}\right) \cup\left(B \cap\left(B_{\delta}^{*}\right)^{c}\right), \\
B_{\delta}^{*} & =\left(B \cap B_{\delta}^{*}\right) \cup\left(B^{c} \cap B_{\delta}^{*}\right) .
\end{aligned}
$$

Since $|B|=\left|B_{\delta}^{*}\right|=m$ we have with the above decompositions

$$
\left|B \cap\left(B_{\delta}^{*}\right)^{c}\right|=\left|B^{c} \cap B_{\delta}^{*}\right| .
$$

Observing that $\left|\nabla u_{\varepsilon}\right| \geq c_{\varepsilon}$ on $\left(B_{\delta}^{*}\right)^{c}$ and $\left|\nabla u_{\varepsilon}\right| \leq c_{\varepsilon}$ on $B_{\delta}^{*}$, we may write

$$
\begin{align*}
\int_{B}\left|\nabla u_{\varepsilon}\right|^{2} & =\int_{B \cap B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}+\int_{B \cap\left(B_{\delta}^{*}\right)^{c}}\left|\nabla u_{\varepsilon}\right|^{2} \\
& \geq \int_{B \cap B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}+c_{\varepsilon}^{2} \mid B \cap\left(B_{\delta}^{*} c^{c} \mid\right.  \tag{3.25}\\
& =\int_{B \cap B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}+c_{\varepsilon}^{2}\left|B^{c} \cap B_{\delta}^{*}\right| \\
& \geq \int_{B \cap B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}+\int_{B^{c} \cap B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}=\int_{B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2} . \tag{3.26}
\end{align*}
$$

As a consequence

$$
\begin{align*}
\lambda_{\varepsilon}(B) & =\alpha \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{2}+(\beta-\alpha) \int_{B}\left|\nabla u_{\varepsilon}\right|^{2} \\
& \geq \alpha \int_{\Omega}\left|\nabla u_{\varepsilon}\right|^{2}+(\beta-\alpha) \int_{B_{\delta}^{*}}\left|\nabla u_{\varepsilon}\right|^{2}  \tag{3.27}\\
& \geq \min _{u \in H_{0}^{1}(\Omega),\|u\|_{2}=1}\left(\alpha \int_{\Omega}|\nabla u|^{2}+(\beta-\alpha) \int_{B_{\delta}^{*}}|\nabla u|^{2}\right)=\lambda_{\varepsilon}\left(B_{\delta}^{*}\right), \tag{3.28}
\end{align*}
$$

and the inequality (3.18) is proved.
Remark 3.8. Note that $B_{\delta}^{*}$ may be barely measurable, i.e. may have a fractal structure, even though it is radially symmetric.

We also have the following result for optimal sets of Type II:
Theorem 3.9. Let $B \subset \Omega$ an arbitrary measurable set and $m>\bar{m}$. For all $\delta>0$, there exists $\varepsilon_{0}=\varepsilon_{0}(\delta)$ and $B_{\delta}^{*}$ radially symmetric and containing the origin such that $\left|B_{\delta}^{*}\right|=m, B_{\delta}^{*}=B_{\delta, 0}^{*} \cup B_{\delta, 1}^{*}$,

$$
\begin{align*}
& \mathbb{B}\left(0, \xi^{0}-\delta\right) \subset B_{\delta, 0}^{*} \subset \mathbb{B}\left(0, \xi^{0}+\delta\right),  \tag{3.29}\\
& \mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}+\delta\right)} \subset B_{\delta, 1}^{*} \subset \mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}-\delta\right)}, \tag{3.30}
\end{align*}
$$

and for all $0<\varepsilon \leq \varepsilon_{0}(\delta)$ we have the inequality

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\delta}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{3.31}
\end{equation*}
$$

where $\left(\xi_{0}, \xi_{1}\right)$ are given in Proposition 3.1.
Proof. The proof is left to the reader as it is almost identical to the proof of Theorem 3.9 except that it is based on the Type II optimizers appearing in Proposition 3.1.

Corollary 3.10. If $m<\bar{m}$ and $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$, then there exists a sequence of solutions $B_{\varepsilon_{k}}$ of (1.4)-(1.5) such that

$$
\chi_{B_{\varepsilon_{k}}} \rightarrow \chi_{\mathbb{B}\left(0, r^{*}\right)} \text { in } L^{p}(\Omega), \quad p \in[1, \infty[,
$$

i.e. $B_{\varepsilon_{k}}$ converges to $\mathbb{B}\left(0, r^{*}\right)$ in the sense of characteristic functions.

If $m>\bar{m}$ and $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$, then there exists a sequence of solutions $B_{\varepsilon_{k}}$ of (1.4)-(1.5) such that

$$
\chi_{B_{\varepsilon_{k}}} \rightarrow \chi_{B^{*}} \text { in } L^{p}(\Omega), \quad p \in[1, \infty[
$$

where $B^{*}=\mathbb{B}\left(0, \xi^{0}\right) \cup\left(\mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}\right)}\right)$ as defined in Proposition 3.1.
Proof. In a first step assume $m<\bar{m}$. We define the function

$$
\varepsilon(\delta):=\delta \min _{\nu \geq \delta} \varepsilon_{0}(\nu)
$$

where $\varepsilon_{0}(\delta)$ is given by Theorem 3.7. Clearly, $\min _{\nu \geq \delta} \varepsilon_{0}(\nu)$ is a nondecreasing function and consequently $\varepsilon$ is a strictly increasing function of $\delta \operatorname{since} \min _{\nu \geq \delta} \varepsilon_{0}(\nu)>0$ for $\delta>0$ and we also have $\varepsilon(\delta) \rightarrow 0$ as $\delta \rightarrow 0$. Therefore there exists a strictly increasing inverse function $\hat{\delta}(\varepsilon)$ such that $\varepsilon(\hat{\delta}(\varepsilon))=\varepsilon$ and $\hat{\delta}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$.

According to Theorem 3.7, for a given $\varepsilon$ there exists $B_{\hat{\delta}(\varepsilon)}^{*}$ radially symmetric and containing the origin such that $\left|B_{\hat{\delta}(\varepsilon)}^{*}\right|=m$,

$$
\begin{equation*}
\mathbb{B}\left(0, r^{*}-\hat{\delta}(\varepsilon)\right) \subset B_{\hat{\delta}(\varepsilon)}^{*} \subset \mathbb{B}\left(0, r^{*}+\hat{\delta}(\varepsilon)\right) \tag{3.32}
\end{equation*}
$$

and we have the inequality

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\hat{\delta}(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}(B) . \tag{3.33}
\end{equation*}
$$

Let $B_{\varepsilon}$ be a radially symmetric set solution of (1.4)-(1.5) for a given $\varepsilon$. We know that such a solution exists according to [4]. Taking $B=B_{\varepsilon}$ in (3.33) we get

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\hat{\delta}(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}\left(B_{\varepsilon}\right) \tag{3.34}
\end{equation*}
$$

therefore $B_{\hat{\delta}(\varepsilon)}^{*}$ is also a solution of (1.4)-(1.5). In view of (3.32) and $\hat{\delta}(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ we clearly obtain

$$
\chi_{\mathcal{B}_{\delta(\varepsilon)}^{*}} \rightarrow \chi_{\mathrm{B}\left(0, r^{*}\right)} \text { in } L^{p}(\Omega), \quad p \in[1, \infty[,
$$

and the claim follows.

In a similar way, if we assume $m>\bar{m}$ we may apply Theorem 3.9 to obtain

$$
\chi_{B_{\hat{\delta}(\varepsilon)}^{*}} \rightarrow \chi_{B^{*}} \text { in } L^{p}(\Omega), \quad p \in[1, \infty[
$$

where $B^{*}=\mathbb{B}\left(0, \xi^{0}\right) \cup\left(\mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}\right)}\right)$.
We can actually prove that $B_{\varepsilon_{k}}=\mathbb{B}\left(0, r^{*}\right)$ or $\mathbb{B}\left(0, \xi^{0}\right) \cup\left(\mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi^{1}\right)}\right)$ when $\varepsilon_{k}$ is small enough. This is the purpose of the next sections.

## 4. Inequality for Type I optimum

In this section we assume $m<\bar{m}$ so that we are in the framework provided by Theorem 3.7.

### 4.1. Description of the method

The main result of this section is to prove the existence of a threshold $\varepsilon_{0}>0$ such that

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{4.1}
\end{equation*}
$$

for all $B \in \mathcal{B}$ and $\varepsilon \leq \varepsilon_{0}$, where $B^{*}=\mathbb{B}\left(0, r^{*}\right)$ as given by Proposition 3.1. This implies that $B^{*}$ is a solution of (1.4)-(1.5) in low contrast regime, i.e. for $\varepsilon \leq \varepsilon_{0}$. In view of the proof of Corollary 3.10, for all $\varepsilon>0$ there exists a $\delta(\varepsilon)>0$ such that

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{4.2}
\end{equation*}
$$

holds with $\delta(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ and $\delta(\varepsilon)$ strictly increasing. Therefore to conclude we require the other inequality

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right) \tag{4.3}
\end{equation*}
$$

The difficulty in obtaining this last inequality is that we do not have any information on $B_{\delta(\varepsilon)}^{*}$ apart from the fact that it is "close" to $B^{*}$ in the sense of Theorem 3.7. Fortunately it is just enough to perform an asymptotic expansion of the eigenvalue with respect to $\delta(\varepsilon)$. In this section we show that there exists $\varepsilon_{0}>0$ and $\delta_{0}>0$ such that for all $0<\varepsilon \leq \varepsilon_{0}$ and $0<\delta \leq \delta_{0}$ we have

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}\left(B_{\delta}\right) \tag{4.4}
\end{equation*}
$$

where $B_{\delta}$ is any radially symmetric set satisfying

$$
\begin{equation*}
\mathbb{B}\left(0, r^{*}-\delta\right) \subset B_{\delta} \subset \mathbb{B}\left(0, r^{*}+\delta\right) \tag{4.5}
\end{equation*}
$$

In particular one can choose $B_{\delta}=B_{\delta(\varepsilon)}^{*}$ for $\varepsilon$ small enough, and combining (4.2)-(4.4) we get

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}\left(B_{\delta}\right)=\lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{4.6}
\end{equation*}
$$

which gives (4.1). To prove (4.4) we aim at obtaining an asymptotic expansion of $\lambda_{\varepsilon}\left(B_{\delta}\right)$ with respect to $(\varepsilon, \delta)$ of the type

$$
\lambda_{\varepsilon}\left(B_{\delta}\right)=\lambda_{\varepsilon}\left(B^{*}\right)+\rho(\delta) \bar{\lambda}_{\varepsilon}+\mathcal{R}(\varepsilon, \delta)
$$

with $\rho(\delta)>0, \rho(\delta) \rightarrow 0$ and $\mathcal{R}(\varepsilon, \delta) / \rho(\delta) \rightarrow 0$ uniformly as $(\delta) \rightarrow 0$. Proving then that $\bar{\lambda}_{\varepsilon} \geq 0$ we get (4.4) for $(\varepsilon, \delta)$ small enough.

We introduce $A_{\delta}:=\Omega \backslash B_{\delta}$ and $A^{*}:=\Omega \backslash B^{*}$. We clearly have

$$
\begin{equation*}
\chi_{B_{\delta}}-\chi_{B^{*}}=-\left(\chi_{A_{\delta}}-\chi_{A^{*}}\right) \tag{4.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\int_{\Omega} \chi_{B_{\delta}}-\chi_{B^{*}}=m-m=0 . \tag{4.8}
\end{equation*}
$$

We introduce the sets $I_{\delta}^{ \pm}$such that

$$
\begin{align*}
I_{\delta}^{+} & :=\left\{x \in \Omega \mid \chi_{B_{\delta}}(x)-\chi_{B^{*}}(x)=1\right\}  \tag{4.9}\\
I_{\delta}^{-} & :=\left\{x \in \Omega \mid \chi_{B_{\delta}}(x)-\chi_{B^{*}}(x)=-1\right\} . \tag{4.10}
\end{align*}
$$

It is clear that

$$
\begin{equation*}
\chi_{B_{\delta}}-\chi_{B^{*}}=\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}, \tag{4.11}
\end{equation*}
$$

and due to assumption (4.5) we have

$$
\begin{align*}
& I_{\delta}^{+} \subset \mathbb{B}\left(0, r^{*}+\delta\right) \backslash \mathbb{B}\left(0, r^{*}\right),  \tag{4.12}\\
& I_{\delta}^{-} \subset \mathbb{B}\left(0, r^{*}\right) \backslash \mathbb{B}\left(0, r^{*}-\delta\right) . \tag{4.13}
\end{align*}
$$

### 4.2. Asymptotic expansion

Denote ( $u_{\varepsilon, \delta}, \lambda_{\varepsilon, \delta}$ ) the eigenpair solution of

$$
\begin{align*}
-\operatorname{div}\left(\sigma_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}\right) & =\lambda_{\varepsilon, \delta} u_{\varepsilon, \delta} \text { in } \Omega,  \tag{4.14}\\
u_{\varepsilon, \delta} & =0 \text { on } \partial \Omega, \tag{4.15}
\end{align*}
$$

with $\sigma_{\varepsilon, \delta}=\alpha \chi_{A_{\delta}}+\beta_{\varepsilon} \chi_{B_{\delta}}$. The main difficulty in writing the asymptotic analysis of $u_{\varepsilon, \delta}$ with respect to $(\varepsilon, \delta)$ is the lack of regularity of $u_{\varepsilon, \delta}$, since $\sigma_{\varepsilon, \delta}$ is only piecewise constant and $B_{\delta}$ is possibly barely measurable. To overcome this difficulty, we advantageously use the fact that $\sigma_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}$ has more regularity than $\nabla u_{\varepsilon, \delta}$ in view of (4.14). Therefore an important strategy in the proofs of the asymptotic expansion is to often replace $\nabla u_{\varepsilon, \delta}$ by $\sigma_{\varepsilon, \delta}^{-1}\left(\sigma_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}\right)$ in the computations in order to write Taylor expansions for $\sigma_{\varepsilon, \delta} \nabla u_{\varepsilon, \delta}$ or related quantities.

In asymptotic analysis, one typically starts with an ansatz with respect to the asymptotically small parameters. In our case we would like to obtain an expansion with respect to the small parameter $\delta$ for fixed $\varepsilon$ of the type:

$$
\begin{align*}
u_{\varepsilon, \delta} & =u_{\varepsilon, 0}+\rho(\delta) u_{\varepsilon, 1}+o(\rho(\delta)),  \tag{4.16}\\
\lambda_{\varepsilon, \delta} & =\lambda_{\varepsilon, 0}+\rho(\delta) \lambda_{\varepsilon, 1}+o(\rho(\delta)), \tag{4.17}
\end{align*}
$$

In our case it is unclear what should $\rho(\delta)$ be even if $\rho(\delta)$ will be determined further in (4.36), so it is preferable in a first step to not separate the $\delta$-dependent and $\varepsilon$-dependent term in ansätze (4.18)-(4.19). Thus we rather decompose $u_{\varepsilon, \delta}$ and $\lambda_{\varepsilon, \delta}$ in the following way:

$$
\begin{align*}
& u_{\varepsilon, \delta}=u_{\varepsilon, 0}+w_{\varepsilon, \delta}+\mathcal{R}_{u}(\varepsilon, \delta),  \tag{4.1.1}\\
& \lambda_{\varepsilon, \delta}=\lambda_{\varepsilon, 0}+\mu_{\varepsilon, \delta}+\mathcal{R}_{\lambda}(\varepsilon, \delta), \tag{4.19}
\end{align*}
$$

where $u_{\varepsilon, 0}, w_{\varepsilon, \delta}$ and $\mathcal{R}_{u}(\varepsilon, \delta)$ satisfy

$$
\begin{align*}
-\operatorname{div}\left(\sigma_{\varepsilon, 0} \nabla u_{\varepsilon, 0}\right) & =\lambda_{\varepsilon, 0} u_{\varepsilon, 0} \text { in } \Omega,  \tag{4.20}\\
u_{\varepsilon, 0} & =0 \text { on } \partial \Omega,  \tag{4.21}\\
-\operatorname{div}\left(\sigma_{\varepsilon, 0} \nabla w_{\varepsilon, \delta}\right)-\lambda_{\varepsilon, 0} w_{\varepsilon, \delta}= & \operatorname{div}\left(\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}\right) \\
& +\mu_{\varepsilon, \delta} u_{\varepsilon, 0} \text { in } \Omega,  \tag{4.22}\\
w_{\varepsilon, \delta}= & 0 \text { on } \partial \Omega . \tag{4.23}
\end{align*}
$$

$$
\begin{align*}
-\operatorname{div}\left(\sigma_{\varepsilon, \delta} \nabla \mathcal{R}_{u}\right)-\lambda_{\varepsilon, \delta} \mathcal{R}_{u}= & \operatorname{div}\left(\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+\nabla w_{\varepsilon, \delta}\right]\right) \\
& +\mu_{\varepsilon, \delta} w_{\varepsilon, \delta}+\mathcal{R}_{\lambda} u_{\varepsilon, \delta} \text { in } \Omega  \tag{4.24}\\
w_{\varepsilon, \delta}= & 0 \text { on } \partial \Omega \tag{4.25}
\end{align*}
$$

The decomposition is chosen so that $\mathcal{R}_{u}=\mathcal{O}\left(w_{\varepsilon, \delta}\right)$ and $\mathcal{R}_{\lambda}=\mathcal{O}\left(\mu_{\varepsilon, \delta}\right)$ as $(\varepsilon, \delta) \rightarrow 0$ in a sense that will be determined in Lemma 4.2 and Theorem 4.5. Note that these problems are well-defined in the weak sense, with the right-hand side in $H^{-1}(\Omega)$ and that the solutions $\sigma_{\varepsilon, 0}, w_{\varepsilon, \delta}, \mathcal{R}_{u}$ are in $H^{1}(\Omega)$.

According to the Fredholm alternative, (4.22)-(4.23) has a solution only if the right-hand side of (4.22) is orthogonal to $u_{\varepsilon, 0}$ which yields

$$
\int_{\Omega} \operatorname{div}\left(\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}\right) u_{\varepsilon, 0} \mathrm{~d} x+\mu_{\varepsilon, \delta} \int_{\Omega} u_{\varepsilon, 0}^{2} \mathrm{~d} x=0
$$

This gives using the normalization condition and Green's formula

$$
\begin{equation*}
\mu_{\varepsilon, \delta}=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}}\left|\nabla u_{\varepsilon, 0}\right|^{2} \mathrm{~d} x \tag{4.26}
\end{equation*}
$$

In a similar way $(4.24)-(4.25)$ has a solution only if the right-hand side of $(4.24)$ is orthogonal to $u_{\varepsilon, \delta}$ which yields

$$
\int_{\Omega} \operatorname{div}\left(\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+\nabla w_{\varepsilon, \delta}\right]\right) u_{\varepsilon, \delta}+\mu_{\varepsilon, \delta} \int_{\Omega} w_{\varepsilon, \delta} u_{\varepsilon, \delta}+\mathcal{R}_{\lambda} \int_{\Omega} u_{\varepsilon, \delta}^{2}=0
$$

Using the normalization condition for $u_{\varepsilon, \delta}$ and an integration by parts we get

$$
\mathcal{R}_{\lambda}=\mathcal{R}_{\lambda}^{1}+\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}
$$

where

$$
\begin{aligned}
\mathcal{R}_{\lambda}^{1} & :=-\mu_{\varepsilon, \delta} \int_{\Omega} w_{\varepsilon, \delta} u_{\varepsilon, \delta}, \quad \mathcal{R}_{\lambda}^{2}:=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0} \cdot \nabla u_{\varepsilon, \delta} \\
\mathcal{R}_{\lambda}^{3} & :=\int_{\Omega}\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \nabla w_{\varepsilon, \delta} \cdot \nabla u_{\varepsilon, \delta}
\end{aligned}
$$

Using (4.7) we get

$$
\begin{aligned}
\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0} & =\alpha\left(\chi_{A_{\delta}}-\chi_{A^{*}}\right)+\beta_{\varepsilon}\left(\chi_{B_{\delta}}-\chi_{B^{*}}\right) \\
& =\left(\beta_{\varepsilon}-\alpha\right)\left(\chi_{B_{\delta}}-\chi_{B^{*}}\right)=\varepsilon\left(\chi_{B_{\delta}}-\chi_{B^{*}}\right)
\end{aligned}
$$

Note that so far the expansion is valid for any $B_{\delta} \subset \Omega$ (not necessarily symmetric) and any $\Omega \subset \mathbb{R}^{d}$. The next step consists in providing the expansion of $\mu_{\varepsilon, \delta}$ with respect to $(\varepsilon, \delta)$ and to obtain uniform estimates for the remainders $\mathcal{R}_{u}$ and $\mathcal{R}_{\lambda}$ as $\chi_{B_{\delta}} \rightarrow \chi_{B^{*}}$ when $\Omega$ is a disk and $B_{\delta}$ is radially symmetric.

## 4.3. $L^{\infty}$-estimates

From now on we assume $\Omega=\mathbb{B}(0,1), B_{\delta}$ is radially symmetric and satisfies assumption (4.5). In this section we prove $L^{\infty}$-estimates for $w_{\varepsilon, \delta}$ and $\mathcal{R}_{u}$ that will be required later to estimate $\mathcal{R}_{\lambda}$. For simplicity, in what follows $c$ denotes a generic constant independent of $(\varepsilon, \delta)$.

Lemma 4.1. The function $w_{\varepsilon, \delta}$ is in $\mathcal{C}^{0}(\bar{\Omega})$ and we have the estimate

$$
\begin{equation*}
\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(\Omega)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \tag{4.27}
\end{equation*}
$$

where $c>0$ is a constant independent of $(\varepsilon, \delta)$.
Proof. In view of (4.20)-(4.21) we have $u_{\varepsilon, 0} \in H_{0}^{1}(\Omega)$ and consequently the right-hand side of (4.22)-(4.23) is in $H^{-1}(\Omega)$ since $\sigma_{\varepsilon, \delta}$ is bounded from below. Therefore $w_{\varepsilon, \delta} \in H_{0}^{1}(\Omega)$ and we actually have the standard estimate for elliptic partial differential equations:

$$
\left.\left\|w_{\varepsilon, \delta}\right\|_{H^{1}(\Omega)} \leq c\left\|\operatorname{div}\left(\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}\right)\right\|_{H^{-1}(\Omega)}+c \right\rvert\, \mu_{\varepsilon, \delta}\left\|u_{\varepsilon, 0}\right\|_{L^{2}(\Omega)}
$$

Using $\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\Omega)} \leq c$ and $\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}=\varepsilon\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)$we obtain

$$
\begin{align*}
\left\|w_{\varepsilon, \delta}\right\|_{H^{1}(\Omega)} & \leq c\left\|\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}\right\|_{L^{2}(\Omega)}+c\left|\mu_{\varepsilon, \delta}\right| \\
& \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) . \tag{4.28}
\end{align*}
$$

Passing to polar or spherical coordinates and introducing the notation $\bar{u}_{\varepsilon, 0}(r):=u_{\varepsilon, 0}(x), \bar{w}_{\varepsilon, \delta}(r):=w_{\varepsilon, \delta}(x)$ for the functions depending only on $r$ we obtain

$$
\begin{aligned}
&\left\|r^{(d-1) / 2} \bar{w}_{\varepsilon, \delta}\right\|_{L^{2}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \\
&\left\|r^{(d-1) / 2} \bar{w}_{\varepsilon, \delta}^{\prime}\right\|_{L^{2}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right)
\end{aligned}
$$

Using Theorem 3.2 and the above inequalities yields

$$
\begin{equation*}
\left\|\bar{w}_{\varepsilon, \delta}\right\|_{L^{2}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \tag{4.29}
\end{equation*}
$$

In view of (4.52) we have

$$
\begin{equation*}
\sigma_{\varepsilon, 0} \bar{w}_{\varepsilon, \delta}^{\prime}=-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \bar{u}_{\varepsilon, 0}^{\prime}+F_{11}(r) \tag{4.30}
\end{equation*}
$$

where

$$
F_{11}(r)=-r^{1-d} \int_{0}^{r} t^{d-1}\left(\mu_{\varepsilon, \delta} \bar{u}_{\varepsilon, 0}(t)+\lambda_{\varepsilon, 0} \bar{w}_{\varepsilon, \delta}(t)\right) \mathrm{d} t
$$

Therefore, in a similar way as in (3.9) we get

$$
\begin{aligned}
\left\|\sigma_{\varepsilon, 0} \bar{w}_{\varepsilon, \delta}^{\prime}\right\|_{L^{2}(0,1)} & \leq\left\|\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \bar{u}_{\varepsilon, 0}^{\prime}\right\|_{L^{2}(0,1)}+c\left\|\mu_{\varepsilon, \delta} \bar{u}_{\varepsilon, 0}+\lambda_{\varepsilon, 0} \bar{w}_{\varepsilon, \delta}\right\|_{L^{2}(0,1)} \\
& \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|+\left\|\bar{w}_{\varepsilon, \delta}\right\|_{L^{2}(0,1)}\right)
\end{aligned}
$$

Using (4.29) yields

$$
\begin{equation*}
\alpha\left\|\bar{w}_{\varepsilon, \delta}^{\prime}\right\|_{L^{2}(0,1)} \leq\left\|\sigma_{\varepsilon, 0} \bar{w}_{\varepsilon, \delta}^{\prime}\right\|_{L^{2}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \tag{4.31}
\end{equation*}
$$

Combining (4.29) and (4.31) we get

$$
\begin{equation*}
\left\|\bar{w}_{\varepsilon, \delta}\right\|_{H^{1}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \tag{4.32}
\end{equation*}
$$

Using the Sobolev imbedding $H^{1}(0,1) \hookrightarrow L^{\infty}(0,1)$ we obtain

$$
\begin{equation*}
\left\|\bar{w}_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)} \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) \tag{4.33}
\end{equation*}
$$

and (4.27) follows. From (4.32) we also deduce using a standard Sobolev imbedding that $\bar{w}_{\varepsilon, \delta} \in \mathcal{C}^{0}(0,1)$ and consequently $w_{\varepsilon, \delta} \in \mathcal{C}^{0}(\bar{\Omega})$.

Lemma 4.2. The function $\mathcal{R}_{u}$ is in $\mathcal{C}^{0}(\bar{\Omega})$ and we have the estimate

$$
\begin{equation*}
\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(\Omega)} \leq c\left(\left(\varepsilon+\left|\mu_{\varepsilon, \delta}\right|\right)\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right)+\left|\mathcal{R}_{\lambda}\right|\right) \tag{4.34}
\end{equation*}
$$

where $c>0$ is a constant independent of $(\varepsilon, \delta)$.
Proof. In view of Lemma 4.1 and its proof, the right-hand side of $(4.24)-(4.25)$ is in $H^{-1}(\Omega)$ since $\sigma_{\varepsilon, \delta}$ is bounded from below. Therefore $\mathcal{R}_{u} \in H_{0}^{1}(\Omega)$ and we actually have the standard estimate for elliptic equations:

$$
\begin{aligned}
\left\|\mathcal{R}_{u}\right\|_{H^{1}(\Omega)} & \leq c\left\|\operatorname{div}\left(\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+\nabla w_{\varepsilon, \delta}\right]\right)\right\|_{H^{-1}(\Omega)} \\
& +c\left\|\mu_{\varepsilon, \delta} w_{\varepsilon, \delta}+\mathcal{R}_{\lambda} u_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)}
\end{aligned}
$$

Using the estimates $\left\|u_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)} \leq c,\left\|u_{\varepsilon, 0}\right\|_{H^{1}(\Omega)} \leq c$, (4.28) and Lemma 4.1 we get

$$
\begin{aligned}
\left\|\mathcal{R}_{u}\right\|_{H^{1}(\Omega)} & \leq c\left\|\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+\nabla w_{\varepsilon, \delta}\right]\right\|_{L^{2}(\Omega)}+c\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)}+\left|\mathcal{R}_{\lambda}\right| \\
& \leq c\left(\varepsilon^{2}\left|I_{\delta}^{+}\right|^{1 / 2}+\varepsilon\left\|w_{\varepsilon, \delta}\right\|_{H^{1}(\Omega)}+\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)}+\left|\mathcal{R}_{\lambda}\right|\right) \\
& \leq c\left(\left(\varepsilon+\left|\mu_{\varepsilon, \delta}\right|\right)\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right)+\left|\mathcal{R}_{\lambda}\right|\right)
\end{aligned}
$$

Then, in the same way as in the proof of Lemma 4.1 we get the $L^{\infty}$-estimate (4.34) and $\mathcal{R}_{u} \in \mathcal{C}^{0}(\bar{\Omega})$.

### 4.4. Main term of the expansion

In this section we assume $\Omega=\mathbb{B}(0,1)$ is a disk, $B_{\delta}$ is radially symmetric and satisfies assumption (4.5). We compute the main term of the expansion of $\mu_{\varepsilon, \delta}$ with respect to $\varepsilon$ and $\delta$ and give an estimate for the remainder. We show that $\mathcal{R}_{\lambda}$ is asymptotically smaller than $\mu_{\varepsilon, \delta}$ as $(\varepsilon, \delta) \rightarrow 0$ by writing uniform estimates for $\mathcal{R}_{\lambda}$. First of all we introduce the notations

$$
h_{\varepsilon}:=\sigma_{\varepsilon, 0}^{2}\left|\nabla u_{\varepsilon, 0}\right|^{2}, \quad h_{0}:=\sigma_{0,0}^{2}\left|\nabla u_{0,0}\right|^{2}, \quad \mathcal{R}_{h}=h_{\varepsilon}-h_{0}
$$

According to Theorem 3.3 we have $u_{\varepsilon, 0} \in \mathcal{C}^{0}(\bar{\Omega})$ and consequently $h_{\varepsilon} \in \mathcal{C}^{1}(\Omega)$ in view of (3.5). We also clearly have $h_{0} \in \mathcal{C}^{\infty}(\Omega)$ so that $\mathcal{R}_{h} \in \mathcal{C}^{1}(\Omega)$. In view of the definitions of $I_{\delta}^{ \pm}$we have

$$
\int_{I_{\delta}^{+}} r-r^{*} \geq 0 \text { and }-\int_{I_{\delta}^{-}} r-r^{*} \geq 0
$$

Therefore, introducing the notation $l(\delta)$ we have

$$
\begin{equation*}
l(\delta):=\int_{I_{\delta}^{+}}\left(r-r^{*}\right)-\int_{I_{\delta}^{-}}\left(r-r^{*}\right) \geq 0 \tag{4.35}
\end{equation*}
$$

With a slight abuse of notation, in what follows we use the notation $h_{\varepsilon}(r), h_{0}(r)$ and $\mathcal{R}_{h}(r)$, where $r=|x|$, for the one-dimensional functions associated with $h_{\varepsilon}, h_{0}$ and $\mathcal{R}_{h}$.

Theorem 4.3. We have the expansion

$$
\begin{equation*}
\mu_{\varepsilon, \delta}=\varepsilon l(\delta) \alpha^{-2} h_{0}^{\prime}\left(r^{*}\right)+\mathcal{R}_{\mu} \text { as }(\varepsilon, \delta) \rightarrow 0 \tag{4.36}
\end{equation*}
$$

where $\mathcal{R}_{\mu}=\mathcal{O}\left(\left(\varepsilon^{1 / 2}+\delta\right) \varepsilon l(\delta)\right)$.

Proof. First we introduce the decomposition

$$
\begin{equation*}
\mu_{\varepsilon, \delta}=\mu_{\varepsilon, \delta}^{1}+\mu_{\varepsilon, \delta}^{2} \tag{4.37}
\end{equation*}
$$

with

$$
\begin{align*}
& \mu_{\varepsilon, \delta}^{1}:=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} h_{0}  \tag{4.38}\\
& \mu_{\varepsilon, \delta}^{2}:=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} \mathcal{R}_{h} . \tag{4.39}
\end{align*}
$$

To get the expansion of $\mu_{\varepsilon, \delta}^{1}$, we use a Taylor expansion of $h_{0} \in \mathcal{C}^{\infty}(0,1)$ about $r=r^{*}$ :

$$
h_{0}(r)=h_{0}\left(r^{*}\right)+h_{0}^{\prime}\left(r^{*}\right)\left(r-r^{*}\right)+\frac{h_{0}^{\prime \prime}(\zeta)}{2}\left(r-r^{*}\right)^{2},
$$

where $\zeta \in\left[r^{*}, r\right]$ or $\zeta \in\left[r, r^{*}\right]$ depending on the sign of $r-r^{*}$. Note that $\zeta$ actually depends on $r$. Plugging the Taylor expansion in $\mu_{\varepsilon, \delta}^{1}$ we consider the following expansion

$$
\begin{equation*}
\mu_{\varepsilon, \delta}^{1}=\mu_{\varepsilon, \delta}^{11}+\mu_{\varepsilon, \delta}^{12}+\mu_{\varepsilon, \delta}^{13} \tag{4.40}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mu_{\varepsilon, \delta}^{11}:=h_{0}\left(r^{*}\right) \int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}, \\
& \mu_{\varepsilon, \delta}^{12}:=h_{0}^{\prime}\left(r^{*}\right) \int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left(r-r^{*}\right)}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}, \\
& \mu_{\varepsilon, \delta}^{13}:=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) h_{0}^{\prime \prime}(\zeta)\left(r-r^{*}\right)^{2}}{2 \sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} .
\end{aligned}
$$

We observe that $\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}=\alpha(\alpha+\varepsilon)$ in $I_{\delta}^{+} \cup I_{\delta}^{-}$so that in view of $\left|I_{\delta}^{+}\right|=\left|I_{\delta}^{-}\right|$we immediately get

$$
\begin{equation*}
\mu_{\varepsilon, \delta}^{11}=0 . \tag{4.41}
\end{equation*}
$$

Now we turn to the computation of $\mu_{\varepsilon, \delta}^{12}$. We have

$$
\begin{align*}
\mu_{\varepsilon, \delta}^{12} & =\varepsilon h_{0}^{\prime}\left(r^{*}\right)\left(\int_{I_{\delta}^{+}} \frac{r-r^{*}}{\alpha(\alpha+\varepsilon)}-\int_{I_{\bar{\delta}}^{-}} \frac{r-r^{*}}{\alpha(\alpha+\varepsilon)}\right)=\varepsilon \frac{h_{0}^{\prime}\left(r^{*}\right)}{\alpha(\alpha+\varepsilon)} l(\delta) \\
& =\varepsilon \alpha^{-2} h_{0}^{\prime}\left(r^{*}\right) l(\delta)+\mathcal{R}_{12}(\varepsilon, \delta), \tag{4.42}
\end{align*}
$$

with

$$
\mathcal{R}_{12}(\varepsilon, \delta)=\mathcal{O}\left(\varepsilon^{2} l(\delta)\right) .
$$

It holds

$$
\left|\mu_{\varepsilon, \delta}^{13}\right| \leq \frac{\varepsilon}{2 \alpha(\alpha+\varepsilon)} \sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|h_{0}^{\prime \prime}(\zeta)\left(r-r^{*}\right)\right| \int_{\Omega}\left|\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)\left(r-r^{*}\right)\right| .
$$

Since $\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)\left(r-r^{*}\right) \geq 0$ we observe that

$$
\int_{\Omega}\left|\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)\left(r-r^{*}\right)\right|=\int_{\Omega}\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)\left(r-r^{*}\right)=l(\delta) .
$$

We also have, since $h_{0} \in C^{\infty}(0,1)$

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|h_{0}^{\prime \prime}(\zeta)\left(r-r^{*}\right)\right| \leq c \delta
$$

Finally this yields using (4.11)

$$
\begin{equation*}
\left|\mu_{\varepsilon, \delta}^{13}\right| \leq c \varepsilon \delta l(\delta) \tag{4.43}
\end{equation*}
$$

Next, since $\mathcal{R}_{h} \in \mathcal{C}^{1}(0,1)$ we consider the expansion

$$
\mathcal{R}_{h}(r)=\mathcal{R}_{h}\left(r^{*}\right)+\mathcal{R}_{h}^{\prime}(\zeta)\left(r-r^{*}\right)
$$

where $\zeta \in\left[r^{*}, r\right]$ or $\zeta \in\left[r, r^{*}\right]$ depending on the sign of $r-r^{*}$. Note that $\zeta$ depends on $r$. Introduce

$$
\mu_{\varepsilon, \delta}^{2}=\mu_{\varepsilon, \delta}^{21}+\mu_{\varepsilon, \delta}^{22}
$$

with

$$
\begin{aligned}
\mu_{\varepsilon, \delta}^{21} & :=\mathcal{R}_{h}\left(r^{*}\right) \int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} \\
\mu_{\varepsilon, \delta}^{22} & :=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \mathcal{R}_{h}^{\prime}(\zeta)\left(r-r^{*}\right)}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}
\end{aligned}
$$

We clearly have, for the same reasons for which we had $\mu_{\varepsilon, \delta}^{11}=0$, that

$$
\begin{equation*}
\mu_{\varepsilon, \delta}^{21}=0 \tag{4.44}
\end{equation*}
$$

For $\mu_{\varepsilon, \delta}^{22}$ we use

$$
\begin{align*}
\left|\mu_{\varepsilon, \delta}^{22}\right| & \leq \frac{\varepsilon}{\alpha(\alpha+\varepsilon)} \sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|\mathcal{R}_{h}^{\prime}(\zeta)\right| \int_{\Omega}\left|\left(\chi_{I_{\delta}^{+}}-\chi_{I_{\delta}^{-}}\right)\left(r-r^{*}\right)\right| \\
& \leq \frac{\varepsilon}{\alpha(\alpha+\varepsilon)} l(\delta) \sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|\mathcal{R}_{h}^{\prime}(\zeta)\right| . \tag{4.45}
\end{align*}
$$

We now proceed to estimate $\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|\mathcal{R}_{h}^{\prime}(\zeta)\right|$. First we have

$$
\mathcal{R}_{h}=\left(\sigma_{\varepsilon, 0}\right)^{2}\left|\nabla u_{\varepsilon, 0}\right|^{2}-\left(\sigma_{0,0}\right)^{2}\left|\nabla u_{0,0}\right|^{2}=g_{\varepsilon} \tilde{g}_{\varepsilon}
$$

with

$$
\begin{aligned}
& g_{\varepsilon}:=\sigma_{\varepsilon, 0} \nabla u_{\varepsilon, 0}-\sigma_{0,0} \nabla u_{0,0} \\
& \tilde{g}_{\varepsilon}:=\sigma_{\varepsilon, 0} \nabla u_{\varepsilon, 0}+\sigma_{0,0} \nabla u_{0,0}
\end{aligned}
$$

Next we prove that

$$
\left\|\mathcal{R}_{h}^{\prime}\right\|_{L^{\infty}\left(r^{*} / 2,1\right)} \leq c \sqrt{\varepsilon}
$$

We have $\mathcal{R}_{h}^{\prime}=g_{\varepsilon}^{\prime} \tilde{g}_{\varepsilon}+g_{\varepsilon} \tilde{g}_{\varepsilon}^{\prime}$. We have seen in (3.7) that $g_{\varepsilon}$ satisfies the equation

$$
\frac{\mathrm{d}}{\mathrm{~d} r}\left[r^{d-1} g_{\varepsilon}(r)\right]=-r^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(r)-\lambda_{0} \bar{u}_{0}(r)\right)
$$

which gives

$$
\begin{equation*}
r^{d-1} g_{\varepsilon}^{\prime}(r)=(d-1) r^{d-2} g_{\varepsilon}(r)-r^{d-1}\left(\lambda_{\varepsilon} \bar{u}_{\varepsilon}(r)-\lambda_{0} \bar{u}_{0}(r)\right) . \tag{4.46}
\end{equation*}
$$

Since $\left\|g_{\varepsilon}\right\|_{L^{\infty}(0,1)} \leq c \sqrt{\varepsilon}$ and $\left\|\lambda_{\varepsilon} \bar{u}_{\varepsilon}(r)-\lambda_{0} \bar{u}_{0}(r)\right\|_{L^{\infty}(0,1)} \leq c \sqrt{\varepsilon}$ in view of Theorem 3.3, equation (4.46) yields

$$
\left\|g_{\varepsilon}^{\prime}\right\|_{L^{\infty}\left(r^{*} / 2,1\right)} \leq c \sqrt{\varepsilon}
$$

Using Theorem 3.3 we also get $\left\|\tilde{g}_{\varepsilon}\right\|_{L^{\infty}(0,1)} \leq c$ and we deduce in a similar way $\left\|\tilde{g}_{\varepsilon}^{\prime}\right\|_{L^{\infty}\left(r^{*} / 2,1\right)} \leq c$. Combining these results with $\mathcal{R}_{h}^{\prime}=g_{\varepsilon}^{\prime} \tilde{g}_{\varepsilon}+g_{\varepsilon} \tilde{g}_{\varepsilon}^{\prime}$ we get

$$
\left\|\mathcal{R}_{h}^{\prime}\right\|_{L^{\infty}\left(r^{*} / 2,1\right)} \leq c \sqrt{\varepsilon} .
$$

Inserting this result into (4.45) we obtain

$$
\begin{equation*}
\left|\mu_{\varepsilon, \delta}^{22}\right| \leq c \varepsilon^{3 / 2} l(\delta) \tag{4.47}
\end{equation*}
$$

Finally, considering the decomposition

$$
\mu_{\varepsilon, \delta}=\mu_{\varepsilon, \delta}^{11}+\mu_{\varepsilon, \delta}^{12}+\mu_{\varepsilon, \delta}^{13}+\mu_{\varepsilon, \delta}^{21}+\mu_{\varepsilon, \delta}^{22}
$$

and gathering (4.41), (4.42), (4.43), (4.44), (4.47) we have proved (4.36).
In view of (4.36) we need to show that $\varepsilon \alpha^{-2} h_{0}^{\prime}\left(r^{*}\right) l(\delta) \geq 0$ for all $\varepsilon>0, \delta>0$ to prove the main result. Since $\alpha>0$ and $l(\delta) \geq 0$ one should prove that $h_{0}^{\prime}\left(r^{*}\right)>0$. This is given in the following

Lemma 4.4. If $m<\bar{m}$ then $h_{0}^{\prime}\left(r^{*}\right)>0$.
Proof. We have $h_{0}=\sigma_{0,0}^{2}\left|\nabla u_{0,0}\right|^{2} \in \mathcal{C}^{\infty}(\Omega)$ when $\Omega=\mathbb{B}(0,1)$. We compute

$$
h_{0}^{\prime}=2 \sigma_{0,0}^{2} \bar{u}_{0,0}^{\prime} \bar{u}_{0,0}^{\prime \prime} .
$$

We have seen in Section 3 that $u_{0,0}$ is given by the Bessel functions (3.3) and (3.4) for $d=2$ and $d=3$, respectively. It is a standard result that $\bar{u}_{0,0}^{\prime}$ is negative, decreasing on $\left[0, r_{d}^{1}\right]$ and increasing on $\left[r_{d}^{1}, 1\right]$, where $0<r_{d}^{1}<1$ is defined in Figure 1. Thus we get

$$
\begin{array}{ll}
h_{0}^{\prime}(r)>0 & \text { for } r \in\left[0, r_{d}^{1}[,\right. \\
h_{0}^{\prime}(r)=0 & \text { for } r=r_{d}^{1}, \\
h_{0}^{\prime}(r)<0 & \text { for } \left.r \in] r_{d}^{1}, 1\right] . \tag{4.50}
\end{array}
$$

Thanks to the assumption $m<\bar{m}$ we get $r^{*}<r_{d}^{0}<r_{d}^{1}$ which completes the proof using (4.48).

### 4.5. Estimate of the remainder

In this section we give the estimate with respect to $(\varepsilon, \delta)$ for the remainder $\mathcal{R}_{\lambda}$ in expansion (4.19).
Theorem 4.5. We have the estimate

$$
\begin{equation*}
\left|\mathcal{R}_{\lambda}\right| \leq c \varepsilon^{2} l(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)\right) \text { as }(\varepsilon, \delta) \rightarrow 0 \tag{4.51}
\end{equation*}
$$

where $c>0$ is independent of $(\varepsilon, \delta)$.
Proof. Step 1. First of all we define the following functions

$$
F_{0}:=\sigma_{\varepsilon, 0} \nabla u_{\varepsilon, 0}, \quad F_{1}:=\sigma_{\varepsilon, 0} \nabla w_{\varepsilon, \delta}, \quad F_{2}:=\sigma_{\varepsilon, \delta} \nabla \mathcal{R}_{u} .
$$

For the sake of simplicity we will denote indistinctly $F_{0}, F_{1}, F_{2}$ and $u_{\varepsilon, 0}, w_{\varepsilon, \delta}, \mathcal{R}_{u}$ for the functions taking arguments in $\mathbb{R}^{d}$ or for their one-dimensional counterparts. We decompose $F_{0}, F_{1}$ and $F_{2}$ into a smooth and a nonsmooth part. In view of (4.22)-(4.23) we have

$$
-r^{1-d} \frac{\mathrm{~d}}{\mathrm{~d} r}\left[r^{d-1} F_{1}(r)\right]=r^{1-d} \frac{\mathrm{~d}}{\mathrm{~d} r}\left[r^{d-1} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} u_{\varepsilon, 0}^{\prime}\right]+\mu_{\varepsilon, \delta} u_{\varepsilon, 0}+\lambda_{\varepsilon, 0} w_{\varepsilon, \delta},
$$

Dividing by $r^{1-d}$ and integrating from 0 to $r$ we get

$$
-r^{d-1} F_{1}(r)=r^{d-1} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} u_{\varepsilon, 0}^{\prime}+\int_{0}^{r} t^{d-1}\left(\mu_{\varepsilon, \delta} u_{\varepsilon, 0}(t)+\lambda_{\varepsilon, 0} w_{\varepsilon, \delta}(t)\right) \mathrm{d} t
$$

where we have used $u_{\varepsilon, 0}^{\prime}(0)=0$ and $\lim _{t \rightarrow 0} t^{d-1} F_{1}(t)=0$. This yields

$$
\begin{equation*}
F_{1}(r)=-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} u_{\varepsilon, 0}^{\prime}+F_{11}(r) \tag{4.52}
\end{equation*}
$$

where

$$
\begin{equation*}
F_{11}(r)=-r^{1-d} \int_{0}^{r} t^{d-1}\left(\mu_{\varepsilon, \delta} u_{\varepsilon, 0}(t)+\lambda_{\varepsilon, 0} w_{\varepsilon, \delta}(t)\right) \mathrm{d} t \tag{4.53}
\end{equation*}
$$

In a similar way, we get

$$
\begin{align*}
F_{2}(r) & =-\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} u_{\varepsilon, 0}^{\prime}+w_{\varepsilon, \delta}^{\prime}\right]+F_{21}(r)  \tag{4.54}\\
F_{21}(r) & =-r^{1-d} \int_{0}^{r} t^{d-1}\left(\mu_{\varepsilon, \delta} w_{\varepsilon, \delta}+\mathcal{R}_{\lambda} u_{\varepsilon, \delta}+\lambda_{\varepsilon, \delta} \mathcal{R}_{u}\right) \mathrm{d} t \tag{4.55}
\end{align*}
$$

and

$$
\begin{equation*}
F_{0}(r)=-r^{1-d} \int_{0}^{r} t^{d-1}\left(\lambda_{\varepsilon, 0} u_{\varepsilon, 0}\right) \mathrm{d} t \tag{4.56}
\end{equation*}
$$

In (4.54) we can replace $w_{\varepsilon, \delta}^{\prime}$ using (4.52). After simplification this yields

$$
\begin{equation*}
F_{2}(r)=-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, 0}} F_{11}(r)+F_{21}(r) \tag{4.57}
\end{equation*}
$$

Step 2. Next we decompose $\mathcal{R}_{\lambda}^{2}$ and $\mathcal{R}_{\lambda}^{3}$ in the following way

$$
\mathcal{R}_{\lambda}^{2}=\mathcal{R}_{\lambda}^{21}+\mathcal{R}_{\lambda}^{22}+\mathcal{R}_{\lambda}^{23} \text { and } \mathcal{R}_{\lambda}^{3}=\mathcal{R}_{\lambda}^{31}+\mathcal{R}_{\lambda}^{32}+\mathcal{R}_{\lambda}^{33}
$$

where

$$
\begin{aligned}
& \mathcal{R}_{\lambda}^{21}:=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}}\left(F_{0}\right)^{2}, \quad \mathcal{R}_{\lambda}^{22}:=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}} F_{0} F_{1}, \\
& \mathcal{R}_{\lambda}^{23}:=\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta}^{2} \sigma_{\varepsilon, 0}} F_{0} F_{2}
\end{aligned}
$$

and

$$
\begin{aligned}
& \mathcal{R}_{\lambda}^{31}:=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}} F_{0} F_{1}, \quad \mathcal{R}_{\lambda}^{32}:=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}}\left(F_{1}\right)^{2} \\
& \mathcal{R}_{\lambda}^{33}:=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}} F_{1} F_{2}
\end{aligned}
$$

Now we compute using (4.52):

$$
\begin{aligned}
\mathcal{R}_{\lambda}^{21}+\mathcal{R}_{\lambda}^{31} & =\int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}}\left(F_{0}\right)^{2}+\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}} F_{0}\left[-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+F_{11}\right] \\
& =\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}} F_{0} F_{11} .
\end{aligned}
$$

Using again (4.52) we get

$$
\begin{aligned}
\mathcal{R}_{\lambda}^{22}+\mathcal{R}_{\lambda}^{32}= & \int_{\Omega} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}} F_{0}\left[-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+F_{11}\right] \\
& +\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}}\left[-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) \sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta}} \nabla u_{\varepsilon, 0}+F_{11}\right]^{2} \\
= & \int_{\Omega}-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}} F_{0} F_{11}+\frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}}\left(F_{11}\right)^{2}
\end{aligned}
$$

For the other two terms, using (4.52) and (4.57) we get

$$
\begin{aligned}
\mathcal{R}_{\lambda}^{23}+\mathcal{R}_{\lambda}^{33} & =\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}}\left[\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, \delta}} F_{0}+F_{1}\right] F_{2} \\
& =\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}} F_{11}\left[-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)}{\sigma_{\varepsilon, 0}} F_{11}+F_{21}\right] \\
& =\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}} F_{11} F_{21}-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, 0}^{2} \sigma_{\varepsilon, \delta}}\left(F_{11}\right)^{2}
\end{aligned}
$$

We proceed with further simplifications by summing all terms:

$$
\begin{aligned}
\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}= & \mathcal{R}_{\lambda}^{21}+\mathcal{R}_{\lambda}^{31}+\mathcal{R}_{\lambda}^{22}+\mathcal{R}_{\lambda}^{32}+\mathcal{R}_{\lambda}^{23}+\mathcal{R}_{\lambda}^{33} \\
= & \int_{\Omega}\left[\frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}}-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}^{2}}\right] F_{0} F_{11} \\
& +\int_{\Omega}\left[\frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0}^{2}}-\frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)^{2}}{\sigma_{\varepsilon, 0}^{2} \sigma_{\varepsilon, \delta}}\right]\left(F_{11}\right)^{2}+\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}} F_{11} F_{21} \\
= & \int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}\left(F_{0} F_{11}+\left(F_{11}\right)^{2}+F_{11} F_{21}\right) .
\end{aligned}
$$

We have obtained

$$
\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}=\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F
$$

with

$$
F:=F_{0} F_{11}+\left(F_{11}\right)^{2}+F_{11} F_{21}=F_{11}\left(F_{0}+F_{11}+F_{21}\right)
$$

Step 3. Since the functions $u_{\varepsilon, 0}, w_{\varepsilon, \delta}, u_{\varepsilon, \delta}$ and $\mathcal{R}_{u}$ are in $\mathcal{C}^{0}(\bar{\Omega})$ due to Theorem 3.3, Lemmas 4.1 and 4.2, we get $F_{0}, F_{11}, F_{21} \in \mathcal{C}^{1}(0,1)$ and a fortiori $F \in \mathcal{C}^{1}(0,1)$. Therefore it is possible to consider the Taylor expansion

$$
F(r)=F\left(r^{*}\right)+F^{\prime}(\zeta)\left(r-r^{*}\right)
$$

where $\zeta \in\left[r^{*}, r\right]$ or $\zeta \in\left[r, r^{*}\right]$ depending on the sign of $r-r^{*}$. Replacing in the previous expression we get

$$
\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}=F\left(r^{*}\right) \int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}+\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F^{\prime}(\zeta)\left(r-r^{*}\right)
$$

As already observed above we have

$$
\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}=0
$$

and

$$
\begin{equation*}
\left|\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F^{\prime}(\zeta)\left(r-r^{*}\right)\right| \leq \frac{\varepsilon l(\delta)}{\alpha(\alpha+\varepsilon)} \sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F^{\prime}(r)\right| \leq c . \tag{4.58}
\end{equation*}
$$

We give now an estimate for the supremum in (4.58). We have

$$
F^{\prime}=F_{11}^{\prime}\left(F_{0}+F_{11}+F_{21}\right)+F_{11}\left(F_{0}^{\prime}+F_{11}^{\prime}+F_{21}^{\prime}\right)
$$

Using (4.56) we get

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{0}(r)\right| \leq c .
$$

and

$$
F_{0}^{\prime}=r^{-1}(1-d) F_{0}-\lambda_{\varepsilon, 0} u_{\varepsilon, 0}
$$

so that

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{0}^{\prime}(r)\right| \leq c .
$$

According to (4.53) we get

$$
F_{11}^{\prime}=r^{-1}(1-d) F_{11}-\left(\mu_{\varepsilon, \delta} u_{\varepsilon, 0}+\lambda_{\varepsilon, 0} w_{\varepsilon, \delta}\right)
$$

so that

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{11}^{\prime}(r)\right| \leq c\left(\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{11}(r)\right|+\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right),
$$

where we have used the fact that $u_{\varepsilon, 0}$ is uniformly bounded on $\Omega$ independently of $\varepsilon$ and $\lambda_{\varepsilon, 0} \leq c$ as well. Using expression (4.53) we get

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{11}(r)\right| \leq c\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right)
$$

and consequently

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{11}^{\prime}(r)\right| \leq c\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right) .
$$

Using Lemma 4.1 we obtain

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{11}^{\prime}(r)\right| \leq c\left(\varepsilon\left|I_{\delta}^{+}\right|^{1 / 2}+\left|\mu_{\varepsilon, \delta}\right|\right) .
$$

According to (4.55) we get

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{21}(r)\right| \leq c\left(\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right)
$$

and

$$
F_{21}^{\prime}(r)=r^{-1}(1-d) F_{21}-\left(\mu_{\varepsilon, \delta} w_{\varepsilon, \delta}+\mathcal{R}_{\lambda} u_{\varepsilon, \delta}+\lambda_{\varepsilon, \delta} \mathcal{R}_{u}\right)
$$

so that

$$
\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F_{21}^{\prime}(r)\right| \leq c\left(\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right) .
$$

Gathering the previous results we obtain

$$
\left.\sup _{r \in\left[r^{*}-\delta, r^{*}+\delta\right]}\left|F^{\prime}(r)\right| \leq c\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right)\left(c+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right)\right) .
$$

Plugging this result into (4.58) we obtain

$$
\left.\left|\int_{\Omega} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F^{\prime}(\zeta)\left(r-r^{*}\right)\right| \leq \varepsilon l(\delta) c\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right)\left(c+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right)\right) .
$$

So finally we have obtained

$$
\begin{equation*}
\left.\left|\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}\right| \leq \varepsilon l(\delta) c\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right)\left(c+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right)\right) \tag{4.59}
\end{equation*}
$$

Step 4. We have the estimate

$$
\begin{equation*}
\left|\mathcal{R}_{\lambda}^{1}\right| \leq\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)} \tag{4.60}
\end{equation*}
$$

Gathering (4.60) and (4.59) we obtain

$$
\begin{align*}
\left|\mathcal{R}_{\lambda}\right| & =\left|\mathcal{R}_{\lambda}^{1}+\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}\right| \\
& \left.\leq\left|\mu_{\varepsilon, \delta}\right|\left\|w_{\varepsilon, \delta}\right\|_{L^{2}(\Omega)}+\operatorname{c\varepsilon l}(\delta)\left(\left|\mu_{\varepsilon, \delta}\right|+\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(0,1)}\right)\left(c+\left|\mathcal{R}_{\lambda}\right|+\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(0,1)}\right)\right) \tag{4.61}
\end{align*}
$$

Using (4.27), (4.34) and (4.36) we get the estimates

$$
\begin{aligned}
\left\|\mathcal{R}_{u}\right\|_{L^{\infty}(\Omega)} & \leq c \varepsilon^{2}\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)+\left|\mathcal{R}_{\lambda}\right|\right) \\
\left\|w_{\varepsilon, \delta}\right\|_{L^{\infty}(\Omega)} & \leq c \varepsilon\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)\right)
\end{aligned}
$$

Using these estimates in (4.61) yields

$$
\begin{equation*}
\left|\mathcal{R}_{\lambda}\right| \leq \varepsilon^{2} l(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)\right)\left(c+\left|\mathcal{R}_{\lambda}\right|\right) \tag{4.62}
\end{equation*}
$$

Since $\varepsilon^{2} l(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)\right)$ goes to zero when $(\varepsilon, \delta) \rightarrow 0$, we can move the term depending on $\left|\mathcal{R}_{\lambda}\right|$ in the right-hand side of (4.62) to the left-hand side and we obtain (4.51).

### 4.6. Main result

We can now state the main result of this paper. Let $B^{*}=\mathbb{B}\left(0, r^{*}\right)$ as given by Proposition 3.1.
Theorem 4.6. If $m<\bar{m}$ there exists $\varepsilon_{0}>0$ such that for all $B \in \mathcal{B}$ we have

$$
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}(B) \text { for all } 0<\varepsilon<\varepsilon_{0}
$$

and the equality occurs only when $B=B^{*}$ almost everywhere in $\Omega$.
Proof. Thanks to Theorem 2.3 we can assume $B$ is radially symmetric. In view of the proof of Corollary 3.10, for all $\varepsilon>0$ there exists a $\delta(\varepsilon)>0$ such that

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{4.63}
\end{equation*}
$$

holds with $\delta(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ and $\delta(\varepsilon)$ strictly increasing. In view of (4.19) and (4.36) we have

$$
\begin{aligned}
\lambda_{\varepsilon}\left(B_{\delta}\right)=\lambda_{\varepsilon, \delta} & =\lambda_{\varepsilon, 0}+\mu_{\varepsilon, \delta}+\mathcal{R}_{\lambda}(\varepsilon, \delta) \\
& =\lambda_{\varepsilon, 0}+\varepsilon l(\delta) \alpha^{-2} h_{0}^{\prime}\left(r^{*}\right)+\mathcal{R}_{\mu}+\mathcal{R}_{\lambda}(\varepsilon, \delta)
\end{aligned}
$$

According to Theorems 4.3 and 4.5 we have

$$
\begin{aligned}
& \left|\mathcal{R}_{\mu}\right| \leq c\left(\varepsilon^{1 / 2}+\delta\right) \varepsilon l(\delta) \\
& \left|\mathcal{R}_{\lambda}\right| \leq c \varepsilon^{2} l(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l(\delta)\right)
\end{aligned}
$$

In view of Lemma 4.4 we have $h_{0}^{\prime}\left(r^{*}\right)>0$. Therefore there exists $\varepsilon_{0}>0$ and $\delta_{0}>0$ such that for all $\varepsilon<\varepsilon_{0}$ and $\delta<\delta_{0}$ we have $\lambda_{\varepsilon}\left(B_{\delta}\right) \geq \lambda_{\varepsilon, 0}=\lambda_{\varepsilon}\left(B^{*}\right)$. In particular one can choose $B_{\delta}=B_{\delta(\varepsilon)}^{*}$ for $\varepsilon$ small enough, and using (4.63) we get

$$
\begin{equation*}
\lambda_{\varepsilon}\left(B^{*}\right) \leq \lambda_{\varepsilon}\left(B_{\delta}\right)=\lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right) \leq \lambda_{\varepsilon}(B) \tag{4.64}
\end{equation*}
$$

which gives (4.1). The case $\lambda_{\varepsilon}\left(B_{\delta(\varepsilon)}^{*}\right)=\lambda_{\varepsilon}\left(B^{*}\right)$ only occurs when $l(\delta(\varepsilon))=0$ which implies $B_{\delta(\varepsilon)}^{*}=B^{*}$ almost everywhere in view of (4.35).

## 5. Optimum of Type II

The results of Section 4 can be extended to the case of the Type II optimum. The proof is similar, so we will only give the main results and describe the differences with Section 4 . The main difference between optima of Type I and II is that the minimizers of Type II depend on $\varepsilon$, due to the fact that there are two connected components. The proofs of the results in Section 4 should be modified accordingly.

In this section we assume $m>\bar{m}$ in order to deal with optima of Type II. Let $\delta>0$ be given, then according to Theorem 3.9 there exists $\varepsilon_{0}(\delta)$ and a radially symmetric set $B_{\delta}^{*}$ satisfying (3.29), (3.30) and (3.31) for $0<\varepsilon \leq \varepsilon_{0}(\delta)$. For such $\varepsilon$ we introduce a new set $B_{\varepsilon}^{*}=B_{\varepsilon, 0}^{*} \cup B_{\varepsilon, 1}^{*}$ with

$$
\begin{align*}
B_{\varepsilon, 0}^{*} & =\mathbb{B}\left(0, \xi_{\varepsilon}^{0}\right)  \tag{5.1}\\
B_{\varepsilon, 1}^{*} & =\mathbb{B}(0,1) \backslash \overline{\mathrm{B}\left(0, \xi_{\varepsilon}^{1}\right)}, \tag{5.2}
\end{align*}
$$

and sets $I_{\delta}^{* \pm k}, k=0,1$ such that

$$
\begin{align*}
I_{\delta}^{*+k} & :=\left\{x \in \Omega \mid \chi_{B_{\delta, k}^{*}}(x)-\chi_{B_{\varepsilon, k}^{*}}(x)=1\right\}  \tag{5.3}\\
I_{\delta}^{*-k} & :=\left\{x \in \Omega \mid \chi_{B_{\delta, k}^{*}}(x)-\chi_{B_{\varepsilon, k}^{*}}(x)=-1\right\} \tag{5.4}
\end{align*}
$$

where $B_{\delta}^{*}=B_{\delta, 0}^{*} \cup B_{\delta, 1}^{*}$ as in Theorem 3.9. We also define $I_{\delta}^{* k}:=I_{\delta}^{*+k} \cup I_{\delta}^{*-k}$. The positions $\xi_{\varepsilon}^{0}$ and $\xi_{\varepsilon}^{1}$ are chosen so that

$$
\begin{equation*}
\int_{\Omega} \chi_{I_{\delta}^{*+0}}-\chi_{I_{\delta}^{*-0}}=0 \text { and } \int_{\Omega} \chi_{I_{\delta}^{*+1}}-\chi_{I_{\delta}^{*-1}}=0 \tag{5.5}
\end{equation*}
$$

Such $\xi_{\varepsilon}^{0}$ and $\xi_{\varepsilon}^{1}$ exist and are unique. Indeed $\left|I_{\delta}^{*-0}\right|$ and $\left|I_{\delta}^{*+0}\right|$ are obviously increasing and decreasing functions of $\xi_{\varepsilon}^{0}$, respectively, and continuous as well. For $\xi_{\varepsilon}^{0}$ small enough we have $\left|I_{\delta}^{*-0}\right|=0$ and for $\xi_{\varepsilon}^{0}$ large enough we have $\left|I_{\delta}^{*+0}\right|=0$ so there exists a unique $\xi_{\varepsilon}^{0}$ such that $\left|I_{\delta}^{*-0}\right|=\left|I_{\delta}^{*+0}\right|$. Due to the volume constraint $\left|B_{\varepsilon}^{*}\right|=m$ and since $B_{\varepsilon}^{*}$ has two connected components, $\xi_{\varepsilon}^{1}$ is uniquely determined by the choice of $\xi_{\varepsilon}^{0}$ and we have

$$
\begin{aligned}
m & =\left|B_{\delta, 0}^{*}\right|+\left|B_{\delta, 1}^{*}\right| \\
& =\left|I_{\delta}^{*+0}\right|+\left|B_{\varepsilon, 0}^{*} \cap B_{\delta, 0}^{*}\right|+\left|I_{\delta}^{*+1}\right|+\left|B_{\varepsilon, 1}^{*} \cap B_{\delta, 1}^{*}\right| \\
& =\left|I_{\delta}^{*+0}\right|+\left|B_{\varepsilon, 0}^{*}\right|-\left|I_{\delta}^{*-0}\right|+\left|I_{\delta}^{*+1}\right|+\left|B_{\varepsilon, 1}^{*} \cap B_{\delta, 1}^{*}\right| \\
& =\left|B_{\varepsilon, 0}^{*}\right|+\left|I_{\delta}^{*+1}\right|+\left|B_{\varepsilon, 1}^{*} \cap B_{\delta, 1}^{*}\right|
\end{aligned}
$$

which yields

$$
\left|I_{\delta}^{*+1}\right|=m-\left|B_{\varepsilon, 0}^{*}\right|-\left|B_{\varepsilon, 1}^{*} \cap B_{\delta, 1}^{*}\right|=\left|B_{\varepsilon, 1}^{*}\right|-\left|B_{\varepsilon, 1}^{*} \cap B_{\delta, 1}^{*}\right|=\left|I_{\delta}^{*-1}\right|
$$

Thus $\xi_{\varepsilon}^{0}$ and $\xi_{\varepsilon}^{1}$ can be chosen in a unique way so that (5.5) occurs. In addition since $B_{\delta}^{*}$ satisfies (3.29), (3.30) we have

$$
\begin{equation*}
\left|\xi_{\varepsilon}^{0}-\xi^{0}\right| \leq \delta \text { and }\left|\xi_{\varepsilon}^{1}-\xi^{1}\right| \leq \delta \tag{5.6}
\end{equation*}
$$

Following (3.29)-(3.30) we consider any radially symmetric set $B_{\delta}=B_{\delta, 0} \cup B_{\delta, 1}$ such that

$$
\begin{align*}
& \frac{\mathrm{B}\left(0, \xi^{0}-\delta\right)}{} \subset B_{\delta, 0} \subset \mathbb{B}\left(0, \xi^{0}+\delta\right)  \tag{5.7}\\
& \mathbb{B}(0,1) \backslash \overline{\mathrm{B}\left(0, \xi^{1}+\delta\right)} \subset B_{\delta, 1} \subset \mathbb{B}(0,1) \backslash \overline{\mathrm{B}\left(0, \xi^{1}-\delta\right)} \tag{5.8}
\end{align*}
$$

and satisfying

$$
\begin{equation*}
\int_{\Omega} \chi_{I_{\delta}^{+0}}-\chi_{I_{\delta}^{-0}}=0 \text { and } \int_{\Omega} \chi_{I_{\delta}^{+1}}-\chi_{I_{\delta}^{-1}}=0 \tag{5.9}
\end{equation*}
$$

where $I_{\delta}^{ \pm k}, k=0,1$ are defined by

$$
\begin{align*}
& I_{\delta}^{+k}:=\left\{x \in \Omega \mid \chi_{B_{\delta, k}}(x)-\chi_{B_{\varepsilon, k}^{*}}(x)=1\right\},  \tag{5.10}\\
& I_{\delta}^{-k}:=\left\{x \in \Omega \mid \chi_{B_{\delta, k}}(x)-\chi_{B_{\varepsilon, k}^{*}}(x)=-1\right\} . \tag{5.11}
\end{align*}
$$

We also define $I_{\delta}^{k}:=I_{\delta}^{+k} \cup I_{\delta}^{-k}$. Due to assumptions (5.7)-(5.8) and to (5.6) we have

$$
\begin{array}{ll}
I_{\delta}^{+0} \subset \mathbb{B}\left(0, \xi_{\varepsilon}^{0}+2 \delta\right) \backslash \mathbb{B}\left(0, \xi_{\varepsilon}^{0}\right), & I_{\delta}^{+1} \subset \mathbb{B}\left(0, \xi_{\varepsilon}^{1}\right) \backslash \mathbb{B}\left(0, \xi_{\varepsilon}^{1}-2 \delta\right) \\
I_{\delta}^{-0} \subset \mathbb{B}\left(0, \xi_{\varepsilon}^{0}\right) \backslash \mathbb{B}\left(0, \xi_{\varepsilon}^{0}-2 \delta\right), & I_{\delta}^{-1} \subset \mathbb{B}\left(0, \xi_{\varepsilon}^{1}+2 \delta\right) \backslash \mathbb{B}\left(0, \xi_{\varepsilon}^{1}\right)
\end{array}
$$

As in Section 4, we aim at obtaining an asymptotic expansion of $\lambda_{\varepsilon, \delta}=\lambda_{\varepsilon}\left(B_{\delta}\right)$ with respect to $(\varepsilon, \delta)$ of the type

$$
\begin{align*}
& u_{\varepsilon, \delta}=u_{\varepsilon, 0}+w_{\varepsilon, \delta}+\mathcal{R}_{u}(\varepsilon, \delta)  \tag{5.12}\\
& \lambda_{\varepsilon, \delta}=\lambda_{\varepsilon, 0}+\mu_{\varepsilon, \delta}+\mathcal{R}_{\lambda}(\varepsilon, \delta) \tag{5.13}
\end{align*}
$$

We introduce the notations

$$
\begin{aligned}
& l_{\varepsilon}^{0}(\delta):=\int_{I_{\delta}^{+0}} r-\xi_{\varepsilon}^{0}-\int_{I_{\delta}^{-0}} r-\xi_{\varepsilon}^{0} \geq 0 \\
& l_{\varepsilon}^{1}(\delta):=\int_{I_{\delta}^{+1}} r-\xi_{\varepsilon}^{1}-\int_{I_{\delta}^{-1}} r-\xi_{\varepsilon}^{1} \leq 0
\end{aligned}
$$

and $l_{\varepsilon}(\delta)=l_{\varepsilon}^{0}(\delta)-l_{\varepsilon}^{1}(\delta) \geq 0$. The asymptotic expansions (5.12)-(5.13) follow the same procedure as in Section 4.2. The $L^{\infty}$-estimates from Section 4.3 are still valid for optima of Type II. The estimate of $\mu_{\varepsilon, \delta}$ is slightly different from the estimate in Section 4.4.

Theorem 5.1. We have the expansion:

$$
\begin{equation*}
\mu_{\varepsilon, \delta}=\varepsilon \alpha^{-2}\left(h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right) l_{\varepsilon}^{0}(\delta)+h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right) l_{\varepsilon}^{1}(\delta)\right)+\mathcal{R}_{\mu} \text { as }(\varepsilon, \delta) \rightarrow 0 \tag{5.14}
\end{equation*}
$$

where $\mathcal{R}_{\mu}=\mathcal{O}\left(\left(\varepsilon^{1 / 2}+\delta\right) \varepsilon l_{\varepsilon}(\delta)\right)$.
Proof. We only discuss the main changes compared with the proof of Theorem 4.3. We use a Taylor expansion of $h_{0} \in \mathcal{C}^{\infty}(0,1)$ about $r=\xi_{\varepsilon}^{0}$ and $r=\xi_{\varepsilon}^{1}$ :

$$
\begin{align*}
& h_{0}(r)=h_{0}\left(\xi_{\varepsilon}^{0}\right)+h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right)\left(r-\xi_{\varepsilon}^{0}\right)+\frac{h_{0}^{\prime \prime}\left(\zeta^{0}\right)}{2}\left(r-\xi_{\varepsilon}^{0}\right)^{2}  \tag{5.15}\\
& h_{0}(r)=h_{0}\left(\xi_{\varepsilon}^{1}\right)+h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right)\left(r-\xi_{\varepsilon}^{1}\right)+\frac{h_{0}^{\prime \prime}\left(\zeta^{1}\right)}{2}\left(r-\xi_{\varepsilon}^{1}\right)^{2} \tag{5.16}
\end{align*}
$$

where $\zeta^{k} \in\left[\xi_{\varepsilon}^{k}, r\right]$ or $\zeta^{k} \in\left[r, \xi_{\varepsilon}^{k}\right]$ depending on the sign of $r-\xi_{\varepsilon}^{k}$. Plugging these Taylor expansions in $\mu_{\varepsilon, \delta}^{1}$ we consider the following expansion

$$
\begin{equation*}
\mu_{\varepsilon, \delta}^{1}=\mu_{\varepsilon, \delta}^{11}+\mu_{\varepsilon, \delta}^{12}+\mu_{\varepsilon, \delta}^{13} \tag{5.17}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mu_{\varepsilon, \delta}^{11}:=h_{0}\left(\xi_{\varepsilon}^{0}\right) \int_{I_{\delta}^{0}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}+h_{0}\left(\xi_{\varepsilon}^{1}\right) \int_{I_{\delta}^{1}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}, \\
& \mu_{\varepsilon, \delta}^{12}:=h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right) \int_{I_{\delta}^{0}} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left(r-\xi_{\varepsilon}^{0}\right)}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}+h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right) \int_{I_{\delta}^{1}} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right)\left(r-\xi_{\varepsilon}^{1}\right)}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}, \\
& \mu_{\varepsilon, \delta}^{13}:=\int_{I_{\delta}^{0}} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) h_{0}^{\prime \prime}\left(\zeta^{0}\right)\left(r-\xi_{\varepsilon}^{0}\right)^{2}}{2 \sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}+\int_{I_{\delta}^{1}} \frac{\left(\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}\right) h_{0}^{\prime \prime}\left(\zeta^{1}\right)\left(r-\xi_{\varepsilon}^{1}\right)^{2}}{2 \sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} .
\end{aligned}
$$

In view of $\sigma_{\varepsilon, 0} \sigma_{\varepsilon, \delta}=\alpha(\alpha+\varepsilon)$ in $I_{\delta}^{k}$ and $\left|I_{\delta}^{+k}\right|=\left|I_{\delta}^{-k}\right|, k=0,1$ (see (5.9)) we get

$$
\begin{equation*}
\int_{I_{\delta}^{k}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}=0 \text { and } \mu_{\varepsilon, \delta}^{11}=0 \tag{5.18}
\end{equation*}
$$

The computation of $\mu_{\varepsilon, \delta}^{12}$ gives

$$
\begin{equation*}
\mu_{\varepsilon, \delta}^{12}=\varepsilon \alpha^{-2}\left(h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right) l_{\varepsilon}^{0}(\delta)+h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right) l_{\varepsilon}^{1}(\delta)\right)+\mathcal{R}_{12}(\varepsilon, \delta), \tag{5.19}
\end{equation*}
$$

with

$$
\mathcal{R}_{12}(\varepsilon, \delta)=\mathcal{O}\left(\varepsilon^{2}\left(l_{\varepsilon}^{0}(\delta)-l_{\varepsilon}^{1}(\delta)\right) .\right.
$$

All other terms in the expansion of $\mu_{\varepsilon, \delta}$ can be estimated by a straightforward adaptation of the proof of Theorem 4.3. In particular, note that thanks to (5.9) we also have $\mu_{\varepsilon, \delta}^{21}=0$ as in (4.44).

In view of (5.14) we need to show that the main term $\varepsilon \alpha^{-2}\left(h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right) l_{\varepsilon}^{0}(\delta)+h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right) l_{\varepsilon}^{1}(\delta)\right)$ is positive for all $\varepsilon>0$, $\delta>0$ to prove the main result. Since $\alpha>0$ and $l_{\varepsilon}^{0}(\delta) \geq 0, l_{\varepsilon}^{1}(\delta) \leq 0$ one needs to prove that $h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right)>0$, $h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right)<0$. The proof of Lemma 5.2 is similar to the proof of Lemma 4.4 and is left to the reader.
Lemma 5.2. If $m>\bar{m}$ then $h_{0}^{\prime}\left(\xi_{\varepsilon}^{0}\right)>0$ and $h_{0}^{\prime}\left(\xi_{\varepsilon}^{1}\right)<0$ for $\varepsilon$ small enough.
Finally we need to estimate the remainder $\mathcal{R}_{\lambda}$ as in Section 4.5. The proof follows the same ideas as in Theorem 4.5 with the difference that we need to consider the two connected components of $B_{\delta}$ here.

Theorem 5.3. We have the estimate

$$
\begin{equation*}
\left|\mathcal{R}_{\lambda}\right| \leq c \varepsilon^{2} l_{\varepsilon}(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l_{\varepsilon}(\delta)\right) \text { as }(\varepsilon, \delta) \rightarrow 0, \tag{5.20}
\end{equation*}
$$

where $c>0$ is independent of $(\varepsilon, \delta)$.
Proof. Step 1 and Step 2 are identical to the corresponding steps in the proof of Theorem 5.1. Then, as in the proof of Theorem 5.1 we introduce the function

$$
F:=F_{0} F_{11}+\left(F_{11}\right)^{2}+F_{11} F_{21}=F_{11}\left(F_{0}+F_{11}+F_{21}\right) .
$$

Since the functions $u_{\varepsilon, 0}, w_{\varepsilon, \delta}, u_{\varepsilon, \delta}$ and $\mathcal{R}_{u}$ are in $\mathcal{C}^{0}(\bar{\Omega})$ due to Theorem 3.3, Lemma 4.1 and 4.2 , we get $F_{0}, F_{11}, F_{21} \in \mathcal{C}^{1}(0,1)$ and a fortiori $F \in \mathcal{C}^{1}(0,1)$. Therefore it is possible to consider the Taylor expansions

$$
\begin{aligned}
& F(r)=F\left(\xi_{\varepsilon}^{0}\right)+F^{\prime}\left(\zeta^{0}\right)\left(r-\xi_{\varepsilon}^{0}\right) \\
& F(r)=F\left(\xi_{\varepsilon}^{1}\right)+F^{\prime}\left(\zeta^{1}\right)\left(r-\xi_{\varepsilon}^{1}\right)
\end{aligned}
$$

where $\zeta^{k} \in\left[\xi_{\varepsilon}^{k}, r\right]$ or $\zeta^{k} \in\left[r, \xi_{\varepsilon}^{k}\right]$ depending on the sign of $r-\xi_{\varepsilon}^{k}, k=0,1$. This leads to

$$
\mathcal{R}_{\lambda}^{2}+\mathcal{R}_{\lambda}^{3}=\sum_{k=0,1} F\left(\xi_{\varepsilon}^{k}\right) \int_{I_{\delta}^{k}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}+\int_{I_{\delta}^{k}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F^{\prime}\left(\zeta^{k}\right)\left(r-\xi_{\varepsilon}^{k}\right) .
$$

Thanks to (5.5) we have

$$
\int_{I_{\delta}^{k}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}}=0 \quad \text { for } k=0,1 .
$$

We also have

$$
\begin{equation*}
\left|\int_{I_{\delta}^{k}} \frac{\sigma_{\varepsilon, \delta}-\sigma_{\varepsilon, 0}}{\sigma_{\varepsilon, \delta} \sigma_{\varepsilon, 0}} F^{\prime}\left(\zeta^{k}\right)\left(r-\xi_{\varepsilon}^{k}\right)\right| \leq \frac{\varepsilon l_{\varepsilon}^{k}(\delta)}{\alpha(\alpha+\varepsilon)} \sup _{r \in\left[\xi_{\varepsilon}^{k}-\delta, \xi_{\varepsilon}^{k}+\delta\right]}\left|F^{\prime}(r)\right| \leq c . \tag{5.21}
\end{equation*}
$$

The rest of the proof is similar to the corresponding part in the proof of Theorem 5.1, except that the estimates have to be written on the two components $I_{\delta}^{0}$ and $I_{\delta}^{1}$. Finally we obtain

$$
\begin{equation*}
\left|\mathcal{R}_{\lambda}\right| \leq \varepsilon^{2} l_{\varepsilon}(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l_{\varepsilon}(\delta)\right)\left(c+\left|\mathcal{R}_{\lambda}\right|\right) \tag{5.22}
\end{equation*}
$$

Since $\varepsilon^{2} l_{\varepsilon}(\delta)\left(\left|I_{\delta}^{+}\right|^{1 / 2}+l_{\varepsilon}(\delta)\right)$ goes to zero when $(\varepsilon, \delta) \rightarrow 0$, we can move the term depending on $\left|\mathcal{R}_{\lambda}\right|$ in the right-hand side of (5.22) to the left-hand side and we obtain (5.20).

Finally we obtain the main result for optimizers of Type II.
Theorem 5.4. If $m>\bar{m}$ there exists $\varepsilon_{0}>0$ such that for all $B \in \mathcal{B}$ and for all $0<\varepsilon<\varepsilon_{0}$ there exists $\xi_{\varepsilon}^{0}, \xi_{\varepsilon}^{1}$ such that

$$
\lambda_{\varepsilon}\left(B_{\varepsilon}^{*}\right) \leq \lambda_{\varepsilon}(B)
$$

where $B_{\varepsilon}^{*}=B_{\varepsilon, 1}^{*} \cup B_{\varepsilon, 2}^{*}$ with

$$
\begin{align*}
& B_{\varepsilon, 1}^{*}=\mathbb{B}\left(0, \xi_{\varepsilon}^{0}\right),  \tag{5.23}\\
& B_{\varepsilon, 2}^{*}=\mathbb{B}(0,1) \backslash \overline{\mathbb{B}\left(0, \xi_{\varepsilon}^{1}\right)}, \tag{5.24}
\end{align*}
$$

and the equality occurs only when $B=B_{\varepsilon}^{*}$ almost everywhere in $\Omega$. In addition we have

$$
\begin{equation*}
\left(\xi_{\varepsilon}^{0}, \xi_{\varepsilon}^{1}\right) \rightarrow\left(\xi^{0}, \xi^{1}\right) \text { as } \varepsilon \rightarrow 0 . \tag{5.25}
\end{equation*}
$$

Proof. The proof is similar to the proof of Theorem 4.6 and is left to the reader. The convergence (5.25) is readily seen from the fact that $\delta(\varepsilon) \rightarrow 0$ as $\varepsilon \rightarrow 0$ and from (5.6) we get $\left|\xi_{\varepsilon}^{k}-\xi^{k}\right| \leq \delta(\varepsilon)$ for $k=0,1$.

## 6. Conclusion

In this paper we have exhibited global minimizers of the ground state for two phase conductors in low contrast regime, i.e. when $\beta-\alpha=\varepsilon$ is small, and when $\Omega=\mathbb{B}(0,1)$. The result have been obtained in two and three dimensions for simplicity but can be easily extended to higher dimensions, the only difference residing in the solutions of the one-dimensional equation (3.1)-(3.2). The global minimum depends on the volume constraint $|B|=m$. When $m<\bar{m}$ the minimizer is a centered disk, and when $m>\bar{m}$ the minimizer is the union of a centered disk and of a centered ring touching the boundary of $\Omega$. When $m>\bar{m}$, the global optimizer depends on $\varepsilon$, which was to be expected since the optimal set has two connected components. In the general case, i.e. when $\beta>0$ and $\alpha>0$ are arbitrary, we conjecture that the global minimizers are also of this nature, i.e. of Type I or of Type II as introduced in Proposition 3.1, and that the threshold $\bar{m}$ depends on $(\alpha, \beta)$. However, the strategy developed in this paper cannot be applied in the general case and a new idea should be found to solve this question.

It does not seem that the technique used in this paper can be extended to the case where $\Omega$ is not a ball. Indeed the foundation of our result is the convergence of the gradient in $L^{\infty}(\Omega)$ in Theorem 3.3 which relies on the additional regularity provided by the radial symmetry of the problem. Without this symmetry, the convergence is unlikely as the gradient may have singularities for a nonsmooth set $B$. Even if the eigenvalue can be lowered as in Theorems 3.7 and 3.9 , it is not even known if problem (1.4)-(1.5) has a solution so we could not prove yet a result such as Corollary 3.10. Consequently for a general $\Omega$ the primary mathematical question is to determine the existence of a solution to (1.4)-(1.5).
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