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In this Note we discuss a simple penalty method that allows to increase the robustness of
fictitious domain methods. In particular the condition number of the matrix can be upper
bounded independently of how the domain boundary intersects the computational mesh,
under rather weak assumptions.
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r é s u m é

Dans cette Note nous étudions une méthode de pénalisation simple pour des méthodes
de domaine fictif. La méthode permet de contrôler la sensibilité du nombre de condi-
tionnement du système linéaire en fonction du positionement du domaine par rapport
au maillage.

© 2010 Académie des sciences. Published by Elsevier Masson SAS. All rights reserved.

1. Introduction

In fictitious domain methods (see [5] or for more recent work [2,7,8]) one is often faced with the choice of either
integrating the equations over the whole computational mesh, i.e. also in the non-physical part, or only integrate within the
physical domain. In the first case the method is robust, but inaccurate due to the lack of consistency. Methods using the
second approach, on the other hand, are accurate, but the condition number of the finite element matrix depends on how
the domain boundary cuts the mesh. If the cut results in elements with very small intersections with the physical domain,
the system matrix may be very ill-conditioned, as we show below.

In this Note we will propose a simple trick that allows to enhance robustness of the method without sacrificing accuracy.
The idea is to add a penalty term in the interface zone that extends the coercivity of the physical domain to all of the
elements intersected by the domain boundary, also the part where the solution has no physical significance. Herein we only
discuss the application of the method in the framework of ficitious domain methods, but it can also be used to enhance
robustness in extended finite element methods (see [1] for an application in elasticity), unfitted methods and Chimera
methods.

We restrict the discussion to Poisson’s problem:

−�u = f in Ω,

u = 0 on ∂Ω, (1)
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where Ω is some open connected subset of R
2 with smooth or polygonal boundary ∂Ω . Below c and C will denote

generic constants that may change at each occurrence, but that always are independent of the local mesh size h and
the boundary/mesh intersection.

2. Finite element framework

Let {Th}h be a family of shape regular and (for simplicity) quasi uniform, triangulations without hanging nodes, such that
Th = {T }, with mesh function h(x) such that h(x)|T := diam(T ). For all Th we assume (i) Ω̄ ⊂ ΩT := ⋃

T ∈Th
T ; (ii) ΩT \Ω̄ �=

∅; (iii) T ∩ Ω �= ∅ ∀T ∈ Th . Further assume that ∂Ω and Th satisfy assumptions [A2]–[A3] of [6] and no element contains
more than one corner of ∂Ω , essentially implying that the boundary is resolved by the mesh. Define the space of continuous
piecewise polynomial functions on the mesh Th by V k

h := {vh ∈ H1(ΩT ): vh|T ∈ Pk(T ) ∀T ∈ Th}, NV := dim V k
h . To illustrate

the theory we consider the following non-symmetric fictitious domain method inspired by Nitsche’s method [9] for the
approximation of (1): find uh ∈ V k

h such that

ah(uh, vh) =
∫

Ω

f vh dx, ∀vh ∈ V k
h , (2)

where ah(uh, vh) := (∇uh,∇vh)Ω − 〈∇uh · n, vh〉∂Ω + 〈∇vh · n, uh〉∂Ω + 〈γ h−1uh, vh〉∂Ω, γ > 0 with n the outward pointing
unit normal to ∂Ω . The forms (·,·)Ω and 〈·,·〉∂Ω denote the L2-scalar products over Ω and ∂Ω respectively, with induced

norms ‖u‖0,Ω = (u, u)
1
2
Ω and ‖u‖0,∂Ω = 〈u, u〉

1
2
∂Ω . We also introduce the norms

‖uh‖2
1,h,Ω = ‖∇uh‖2

0,Ω + ∥∥h−1/2uh
∥∥2

0,∂Ω
and ‖uh‖2

1,h,ΩT
= ‖∇uh‖2

0,ΩT + ∥∥h−1/2uh
∥∥2

0,∂Ω
.

The following Poincaré-type inequalities hold for all u ∈ H1(Ω) and u ∈ H1(ΩT ) respectively

‖u‖0,Ω � C P ‖u‖1,h,Ω and ‖u‖0,ΩT � C P ‖u‖1,h,ΩT . (3)

On V k
h we also have the inverse inequalities

‖uh‖1,h,ΩT � C I h
−1
min‖uh‖0,ΩT , ‖uh‖0,∂Ω � C I h

− 1
2

min‖uh‖0,ΩT where hmin = min
T ∈Th

hT . (4)

The formulation (2) then satisfies the coercivity and continuity relations (using Lemma 3 of [6])

αa‖vh‖2
1,h,Ω � ah(vh, vh), (5)∣∣ah(uh, vh)

∣∣ � Ma‖uh‖1,h,ΩT ‖vh‖1,h,ΩT . (6)

Both αa and Ma are independent of the interface position. Note however that ah(uh, vh) may not be shown to be continuous
on ‖ · ‖1,h,Ω independently of the interface position.

Let A denote the system matrix associated to (2) defined by A := {Aij}NV
i, j=1 and Aij := ah(φ j, φi) where {φi}NV

i=1 denotes

the nodal basis functions of V k
h . We define the condition number of A by κ(A) := ‖A‖‖A−1‖, ‖A‖ := supx∈R

NV

|Ax|NV|x|NV
, where

| · |NV denotes the Euclidian norm on R
NV . Further let M denote the mass matrix defined by the bilinear form (uh, vh)ΩT .

Since Th is a standard conforming mesh on the domain ΩT we have the estimates

μ
1
2
min|u|NV � ‖uh‖0,ΩT � μ

1
2
max|u|NV , (7)

where u := {ui}NV
i=1 ∈ R

NV and uh is the associated function in V k
h defined by uh := ∑NV

i=1 uiφi . Here μmin and μmax denote
the smallest and largest eigenvalues of M (see [4]).

3. Reason for poor condition number of the system matrix

Under assumption (iii) the system matrix must be regular. It will however become ill-conditioned if for some node xn
the set of triangles containing xn has small intersection with Ω as we now show.

Lemma 3.1. Consider a fixed mesh Th. Assume that for some node xn measd(
⋃

T : xn∈T T ∩Ω) < ε and measd−1(
⋃

T : xn∈T T ∩ ∂Ω) <

ε. Then there exists a constant ch > 0 that may depend on the mesh parameter h, but not on ε , such that κ(A) � ch

ε
1
2
.

Proof. First pick x ∈ R
NV , with associated xh ∈ V k

h , such that supp(xh) ⊂ Ω̄ and therefore ‖xh‖0,Ω = ‖xh‖0,ΩT . Then by the
coercivity of ah(·,·), the Poincaré inequality (3) and the relation (7), we have

‖A‖ � |Ax|NV

|x|N
� (Ax,x)NV

|x|2 � ah(xh, xh)

|x|2 � αaC−2
P μmin.
V NV NV
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Consider now ‖A−1‖. By definition ‖A−1‖ = supv∈R
NV

|A−1v|NV|v|NV
= supAu∈R

NV

|u|NV|Au|NV
. However, also by definition |Au|NV =

supw∈R
NV

(Au,w)NV|w|NV
= supw∈R

NV
ah(uh,wh)

|w|NV
. Now pick uh = φn , then |u|NV = 1. Since by assumption measd(supp(φn) ∩ Ω) < ε

and measd−1(supp(φn) ∩ ∂Ω) < ε we deduce that |(∇φn,∇wh)Ω | � cC2
I h−2

minε
1/2μmax|w|NV and |〈∇φn · n, wh〉∂Ω + 〈∇wh ·

n, φn〉∂Ω + 〈γ h−1φn, wh〉∂Ω | � ch
− 3

2
minε

1
2 ‖wh‖0,Ω � ch

− 3
2

minε
1
2 μmax|w|NV . Hence we have the upper bound |ah(uh, wh)| �

cμmaxh−2
minε

1
2 |w|NV leading to |Au|NV � cμmaxh−2

minε
1
2 , from which the claim follows, since then ‖A−1‖ � cμ−1

maxh2
minε

− 1
2 . �

4. The Ghost penalty method

The idea is to decompose the boundary zone of the mesh in NP patches Pl with diameters hPl ≈ O (h), consisting of
a moderate number of elements, in such a way that every element cut by the boundary is included in one Pl . We also
assume that there exist positive constants cP , ch,hP such that for all l, cP � measd(Pl∩Ω)

measd(Pl)
and ch,hP � minT ∈Pl

hT
hPl

.

Under the first condition the patches always have sufficient overlap with the physical domain Ω to ensure stability
and under the second their sizes remain of the same order as the mesh size asymptotically for optimal accuracy. We then
introduce the set of polynomials of order k on each Pl , Pk(Pl) and we let πl : L2(Pl) → Pk(Pl) denote the L2-projection
onto Pk(Pl).

Definition 4.1 (Ghost penalty). sh(uh, vh) := ∑NP
l=1 sl(uh, vh), where sl(uh, vh) := ∫

Pl
h−2

Pl
(uh − πluh)vh dx.

It is easy to verify that the penalty term is symmetric, sh(uh, vh) = sh(vh, uh), using the orthogonality of the
L2-projection. It is also clear from standard approximation results that the following continuity holds sh(uh, vh) �
Ms‖uh‖H1(ΩT )‖vh‖H1(ΩT ), where Ms only depends on the mesh geometry of Th . One may then prove that the coerciv-
ity of the method (2) together with the semi-norm induced by the penalty term is enough to extend the coercivity to the
whole domain.

Lemma 4.2. There exists αs > 0 such that, for all vh ∈ V k
h , αs‖vh‖2

1,h,ΩT
� ‖vh‖2

1,h,Ω
+ sh(vh, vh).

Proof. It is enough to prove that for all l there holds for some αP > 0, αP ‖∇vh‖2
0,Pl

� ‖∇vh‖2
0,Pl∩Ω

+ sl(vh, vh). To this end

map Pl , vh to a reference patch P̂ with diameter of order 1 and the mapped function v̂h . We let ŝl(·,·) denote the mapped
penalty operator. The result now follows from norm equivalence on discrete spaces. Observe that if ŝl(v̂h, v̂h) = 0 then v̂h ∈
Pk(Pl) and hence is a global polynomial on the patch. But then it follows that ‖∇̂ v̂h‖2

0,P̂ � Ĉ P (‖∇̂ v̂h‖2
0,P̂l∩Ω̂

+ ŝl(v̂h, v̂h)),

since a polynomial that vanishes on a set of non-zero measure is zero everywhere. The constant Ĉ P depends on cP and
the polynomial order k, but not on the interface position. The claim follows by scaling back to the physical patch. �

We now show that this extended coercivity is sufficient to guarantee a uniform upper bound on the condition number
of the matrix G := A + S defined by the bilinear form Ah(uh, vh) := ah(uh, vh) + sh(uh, vh). Note that this form satisfies a
stronger coercivity than that of ah(uh, vh) alone, since by Lemma 4.2 and (5) there exists αA > 0 such that αA‖vh‖2

1,h,ΩT
�

Ah(vh, vh). We may also readily show the continuity |Ah(uh, vh)| � M A‖uh‖1,h,ΩT ‖vh‖1,h,ΩT . This motivates the following
stabilised Nitsche formulation of (1): find uh ∈ V k

h such that

Ah(uh, vh) =
∫

Ω

f vh dx, ∀vh ∈ V k
h . (8)

Thanks to the ghost penalty term the dependence of the condition number on the boundary orientation with respect to the
mesh is eliminated. The condition number of G indeed scales in the same way as the condition number of the standard
boundary fitted FEM method defined on V k

h as we show in the following lemma (see also [4] for a general discussion of
condition numbers of finite element matrices):

Lemma 4.3. The condition number of the system matrix resulting from the formulation (8) satisfies the upper bound κ(G) � C Ah−2
min,

where the constant C A := M A C2
I C2

P α−1
A (

μmax
μmin

) is independent of the boundary/mesh intersection ∂Ω ∩ Th.

Proof. By definition |Gu|NV = supw∈R
NV

(Gu,w)NV|w|NV
= supw∈R

NV
Ah(uh,wh)

|w|NV
. Using now the continuity of Ah(·,·), an in-

verse inequality and the bound (7) we may write Ah(uh, wh) � M A C I‖uh‖1,h,ΩT h−1
minμ

1
2
max|w|NV and hence |Gu|NV �

M A C I‖uh‖1,h,ΩT h−1
minμ

1
2
max. Applying once again the inverse inequality (4) and the bound (7) we have |Gu|NV � M A C2

I h−2
min ×

μmax|u|NV resulting in
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‖G‖ = sup
u∈R

NV

|Gu|NV

|u|NV

� M A C2
I μmaxh−2

min. (9)

Similarly for the norm of the inverse we have, using coercivity and the Poincaré inequality

C−1
P αAμ

1
2
min|u|NV � C−1

P αA‖uh‖0,ΩT � αA‖uh‖1,h,ΩT � Ah(uh, uh)

‖uh‖1,h,ΩT
= (Gu,u)NV

‖uh‖1,h,ΩT

�
|Gu|NV μ

− 1
2

minC P ‖uh‖1,h,ΩT
‖uh‖1,h,ΩT

= μ
− 1

2
minC P |Gu|NV .

Since u is arbitrary and G is regular it follows, by setting v = Gu, that

∥∥G−1
∥∥ = sup

v∈RN

|G−1v|NV

|v|NV

� sup
Gu∈RN

|u|NV

|Gu|NV

� μ−1
minC2

P α−1
A . (10)

We conclude by inserting the bounds (9) and (10) into the definition of κ(G). �
Remark 1. If we let F∂Ω denote the set of all interior faces in the set

⋃NP
i=1 Pi , then the distributed penalty term can be

shown, using a scaling argument, to be upper bounded by a multi penalty term acting on the jumps of the normal deriva-
tives of all orders over element boundaries: sh(uh, uh) � cj(uh, uh), where j(uh, vh) = ∑

F∈F∂Ω

∑k
i=1

∫
F h2i−1

F [∂ i
nuh][∂ i

n vh]ds.

Here ∂k
n denotes the normal derivative of order k, [x] denotes the jump of quantity x over the element face F and hF the

diameter of the face F . This jump penalty term is another valid ghost penalty operator.

In order to prove optimal convergence of the numerical scheme (8) it is convenient to consider an extension of the
exact solution, u ∈ Hk+1(Ω) denoted Eu ∈ Hk+1(ΩT ), Eu|Ω = u such that ‖Eu‖Hk+1(ΩT ) � c‖u‖Hk+1(Ω) (cf. [3]). If ih :
H2(ΩT ) → V k

h denotes the standard Lagrange interpolation operator, it is straightforward to prove that sh(ihEu, ihEu)1/2 �
cj(ihEu, ihEu)1/2 � chk‖u‖Hk+1(Ω). This weak consistency estimate is sufficient to prove optimal convergence of the method.
As a final result we prove the optimal convergence in energy norm of the formulation (2).

Proposition 4.4. Assume that the problem (1) admits a solution u ∈ Hk+1(Ω) and that uh is the solution of (8). Then there holds
‖u − uh‖1,h,Ω � Chk|u|Hk+1(Ω).

Proof. Let eh := ihEu − uh . Then by coercivity and Galerkin orthogonality

αA‖eh‖2
1,h,ΩT

� Ah(eh, eh) = ah(ihEu − u, eh) + sh(ihEu, eh)

�
(
Ma‖ihEu − u‖1,h,ΩT + ∥∥h

1
2 ∇(ihEu − u) · n

∥∥
0,∂Ω

+ M
1
2
s sh(ihEu, ihEu)

1
2
)‖eh‖1,h,ΩT .

We conclude by noting that by Lemma 3 of [6], standard interpolation estimates and by the properties of the extension

operator there holds ‖ihEu −u‖1,h,ΩT +‖h
1
2 ∇(ihEu −u) ·n‖0,∂Ω � Chk‖u‖Hk+1(Ω) and sh(ihEu, ihEu)

1
2 � Chk‖u‖Hk+1(Ω). �

References

[1] R. Becker, E. Burman, P. Hansbo, A Nitsche extended finite element method for incompressible elasticity with discontinuous modulus of elasticity,
Comput. Methods Appl. Mech. Engrg. 98 (41–44) (2009) 3352–3360.

[2] R. Codina, J. Baiges, Approximate imposition of boundary conditions in immersed boundary methods, Internat. J. Numer. Methods Engrg. 80 (11) (2009)
1379–1405.

[3] R. Dautray, J.-L. Lions, Mathematical Analysis and Numerical Methods for Science and Technology, Functional and Variational Methods, vol. 2, Springer-
Verlag, Berlin, 1988.

[4] A. Ern, J.-L. Guermond, Evaluation of the condition number in linear systems arising in finite element approximations, M2AN Math. Model. Numer.
Anal. 40 (1) (2006) 29–48.

[5] V. Girault, R. Glowinski, Error analysis of a fictitious domain method applied to a Dirichlet problem, Japan J. Indust. Appl. Math. 12 (3) (1995) 487–514.
[6] A. Hansbo, P. Hansbo, An unfitted finite element method, based on Nitsche’s method, for elliptic interface problems, Comput. Methods Appl. Mech.

Engrg. 191 (47–48) (2002) 5537–5552.
[7] J. Haslinger, Y. Renard, A new fictitious domain approach inspired by the extended finite element method, SIAM J. Numer. Anal. 47 (2) (2009) 1474–1499.
[8] B. Maury, Numerical analysis of a finite element/volume penalty method, SIAM J. Numer. Anal. 47 (2) (2009) 1126–1148.
[9] J. Nitsche, Über ein Variationsprinzip zur Lösung von Dirichlet-Problemen bei Verwendung von Teilräumen, die keinen Randbedingungen unterworfen

sind, Abh. Math. Sem. Univ. Hamburg 36 (1971) 9–15.


	Ghost penalty
	Introduction
	Finite element framework
	Reason for poor condition number of the system matrix
	The Ghost penalty method
	References


