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A B S T R A C T

We establish uniform-in-bandwidth consistency for kernel-type estimators of the differential entropy. Our proofs rely on the methods of Einmahl and Mason (2005) [10].
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RÉSUMÉ

Dans cette Note, nous obtenons la consistance uniforme en terme de la fenêtre pour l’estimateur non paramétrique de l’entropie. Nos arguments de démonstration sont basés sur les résultats obtenus par Einmahl et Mason (2005) [10].
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Version française abrégée

Soit \((X_n)_{n \geq 1}\) une suite de vecteurs aléatoires indépendants et identiquement distribués (i.i.d.), à valeurs dans \(\mathbb{R}^d, d \geq 1\), ayant \(\mathbb{P}\) comme fonction de répartition et \(f\) comme densité de probabilité par rapport à la mesure de Lebesgue sur \(\mathbb{R}^d\). L’entropie associée à la fonction \(f\) est définie par \(H(f) = -\mathbb{E}\{\log(f(X))\}\), lorsque cette espérance est finie. L’estimateur à noyau de la densité \(f(x)\) est défini, pour tout \(x \in \mathbb{R}^d\), par

\[
fn,h_n(x) = \left(nh_n\right)^{-1} \sum_{i=1}^{n} K\left((x - X_i)/h_n^{1/d}\right),
\]

où \(K\) est une fonction mesurable vérifiant les conditions (K.1-2-3-4) données ci-dessous et \((h_n)_{n \geq 1}\) est une suite de réels positifs tels que \(0 < h_n \leq 1\).

Étant donné l’estimateur \(fn,h_n\) de \(f\), la méthode plug-in nous permet d’estimer la quantité \(H(f)\), pour tout \(n \geq 2\), par

\[
H_{n,h_n,\beta}(f) = -\int_{A_{n,\beta}} fn,h_n(x) \log(fn,h_n(x)) \, dx,
\]

où \(A_{n,\beta} := \{x : fn,h_n(x) \geq (\log n)^{-\beta}\}\), avec une constante \(\beta > 0\). Pour des considérations de facilités techniques, le paramètre de centrage utilisé dans cette Note est défini, pour tout \(n \geq 2\), par
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Les principaux résultats obtenus dans ce travail sont les suivants :

(i) Sous les conditions du Théorème 2.1, pour tout \( \beta > 0 \), on a, presque sûrement,
\[
\limsup_{n \to \infty} \sup_{h_n \leq h \leq h_n'} \frac{\sqrt{n}H_{n,h,\beta}(f) - \hat{H}_{n,h,\beta}(f)}{\sqrt{\log n}} < \infty.
\]

(ii) Sous les conditions du Corollaire 2.2, pour tout \( \beta > 0 \), on a, presque sûrement,
\[
\lim_{n \to \infty} \sup_{h_n \leq h \leq h_n'} \left| H_{n,h,\beta}(f) - H(f) \right| = 0.
\]

(iii) Sous les conditions du Théorème 2.3, pour tout \( \beta > 0 \), on a, presque sûrement,
\[
\lim_{n \to \infty} \sup_{h_n \leq h \leq h_n'} \frac{\sqrt{n}H_{n,h,\beta}(f) - H(f)}{\sqrt{\log n}} < \infty.
\]

1. Introduction and estimation

Let \((X_n)_{n \geq 1}\) be a sequence of i.i.d. \(\mathbb{R}^d\)-valued random vectors, \(d \geq 1\), with distribution function \(F(x) = \mathbb{P}(X \leq x)\) for \(x \in \mathbb{R}^d\). We set here \(X = (X_1, \ldots, X_d) \leq x = (x_1, \ldots, x_d)\) whenever \(X_i \leq x_i\), for all \(i = 1, \ldots, d\). Assume that \(F\) has a density function \(f\) with respect to Lebesgue measure on \(\mathbb{R}^d\). The differential entropy of \(f\) is defined by the quantity

\[
H(f) = -\int_{\mathbb{R}^d} f(x) \log(f(x)) \, dx,
\]

whenever this integral is meaningful, and where \(dx\) denotes Lebesgue measure in \(\mathbb{R}^d\). We will use the convention that \(0 \log(0) = 0\) since \(u \log(u) \to 0\) as \(u \to 0\). The differential entropy concept was introduced by [16]. Since then and because of numerous potential applications, the subject has received a considerable interest handling various problems as estimating the quantity \(H(f)\). We refer to [2], and the references therein, for details. The main purpose of the present Note is to establish uniform in bandwidth consistency of the so-called kernel estimator of the entropy functional \(H(f)\).

As a first step of our study, we gather hereafter hypotheses needed to establish our results.

(F.1) The functional \(H(f)\) is well-defined by (1), in the sense that
\[
\left| H(f) \right| < \infty.
\]

We refer to [12] for conditions characterizing (2) in terms of \(f\). A kernel \(K\) will be any measurable function fulfilling the following conditions:

(K.1) \(K\) is of bounded variation on \(\mathbb{R}^d\);
(K.2) \(K\) is right continuous on \(\mathbb{R}^d\), i.e., for any \(t = (t_1, \ldots, t_d)\), we have
\[
K(t_1, \ldots, t_d) = \lim_{\varepsilon_1 \downarrow 0, \ldots, \varepsilon_d \downarrow 0} K(t_1 + \varepsilon_1, \ldots, t_d + \varepsilon_d);
\]
(K.3) \(\|K\|_\infty := \sup_{t \in \mathbb{R}^d} |K(t)| < \infty\);
(K.4) \(\int_{\mathbb{R}^d} K(t) \, dt = 1\).

The well-known Akaike–Parzen–Rosenblatt (refer to [1,13] and [15]) kernel estimator of \(f\) is defined, for any \(x \in \mathbb{R}^d\), by
\[
f_{n,h_n}(x) = (nh_n)^{-d} \sum_{i=1}^n K((x - X_i)/h_n^{1/d}),
\]
where \(0 < h_n \leq 1\) is the smoothing parameter.

In a second step, given \(f_{n,h_n}\) and recall (1), we estimate \(H(f)\), for any \(n \geq 2\), by setting
\[
H_{n,h_n,\beta}(f) = -\int_{\mathbb{R}^d} f_{n,h_n}(x) \log(f_{n,h_n}(x)) \, dx,
\]
where \(A_{n,\beta} := \{x: f_{n,h_n}(x) \geq (\log n)^{-\beta}\}\). Here, \(\beta > 0\) is a specified constant.
The limiting behavior of $f_{n,h_n}$ for appropriate choices of the bandwidth $h_n$, has been extensively investigated in the literature (refer to [3,6], [7] and [14]). In particular, under our assumptions, the condition that $h_n \to 0$ together with $nh_n \to \infty$ is necessary and sufficient for the convergence in probability of $f_{n,h_n}(x)$ towards the limit $f(x)$, independently of $x \in \mathbb{R}^d$ and the density $f$. Various uniform consistency results involving the estimator $f_{n,h_n}$ have been recently established. We refer to [5,10], [4] and [9]. In this Note we will use their methods to establish convergence results for the estimate $H_{n,h_n,\beta}(f)$ of $H(f)$. As the central parameter, we consider, for any $n \geq 2$, the quantity

$$
\hat{E}_{n,h_n,\beta}(f) = - \int_{H_{n,h_n,\beta}} \mathbb{E}_{n,h_n}(x) \log(\mathbb{E}_{n,h_n}(x)) \, dx,
$$

which is more computationally convenient than the usual mathematical expectation $\mathbb{E}_{n,h_n,\beta}(f)$.

The remainder of this Note is organized as follows. In Section 2, we state our main results concerning the limiting behavior of $H_{n,h_n,\beta}(f)$. The sketch of the proofs of our results is postponed until Section 3.

2. Main results

The main result is given in the following theorem:

**Theorem 2.1.** Let $K$ satisfy (K.1-2-3-4), and let $f$ be a bounded density fulfill (F.1). Then for any $\beta > 0$, there exists a function $\gamma(c)$ of $c > 0$, such that, for any $c > 0$, we have

$$
\limsup_{n \to \infty} \sup_{c^{-1}(\log n)^{1+4\beta} \leq h \leq 1} \frac{\sqrt{n} |H_{n,h,\beta}(f) - \hat{E}_{n,h,\beta}(f)|}{\sqrt{(\log n)^{4\beta}(\log(1/h) \vee \log \log n)}} \leq \gamma(c) \quad a.s.
$$

Let $(h'_n)_{n \geq 1}$ and $(h''_n)_{n \geq 1}$ be two sequences of constants such that $0 < h'_n < h''_n < 1$, together with $h''_n \to 0$ and for any $\beta > 0$, $nh''_n/(\log n)^{1+4\beta} \to \infty$, as $n \to \infty$. A direct application of Theorem 2.1 shows that, with probability 1,

$$
\sup_{h'_n \leq h \leq h''_n} |H_{n,h,\beta}(f) - \hat{E}_{n,h,\beta}(f)| = O \left( \frac{(\log n)^{4\beta}(\log(1/h'_n) \vee \log \log n)}{nh''_n} \right).
$$

This, in turn, implies that

$$
\lim_{n \to \infty} \sup_{h'_n \leq h \leq h''_n} |H_{n,h,\beta}(f) - \hat{E}_{n,h,\beta}(f)| = 0 \quad a.s.
$$

(5)

The following result handles the uniform deviation of the estimate: $H_{n,h_n,\beta}(f)$ with respect to $H(f)$:

**Corollary 2.2.** Let $K$ satisfy (K.1-2-3-4), and let $f$ be a uniformly Lipschitz continuous and bounded density on $\mathbb{R}^d$, fulfilling (F.1). Then for any $\beta > 0$, and for each pair of sequences $0 < h'_n < h''_n \leq 1$ with $h''_n \to 0$, $nh''_n/(\log n)^{1+4\beta} \to \infty$ and $|\log(h''_n)|/\log \log n \to \infty$ as $n \to \infty$, we have

$$
\lim_{n \to \infty} \sup_{h'_n \leq h \leq h''_n} |H_{n,h,\beta}(f) - H(f)| = 0 \quad a.s.
$$

(6)

We note that the main problem in using entropy estimates such as (4) is to choose properly the smoothing parameter $h_n$. The uniform in bandwidth consistency result given in (6) shows that any choice of $h$ between $h'_n$ and $h''_n$ ensures the consistency of $H_{n,h,\beta}(f)$. Now, we shall establish another result in a similar direction for a class of compactly supported densities. We need the following conditions:

(F.2) $f$ has a compact support say $I$, and there exists a constant $0 < M < \infty$ such as

$$
\sup_{x \in \mathbb{R}^d} \left| \frac{\partial \beta (\mathbf{x})}{\partial \mathbf{x}^{j_1} \cdots \partial \mathbf{x}^{j_d}} \right| \leq M, \quad j_1 + \cdots + j_d = s.
$$

(K.5) $K$ is of order $s$, i.e., for some constant $\Theta \neq 0$,

$$
\int_{\mathbb{R}^d} t_1^{j_1} \cdots t_d^{j_d} K(t) \, dt = 0, \quad j_1, \ldots, j_d \geq 0, \quad j_1 + \cdots + j_d = 1, \ldots, s - 1,
$$

$$
\int_{\mathbb{R}^d} |t_1^{j_1} \cdots t_d^{j_d}| K(t) \, dt = \Theta, \quad j_1, \ldots, j_d \geq 0, \quad j_1 + \cdots + j_d = s.
$$
Under the condition (F.2), the differential entropy of $f$ may be written as follows

$$H(f) = -\int \frac{f(x)}{I} \log(f(x)) \, dx.$$  

**Theorem 2.3.** Let $K$ satisfy (K.1-2-3-4-5), and let $f$ fulfill (F.1-2). Then for any $\beta > 0$, and for each pair of sequences $0 < h'_n < h''_n \leq 1$ with $h''_n \to 0$ and $n h'_n / (\log n)^{1 + 4\beta} \to \infty$ as $n \to \infty$, we have

$$\limsup_{n \to \infty} \sup_{h'_n \leq h \leq h''_n} \frac{\sqrt{n h} |H_{h n, \beta}(f) - H(f)|}{\sqrt{(\log n)^{4\beta} \log(1/h) \log \log n}} \leq \zeta(\mathbb{I}) \quad a.s.,$$  

where

$$\zeta(\mathbb{I}) = \sup_{x \in \mathbb{I}} \left\{ f(x) \int K^2(u) \, du \right\}^{1/2}.$$

**Remark 1.** Theorem 2.3 leads to the construction of asymptotic 100% certainty interval for the true entropy $H(f)$, using the techniques developed in [5]. We give in what follows, the idea how to construct this interval. Throughout, we let $h \in [h'_n, h''_n]$, where $h'_n$ and $h''_n$ are as in Theorem 2.3. We infer from Theorem 2.3 that, for suitably chosen data-dependent functions $L_n = L_n(1, \ldots, n)$, for each $0 < \varepsilon < 1$ and for any $\beta > 0$, we have, as $n \to \infty$,

$$\mathbb{P} \left( \frac{1}{L_n} |H_{h n, \beta}(f) - H(f)| \geq 1 + \varepsilon \right) \to 0. \quad (7)$$  

Assuming the validity of the statement (7), we obtain asymptotic certainty interval for $H(f)$ in the following sense. For each $0 < \varepsilon < 1$, we have, as $n \to \infty$,

$$\mathbb{P} \left( H(f) \in [H_{h n, \beta}(f) - (1 + \varepsilon)L_n, H_{h n, \beta}(f) + (1 + \varepsilon)L_n] \right) \to 1. \quad (8)$$  

Whenever (8) holds for each $0 < \varepsilon < 1$, we will say that the interval

$$[H_{h n, \beta}(f) - L_n, H_{h n, \beta}(f) + L_n]$$

provides asymptotic 100% certainty interval for $H(f)$.

To construct $L_n$ we proceed as follows. Assume that there exists a sequence $\{I_n\}_{n \geq 1}$ of strictly nondecreasing compact subsets of $\mathbb{I}$, such that $\bigcup_{n \geq 1} I_n = \mathbb{I}$ (for the estimation of the support $\mathbb{I}$ we may refer to [8] and the references therein). Furthermore, suppose that there exists a sequence (possibly random) $\{I_n(\xi_n)\}_{n = 1, 2, \ldots}$, converging to $\zeta(\mathbb{I})$ in the sense that

$$\mathbb{P} \left( \frac{\zeta_n(I_n)}{\zeta(\mathbb{I})} - 1 \geq \varepsilon \right) \to 0 \quad \text{as } n \to \infty \text{ for each } \varepsilon > 0. \quad (9)$$  

Observe that the statement (9) is satisfied when the choice $\zeta_n(I_n) = \sup_{x \in I_n} \sqrt{\int h(x) \int K^2(u) \, du}$ is considered. Consequently, we may define the quantity $L_n$ displayed in the statement (7) by

$$L_n = \sqrt{\frac{\log n^{4\beta} \log (1/h) \log \log n}{nh}} \times \zeta_n(I_n).$$

**Remark 2.** Giné and Mason [11] establish uniform in bandwidth consistency for the one-live-out entropy estimator, which is defined by

$$\hat{H}_{n h_n} = -\frac{1}{n} \sum_{i=1}^{n} \log \{f_{n h_n, -i}(X_i)\},$$

where

$$f_{n h_n, -i}(X_i) = \frac{1}{(n-1)h_n} \sum_{1 \leq j \neq i \leq n} K((X_i - X_j)/h_n).$$  

Their results hold subject to the condition that the density $f$ is bounded away from 0 on its support.
3. Sketch of the proofs

Proof of Theorem 2.1. The proof is based essentially on the following decomposition:

\[
H_{n,h,\beta}(f) - \mathbb{E}_{H_{n,h,\beta}}(f) = -\int_{A_{n,\beta}} \left\{ \log f_{n,h}(x) - \log \mathbb{E} f_{n,h}(x) \right\} \mathbb{E} f_{n,h}(x) \, dx
\]

\[
-\int_{A_{n,\beta}} \left\{ f_{n,h}(x) - \mathbb{E} f_{n,h}(x) \right\} \log f_{n,h}(x) \, dx,
\]

and the following fact due to [10]:

Fact 2. Under the conditions of Theorem 2.1, we have for any \( c > 0 \), with probability 1,

\[
\limsup_{n \to \infty} \sup_{c_n^{-1} \log n \leq h \leq 1} \frac{\sqrt{n h} \| f_{n,h} - \mathbb{E} f_{n,h} \|_{\infty}}{\frac{1}{\sqrt{\log(1/h)}} \sqrt{\log \log n}} = \Sigma(c).
\]

Proof of Corollary 2.2. As a first step, we obtain the following evaluation of the bias term:

\[
\| \mathbb{E} f_{n,h}(x) - f(x) \|_{\infty} = O\left( \left( h_n'' \right)^{1/d} \right).
\]

This fact combined with Theorem 2.1, completes our proof.

Proof of Theorem 2.3. Under the conditions of Theorem 2.3, we have

\[
\| \mathbb{E} f_{n,h}(x) - f(x) \|_{\infty} = O\left( \left( h_n'' \right)^{s/d} \right).
\]

This in combination with Theorem 2.1, completes our proof.
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