Abstract

We propose a multiscale method for elliptic problems with highly oscillating coefficients based on a coupling of macro and micro methods in the framework of the heterogeneous multiscale method. The macro method, defined on a macroscopic triangulation, aims at recovering the effective (homogenized) solution of an unknown macro model. The unspecified data of this model are computed by micro methods on sampling domains during the macro assembly process. In this Note, we show how to construct such a coupling with a discontinuous macro finite element space. We show that the flux information needed in this formulation in order to impose weak interelement continuity can be recovered from the known micro calculations on the sampling domains. A fully discrete analysis is presented.
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Le développement de méthodes multi-échelles pour la résolution d’équations aux dérivées partielles (EDP) avec des coefficients fortement oscillants est essentiel pour de nombreuses applications. Récemment, de nouvelles méthodes de type macro-micro ont été proposées pour la résolution numérique de ce type d’EDP. Ces méthodes sont
construites à l’aide d’un couplage entre un schéma macroscopique mis en oeuvre sur une équation effective a priori inconnue, et des schémas microscopiques mis en oeuvre sur des micro-cellules et fournissant, pendant le processus d’assemblage, les paramètres de l’équation effective [2–4,10,11]. Le maillage macroscopique de telles méthodes combiné avec une résolution de la structure fine sur des cellules de petite taille, entraîne une réduction significative des coûts comparés à ceux obtenus avec des méthodes d’élément finis classiques pour le type d’EDP considérées. Dans cette Note, nous proposons un nouveau type de couplage avec un schéma macroscopique basé sur une méthode de Galerkin discontinue [5,6]. Il est connu que ce type de méthodes d’élément finis, basés sur une formulation locale possèdent de nombreuses propriétés favorables (conservation locale de la masse, flexibilité dans le maillage, adaptivité [5,6]). La solution numérique obtenue avec de telles méthodes peut être discontinue à la frontière des éléments. Ces discontinuités doivent être contrôlées par l’introduction de flux locaux entre les éléments. Pour des EDP avec des coefficients fortement oscillants et dans le contexte d’une méthode multi-échelles nous montrons que la construction de flux macroscopiques peut être obtenue avec l’information disponible dans les micro-cellules mentionnées ci-dessus. Une analyse de la méthode multi-échelles tenant compte de l’erreur introduite par les différents maillages est proposée.

1. Introduction

We consider the second-order elliptic problem in the convex domain $\Omega \subset \mathbb{R}^d$
\[ -\nabla \cdot (a^\varepsilon \nabla u^\varepsilon) = f \quad \text{in} \quad \Omega, \quad u^\varepsilon = 0 \quad \text{on} \quad \partial \Omega, \tag{1} \]
where $a^\varepsilon$ is symmetric, satisfy $a^\varepsilon(x) \in (L^\infty(\Omega))^{d \times d}$ and is uniformly elliptic and bounded, i.e.,
\[ \exists \lambda, \Lambda > 0 \text{ such that } \lambda |\xi|^2 \leq a^\varepsilon(x) \xi \cdot \xi \leq \Lambda |\xi|^2, \quad \forall \xi \in \mathbb{R}^d \quad \text{and} \quad \forall \varepsilon, \tag{2} \]
where $\varepsilon$ represent a small scale in the problem that characterize the multiscale nature of the tensor $a^\varepsilon(x)$ (i.e., by varying $\varepsilon$ we consider a family of tensor $\{a^\varepsilon\}$ with the above properties). We further assume that $f \in L^2(\Omega)$. An application of Lax–Milgram theorem gives us a family of solutions $\{u^\varepsilon\}$ which are bounded in $H^1_0(\Omega)$. Without further assumptions on the heterogeneities of the tensor $a^\varepsilon(x)$, using the notion of $G$-convergence introduced by De Giorgi and Spagnolo [9], one can show that there exists a symmetric tensor $a^0(x)$ and a subsequence of $\{u^\varepsilon\}$ which weakly converges to an element $u^0 \in H^1_0(\Omega)$ solution of the so-called homogenized or upscaled problem
\[ -\nabla \cdot (a^0 \nabla u^0) = f \quad \text{in} \quad \Omega, \quad u^0 = 0 \quad \text{on} \quad \partial \Omega, \tag{3} \]
where the homogenized tensor $a^0(x)$ again satisfies $\lambda |\xi|^2 \leq a^0(x) \xi \cdot \xi \leq \Lambda |\xi|^2, \quad \forall \xi \in \mathbb{R}^d$.

In what follows, we construct a multiscale finite element method (FEM) to approximate the solution $u_0$ of the homogenized problem which does not rely on precomputing the homogenized tensor $a^0$. The primary goal of a method as the heterogeneous multiscale method (HMM) is to compute the macro state (here $u_0$) of a multiscale problem. In this Note, we construct a macro-to-micro method which uses a macro solver based on a discontinuous Galerkin (DG) FEM. This allows to benefit from many advantageous features of such methods (local conservation properties, flexibility in approximation and meshing [6]) for the macro dynamics. It permits to use nonmatching meshes, to triangulate complicated domains, and allows for local mass or flux conservation for the macro dynamics. Furthermore, for time-dependent problems, such multiscale methods give a block-diagonal macro mass matrix and they can thus easily be combined with explicit stabilized solver in time. Since the coupling of micro and macro methods is inherently local in the HMM, a coupling with a macro DG solver may also be efficient for local adaptivity and parallel implementation.

A DG multiscale method based on HMM has been proposed in [8] for one-dimensional hyperbolic and parabolic problems and a DG-FEM for elliptic problem has recently been proposed for homogenization problems (in a different framework as the one developed below) but not analyzed [1]. To the best of our knowledge, this is the first analysis of a multiscale DG-FEM for elliptic homogenization problems.

2. Discontinuous Galerkin (DG) method

In this section we briefly recall some notation for finite element method (FEM) based on discontinuous finite element (FE) space. For simplicity we consider piecewise linear FE spaces and we suppose that $\Omega$ is a convex polygon. For DG-FEM we relax the standard interelement continuity for FEM and define
where $T_h$ is a shape regular triangulation of $\Omega$, $P^1(K)$ is the space of linear polynomials on the triangle $K$ and $h = \max h_K, K \in T_h$ ($h_K$ is the size of $K$). We also define the piecewise Sobolev space $H^1(T_h) := \prod_{K \in T_h} H^1(K) = \{v \in L^2(\Omega); v|_K \in H^1(K) \forall K \in T_h\}$. We note that $V_h \subset H^1(T_h)$. In what follows, we focus on a specific DG formulation, that is, the interior penalty DG-FEM (see [6]), but we note that our multiscale method could be adapted to other formulations. We consider an arbitrary element $K$ of our triangulation $T_h$, multiply the problem (1) with a smooth test function $v$ and integrate by parts using $\alpha^e u^e \in H(\text{div}, K)$. Summing over $K \in T_h$ yields

$$\int_{\Omega} \alpha^e \nabla u^e \cdot \nabla v \, dx - \sum_{K \in T_h} \int_{\partial K} \alpha^e \nabla u^e \cdot n_K v \, ds = \int_{\Omega} f v \, dx,$$

where $n_K$ is the outward normal. We denote by $e \in E$ an interface shared by two neighboring elements $K_1$ and $K_2$, where $E$ is the set of all (interior and boundary) interfaces. Since hanging nodes are allowed, $E$ will be understood to contain the smallest common interfaces of neighboring elements. For a piecewise smooth function $\xi$ (possibly vector valued) we denote by $\xi_1, \xi_2$ its trace from within $K_1, K_2$, respectively, and consider the jump and the average defined by $[\xi] = \frac{1}{2}(\xi_1 + \xi_2)$, $\langle \xi \rangle = \xi_1 n_1 + \xi_2 n_2$, where $n_i$ denotes the unit outward normal vectors on the interface $K_i$. Notice that $[\xi]$ is a vector-valued function if $\xi$ is a scalar function, while it is a scalar function if $\xi$ is a vector-valued function. Using these notations we can rewrite (5) as

$$\int_{\Omega} \alpha^e \nabla u^e \cdot \nabla v \, dx - \sum_{e \in E} \int_{e} [\alpha^e \nabla u^e] [v] = \int_{\Omega} f v \, dx.$$ 

Since the exact solution of (1) is in $H^1_0(\Omega)$ we have $[u^e] = 0$ and we can make the bilinear form (6) symmetric by adding $-\sum_{e \in E} \int_{e} [\alpha^e \nabla v] [u]$ (assuming the existence of a trace for $\alpha^e \nabla v$). Finally to have a stable method one adds a penalty term. At the discrete level, we obtain the interior penalty DG-FEM (see [6]) for which one seeks a solution $u^h \in V_h$ such that

$$\int_{\Omega} \alpha^e \nabla u^h \cdot \nabla v^h \, dx - \sum_{e \in E} \left( \int_{e} (\alpha^e \nabla u^h) [v^h] + (\alpha^e \nabla v^h) [u^h] \right) ds + \sum_{e \in E} \mu [u^h] [u^h]$$

$$= \int_{\Omega} f v^h \, dx \quad \forall v^h \in V_h,$$

where $\mu = \alpha h_{\text{e}}^{-1}$ with $\alpha > 0$ independent of the meshsizes and $h_{\text{e}}$ is the interface size with the convention mentioned previously for hanging nodes. Here and in what follows, the gradient $\nabla$ should be understood as a broken gradient $\nabla_h$ when dealing with discontinuous functions, defined by $\nabla_h u|_K = \nabla u$, $\forall K \in T_h$. The choice of $\alpha$ is dictated by stability requirement. The analysis of this method as well as many other methods based on discontinuous Galerkin FE space is discussed in [6]. Several remarks are in order. First, it is well-known that for multiscale problems such as (1), $h < \varepsilon$ is required to have a good approximation and this is prohibitive in terms of computation costs if $\varepsilon$ is small. Second, regularity on $\alpha^e$ to be able to extend it up to $\partial K$ is needed and this may not be realistic for many problems with oscillating coefficients. In the method described below, we will only need to compute averages of quantities involving $\alpha^e$ on sampling domains and we will thus not require the existence of traces for $\alpha^e$.

3. A heterogeneous multiscale method (HMM) based on DG-FEM

Multiscale methods for homogenization problems based on HMM [10] have been developed in [2–4,11]. In this section we derive a DG-HMM based on the macro DG space $V_H \equiv V_H(\Omega, T_H)$, i.e., the space (4) where $H$ is allowed to be much larger than $\varepsilon$. For a discretization in such a macro space, we need to modify the bilinear form in (7). In what follows, we consider within each macro triangle $K \in T_H$ a sampling domain $K_\delta \subset K$. 
Macro bilinear form. For \( v^H, w^H \in V_H \) and each macro triangle \( K \in T_H \) we consider appropriate constrained micro functions \( v^h, w^h \) on sampling domains \( K_\delta \subset K \) and multiscale jumps \( \{a^e \nabla v^h\}, \{a^e \nabla w^h\} \) (see below). We then define a macro bilinear form on \( V_H \times V_H \) by
\[
B_{DG}(u^H, v^H) = \sum_{K \in T_H} \omega_{K_\delta} \int_{K_\delta} a^e \nabla u^h \cdot \nabla v^h \, dx - \sum_{e \in E} \left( \int_{e} \left( [a^e \nabla u^h][v^H] + [a^e \nabla v^h][u^H] \right) ds + \sum_{s \in B_e} \int_{s} \mu [u^H][v^H] \right), \tag{8}
\]
where \( \mu \) is the discontinuity-penalization parameter defined by \( \mu_{e} = \mu_{e} = \alpha H_{e}^{-1} \) (with the same convention as before for hanging nodes) and \( \alpha \) is a positive parameter independent of the local meshsizes. The weight factors are chosen as \( \omega_{K_\delta} = \frac{|K_\delta|}{|K|} \), where \( | \cdot | \) denotes the measure of the considered domains.

Multiscale jumps. For and interior interface \( e \) of two triangles \( K_i \) with sampling domains \( K_\delta, i \) and a boundary interface of a triangle \( K \) with sampling domain \( K_\delta \) we define
\[
\{ \xi \} = \frac{1}{2} \left( \frac{1}{|K_{\delta,1}|} \int_{K_{\delta,1}} \xi_1 \, dx + \frac{1}{|K_{\delta,2}|} \int_{K_{\delta,2}} \xi_2 \, dx \right), \quad \{ \bar{\xi} \} = \left( \frac{1}{|K_\delta|} \int_{K_\delta} \xi_1 \, dx \right), \tag{9}
\]
respectively, where \( \bar{\xi} \) is an integrable (possibly vector valued) function.

Micro solution. Find for every macro element \( K \) the additive contribution to the macro stiffness matrix by computing the micro-problems \( u^h \) (respectively \( v^h \)) on sampling domains \( K_\delta \) located at quadrature points of the macro element \( K \) as follows: find \( u^h \) such that \( (u^h - u^H) \in S_h \) and
\[
\int_{K_\delta} a^e(x) \nabla u^h \cdot \nabla z^h \, dx = 0 \quad \forall z^h \in S_h = \{ z^h \in S(K_\delta) ; z^h|_T \in \mathcal{P}^1(T), \ T \in T_h \}, \tag{10}
\]
where \( S(K_\delta) \) determines the coupling condition or boundary conditions used for computing the micro functions \( u^h, v^h \). Several choices are possible; we mention \( S(K_\delta) = W^{1}_{\text{per}}(K_\delta) \) referred in what follows as (P), where \( W^{1}_{\text{per}}(Y) = \{ v \in H^{1}_{\text{per}}(Y) ; \int_{Y} v \, dy = 0 \} \) or \( S(K_\delta) = H^{1}_0(\Omega) \) referred in what follows as (D).

Variational problem. The macro solution of the DG-HMM is then defined by the following variational problem: find \( u^D_{DG} \in V_H \) such that
\[
B_{DG}(u^D_{DG}, v^H) = \sum_{\Omega} f v^H \, dx, \quad \forall v^H \in V_{H}(\Omega, T_H). \tag{11}
\]

Several remarks are in order. First, the computational saving compared to (7) for a multiscale problem (1) is clear since instead of solving the fine scale on the whole computational domain (as required for (7) with \( h < \varepsilon \)), in the DG-HMM, we only solve the fine scale on sampling domains \( K_\delta \) usually much smaller than the macro meshsize \( H \). Second, we do not require well-defined traces of \( a^e \) on \( \partial K \) as was needed in (7). Third, the interface contribution are based on macro functions and averaged micro fluxes already available from the computation of the first term of (8). Fourth, the method is designed for coefficients \( a^e \) of general type. We show below that we do not need special assumptions as for example periodicity for the existence of a solution. However, for the strategy to make sense, scale separation is required in some region of the computational domain where it is applied. For error estimates, we need some explicit expression of the homogenized problem and we therefore treat the periodic case. Error estimates for the FE-HMM in the random case are presented in [11] and are much weaker than for periodic problems. This approach could nevertheless be used to analyse DG-HMM for random coefficients.

4. Analysis of the DG-HMM

To state our error estimates, we define \( V(H) = V_H + H^1_{0}(\Omega) \cap H^2(\Omega) \subset H^2(T_H) \), with a mesh-dependent norm [6]
\[
\|v^H\| := \left( \|\nabla v\|^2_{L^2(\Omega)} + \sum_{K \in T_H} \|H^2_K/v^H\|^2_{L^2(\Omega)} + \|v^H\|^2_{L^2(\Omega)} \right)^{1/2}, \tag{12}
\]
where we used the notations $|v|^2_{m,K} = \sum_{|\alpha|=m} \| \partial^\alpha v \|_{L^2(K)}$, $|v|^2_{e} = \sum_{e \in \mathcal{E}} \| \mu_e^{1/2} [v^H] \|_{L^2(e)}^2$, and where $\mu_e = \alpha H_e^{-1}$ as defined above (of course on $V_H$, $\| \cdot \|$ reduces to $(\| \nabla v^H \|^2_{L^2(\Omega)} + |v|^2_e)^{1/2}$).

**Existence of a numerical solution.** This can be obtained without more assumption on the microscale. We first recall from Proposition 3.2 in [2] the following energy inequality: let $v^H \in V_H$ and $u^H$ be the corresponding solution of (P) or (D). Then $\| \nabla v^H \|_{L^2(K_\delta)} \leq \| \nabla u^H \|_{L^2(K_\delta)} \leq \frac{\Lambda}{\lambda} \| \nabla v^H \|_{L^2(K_\delta)}$, where $\lambda, \Lambda$ are defined in (2). The existence and unicity of $u^H_{DG}$ is then based on the following lemma:

**Lemma 4.1.** Let $v^H, w^H \in V_H$ and let $v^H$ be the solution of (P) or (D) constraint by $v^H$. Then,

$$\sum_{e \in \mathcal{E}} \int_{e} \left[ a \nabla v^H \right] ^2 \| w^H \| \, ds \leq C \alpha^{-1/2} \| \nabla v^H \|_{L^2(e)} \| v^H \|_e,$$

where $\alpha$ is the penalty parameter (see (8)) and where the constant $C$ depends only on the shape regularity of the triangulation $T_H$, the dimension $d$ and the bound in (2).

**Proof.** Applying the Cauchy–Schwarz inequality to (13) gives

$$\sum_{e \in \mathcal{E}} \int_{e} \left[ a \nabla v^H \right] ^2 \| w^H \| \, ds \leq \alpha^{-1/2} \left( \sum_{E} H^e \| \left[ a \nabla v^H \right] \|_{L^2(e)}^2 \right)^{1/2} | v^H |_e.$$

A computation using the above energy inequality shows that $\| \left[ a \nabla v^H \right] \|_{L^2(e)}^2 \leq C \int_{e} | \nabla v^H |^2 + | \nabla u^H |^2 \, ds$, where $\nabla v^H$ denotes $\nabla v^H |_{K_\delta}$. Summing over $\mathcal{E}$, using $\int_{K} | \nabla v^H |^2 \, ds \leq C H^{-1} \int_{K} | \nabla v^H |^2 \, dx$ (trace inequality, where $C$ depends on the shape regularity, the dimension $d$ and $H_K$ denotes the diameter of the triangle $K$), gives the result. $\square$

Using this lemma and energy inequality stated above gives us:

**Theorem 4.2.** There exists a threshold value $\alpha_{min}$ for the penalty parameter depending only on the shape regularity of the triangulation $T_H$, the dimension $d$ and the bounds in (2), such that for $\alpha \geq \alpha_{min}$ the bilinear form $B_{DG}$ is uniformly elliptic and bounded on $V_H \times V_H$ and the problem (11) has a unique solution in $V_H$ which satisfies $\| u^H_{DG} \|^2 \leq C \| f \|_{L^2(\Omega)}$.

**A-priori estimates.** Some knowledge of the homogenized problem is needed to derive a-priori estimates and we suppose in what follows that $a^s = a(x, x/\epsilon) = a(x, y)$ $Y$-periodic in $y$, where we set $Y = (0,1)^d$. In this case the homogenized tensor $a^0(x)$ can be computed explicitly with the help of auxiliary functions $\chi^j(x, y)$, $j = 1, \ldots, d$, obtained for each $x \in \Omega$ as the solution of so-called cell-problems in $Y$ [7]. We assume that $a^0$ is piecewise smooth in $\Omega$, that $u_0$ is $H^2$-regular and that $\chi^j(x, y) \in L^\infty(\Omega, H^2(Y))$, $a^0_{ij}(x, y) \in W^{1,\infty}(\Omega, L^\infty(Y)) \forall i, j = 1, \ldots, d$. For such tensor, the optimal boundary conditions for the micro problems are (P) and we can choose $K_\delta = K_e$. We will assume that $K_\delta$ is centered at $x_k$, located for each $K \in T_H$ at the barycenter of $K$. We decompose the error in

$$\| u_0 - u^H_{DG} \|^2 \leq \| u_0 - \tilde{u}^H_{DG,0} \|^2 + \| \tilde{u}^H_{DG,0} - \tilde{u}^H_{DG} \|^2 + \| \tilde{u}^H_{DG} - u^H_{DG} \|^2,$$

where $\tilde{u}^H_{DG,0}$ is the solution of the standard DG method (6) in $V_H$ with a tensor $\tilde{a}^0(x)|_K = a^0(x_k)$, $\forall K \in T_H$, and $\tilde{u}^H_{DG}$ is the solution of the multiscale method (11) with exact micro solution (10) is computed in $S(K_\delta)$ instead of $S_0$ and tensor collocated in the slow variables $\tilde{a}^s = \tilde{a}(x, x/\epsilon)|_K = a(x_k, x/\epsilon)$ $\forall K \in T_H$. $\| \cdot \|_{L^2(\Omega)}$ stand for macro error, modeling error and micro error. Following classical results [6] we have $e_{MAC} = \| u_0 - u^H_{DG,0} \| \leq C H \| u_0 \|_{H^2(\Omega)}$.

The modeling error depends on the boundary condition used in the micro problem. Using $\omega_K \int_{K_e} \tilde{a} \nabla u \cdot \nabla v \, dx = \int_{K_e} a^0 \nabla \tilde{u}^H_{DG} \cdot \nabla v \, dx$ [4, Appendix] and $\frac{1}{|K_e|} \int_{K_e} (\tilde{a}^s \nabla v) \, dx = a^0(x_k) \nabla v^H$ [3, Section 2.3] it can be shown that:

**Lemma 4.3.** For the boundary condition (P), $e_{MOD} \equiv 0$. 

Using a Strang like lemma, $e_{\text{MIC}}$ can be estimated as follows:

**Lemma 4.4.** $\|u_{\text{DG}}^H - u_{\text{DG}}^H\| \leq (C_p (\frac{h}{\varepsilon})^2 + C_f (\frac{h}{\varepsilon}) + \tilde{C} \varepsilon)$, where the constants $C_p, C_f, \tilde{C}$ are independent of $\varepsilon$.

The first term in the above error comes from the error in the first member in (8) and its estimate follows [2, Lemma 3.3], the second term comes from the error in the flux in (8) while the last term is a contribution to the error from the discrepancy between $a(x, x/\varepsilon)$ and $\bar{a}(x, x/\varepsilon)$. Combining the above lemmas and using the discrete Poincaré–Friedrich inequality $\|v\|_{L^2(\Omega)} \leq C (\|v\|^2_{L^2(\Omega)} + |v|^2_{*})$ [5, Lemma 2.1] gives the following theorem:

**Theorem 4.5.**

$$\|u_0 - u_{\text{DG},0}^H\| \leq C \left( H + \frac{h}{\varepsilon} + \varepsilon \right), \quad \|u_0 - u_{\text{DG},0}^H\|_{L^2(\Omega)} \leq C \left( H^2 + \frac{h}{\varepsilon} + \varepsilon \right). \quad (14)$$

If the numerical method (8) is used with a collocated tensor $\bar{a}^\varepsilon$ instead of $a^\varepsilon$ (for the micro and macro methods) then the third term in the estimations (14) vanishes and we thus have a robust, i.e., independent of $\varepsilon$, convergence rate (notice that $\frac{h}{\varepsilon} \simeq N_{\text{mic}}^{-1/d}$ does only depend on $N_{\text{mic}}$, the micro degrees of freedom and not on $\varepsilon$).

Detailed proofs together with procedure to reconstruct microscopic information from the known solution on sampling domains as well as numerical examples will be presented in a forthcoming publication.
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