
Ann. Scient. Éc. Norm. Sup.,
4e série, t. 38, 2005, p. 609 à 669.

et

amen-
ula in
or-

nge

uent le
plication
ps
ire

0
4
6

17
19
1
3
0
1

. 633
35
9
2
4
4

KLOOSTERMAN IDENTITIES
OVER A QUADRATIC EXTENSION II

BY HERVÉ JACQUET1

To the memory of Yasuko Jacqu

ABSTRACT. – We prove certain identities between Kloosterman integrals. They constitute the fund
tal lemma of a relative trace formula for Hecke functions. The main application of the trace form
question is the following result. LetE/F be a quadratic extension of number fields. A cuspidal autom
phic representation ofGL(n,EA) is distinguished by some unitary group if and only if it is the base cha
of an automorphic cuspidal representation ofGL(n,FA).

 2005 Elsevier SAS

RÉSUMÉ. – Nous prouvons certaines identités entre intégrales de Kloosterman. Elles constit
lemme fondamental d’une formule des traces relatives pour les fonctions de Hecke générales. L’ap
principale de cette formule des traces est le résultat suivant. SoitE/F une extension quadratique de cor
de nombres. Une représentation automorphe cuspidale deGL(n,EA) est distinguée par un groupe unita
si et seulement si c’est le changement de base d’une représentation automorphe cuspidale deGL(n,FA).

 2005 Elsevier SAS
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1. The main result

Let F be a non-Archimedean local field of odd residual characteristic and characteristic0. We
denote by� a uniformizer, byq the cardinality of the residual fieldκ and by|x|F or simply
|x| the absolute value of an elementx. We consider the quadratic unramified extensionE/F .
Thus� is also a uniformizer forE. We letηE/F or simplyη be the corresponding unramifie
quadratic character ofF×. When necessary we use the notation|x|F and |z|E to denote the
absolute value onF andE respectively. However we adopt the following convention: when
write an inequality (or an equality) such as|z| � |�m| the same absolute value is used on the
sides of the inequality: thus the inequality stands for either|z|E � |�m|E or |z|F � |�m|F . We
denote byσ the Galois conjugation ofE/F . We also writeσ(z) = z̄. Thus|z|E = |zz̄|F . We let
ψF or simplyψ be an additive character ofF whose conductor is the ring of integersOF of F .
ThenψE(z) := ψF (z + z̄) is an additive character ofE whose conductor isOE .

We denote byGn or simply G the groupGL(n). We letNn or simply N be the subgroup
of upper triangular matrices with unit diagonal andAn or simply A the subgroup of diagona
matrices. We define a character

θ :Nn(F ) → C
×

by

θ(u) = ψ

( ∑
1�i�n−1

ui,i+1

)
.

Let S(M(n × n,F )) be the space of locally constant compactly supported function
M(n × n,F ). We define the (diagonal) orbital integral of a functionΦ ∈ S(M(n × n,F )).
It is the function onAn(F ) defined by

Ω[Φ, ψ : a] :=
∫

Φ
(
tu1au2

)
θ(u1u2)du1 du2.

The integral is overNn(F )×Nn(F ) and the Haar measuredu is normalized by the condition∫
Nn(OF )

du = 1.

In fact, the orbital integral is defined on the set of diagonal matricesa ∈ M(n × n,F ), with
a1a2 · · ·an−1 �= 0. We letΦ0 be the characteristic function ofM(n× n,OF ). We remark that if
4e SÉRIE– TOME 38 – 2005 –N◦ 4
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we defineΦt by Φt(X) = Φ(tX) then

Ω[Φ, ψ : a] = Ω[tΦ, ψ : a].

Similarly, we letMh(E/F,n) be the space ofn× n Hermitian matrices, that is, the matric
x ∈M(n× n,E) such thattx = x̄. We letΨ0 be the characteristic function of

Mh(E/F,n)∩M(n× n,OE).

We define a character

u �→ θ(uū)

of Nn(F ) by

θ(uū) = ψ

( ∑
1�i�n−1

ui,i+1 + ūi,i+1

)
.

The notation is justified by the fact thatuū is the product of an element ofN(F ) and an elemen
of the derived group ofN(E).

If Ψ is inS(Mh(E/F,n)) we define its (diagonal) orbital integral. It is the function onAn(F )
defined by

Ω[Ψ,E/F,ψ : a] :=
∫

Ψ
(
tūau

)
θ(uū)du.

The integral is overNn(E) and the Haar measuredu is normalized by the condition∫
Nn(OE)

du = 1.

Again the integral is in fact defined on the set of diagonal matricesa ∈ M(n × n,F ) such that
a1a2 · · ·an−1 �= 0. Again

Ω
[
tΨ,E/F,ψ : a

]
= Ω[Ψ,E/F,ψ : a].

We say thatΨ andΦ matchand we writeΨ ↔ Φ if

Ω[Ψ,E/F,ψ : a] = γ(a)Ω[Φ, ψ : a](1)

whereγ is thetransfer factordefined by

γ(a) =: η(a1)η(a1a2) · · ·η(a1a2 · · ·an−1).(2)

We set

KF := GL(n,OF ), KE := GL(n,OE),

we denote byH(GL(n,F )) or simply HF the Hecke algebra, that is, the convoluti
algebra of bi-KF -invariant functions of compact support onGL(n,E). We define similarly
H(GL(n,E)) = HE .
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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We recall the base change homomorphism

b :H
(
GL(n,E)

)
→H

(
GL(n,F )

)
of the Hecke algebras. IfS(f) denotes the Satake transform off then

S
(
b(f)

)
(x) = S(f)

(
x2

)
.

Equivalently, if π is an unramified representation ofG(F ) corresponding to the charact
f �→ S(f)(x), we writeS(f)(π) for S(f)(x). Then if Π is the representation base change
π we have

S(f)(Π) = S
(
b(f)

)
(π).

Our main result is as follows (fundamental lemma for Hecke functions).

THEOREM 1. –For anyf ∈H(GL(n,E)) the function

X �→
∫

GL(n,E)

Ψ0

(
tḡXg

)
f(g)dg(3)

matches the function

X �→
∫

GL(n,F )

Φ0(Xg)b(f)(g)dg.(4)

We remark that the same result is true in the case of positive characteristic. This
derived from the work of Ngô [15]. The proof we give should extend to the case of characte
provided the necessary modifications be made in the global theory.

Of course the Haar measures are normalized by the condition that the measures ofKE and
KF are1. If f is the unit element of the Hecke algebra this result was proved in [6, (8)].

We remark that the second function has the same orbital integral as the function

X �→
∫

GL(n,F )

Φ0(gX)b(f)(g)dg.

For any functionf on a group we define the functioňf by f̌(g) = f(g−1). We first note tha
b(f̌) = b(f )̌. Thus, at the cost of replacing the functionf by the functionf̌ we may formulate
the result as the matching of the functions

X �→
∫

GL(n,E)

Ψ0

(
tḡXg

)
f
(
g−1

)
dg

and

X �→
∫

GL(n,F )

Φ0(Xg)b(f)
(
g−1

)
dg.

Now let us apply the theorem to a functionf supported on the set{g ∈GL(n,E): |detg|E =
|�m|E}. This means that the Satake transformS(f) is a homogeneous Laurent polynomial
4e SÉRIE– TOME 38 – 2005 –N◦ 4
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degreem. ThusS(b(f)) is homogeneous of degree2m, that is, the functionb(f) is supported
on the set{g ∈GL(n,F ): |detg|F = |�2m|F }. Next the functions

X �→ 1{X: |detX|E=|�−2m|E}

∫
GL(n,E)

Ψ0

(
tḡXg

)
f(g)dg

and

X �→ 1{X: |detX|F =|�−2m|F }

∫
GL(n,F )

Φ0(Xg)b(f)(g)dg

match because the determinant is constant on the orbits. In other words, the functions∫
GL(n,E)

Ψ1
(
tḡXg

)
f(g)dg

and ∫
GL(n,F )

Φ1(Xg)b(f)(g)dg

match, where we have denoted byΨ1 andΦ1 the characteristic functions ofKE ∩ H(n × n,
E/F ) and KF respectively. We have established this whenf is supported on a set{g ∈
GL(n,E): |detg|E = |�m|E}. By linearity, it is true for allf .

Equivalently, for anyf , the functions∫
GL(n,E)

Ψ1
(
tḡXg

)
f
(
g−1

)
dg

and ∫
GL(n,F )

Φ1(Xg)b(f)
(
g−1

)
dg

match. This is the result established by Ngô in the case of positive characteristic in [15]
minor modifications in the global theory our proof applies to that case as well.

The above result (for general Hecke functions) was first established by Ye Yangbo in th
n = 3. His slightly different approach to the problem influenced me, as well as the notes h
me. The reduction formulas are directly borrowed from his notes.

I am very grateful to Erez Lapid for useful discussions and a careful reading of the manu
His insistence that a global argument could be used to finish the proof was very encou
Moreover, his result in [10] is used in an essential way in the present paper. I also tha
referee for a very careful reading of the manuscript.

The material is arranged as follows. In Section 3 we explain the global consequen
our main result. This will serve as an introduction. In Section 4 we reformulate the res
a matching of linear combination of characteristic functions of lattices, namely

Ψµ ↔
∑

θλ
µδ

1/2
F

(
�2µ−λ

)
Φλ(X),
λ

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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with specific constantsθλ
µ (see below for notation). In Sections 5–11 we develop the mach

which allows us to conclude that there is a matching of this form, where the constantsθλ
µ are

replaced by unknown constantsξλ
µ . This amounts to saying there is a linear mapβ :HE →HF

such that

X �→
∫

GL(n,E)

Ψ0

(
tḡXg

)
f(g)dg

and

X �→
∫

GL(n,F )

Φ0(Xg)β(f)(g)dg

match. The assertion thatθλ
µ = ξλ

µ is then equivalent to the equalityβ = b. We check thatβ
coincides withb on the unit element and on a set of generators of the Hecke algebra in Sect
To finish the proof we discuss asimple trace formulain Section 13, where the base changeb is
replaced by the linear mapβ. We conclude in Section 14 thatβ is an algebra homomorphism
Thusβ = b. In Section 15 we discuss three lemmas about local distributions. In Section
briefly discuss more precise global results. We also indicate how to remove the restricti
the global quadratic extension of Section 2.

2. General matching

For the convenience of the reader we review the general notion of matching [6, (5) an
Thus we letE/F be an arbitrary quadratic extension of non-Archimedean local fields. W
ψF or simplyψ be a non-trivial additive character ofF . Thendx is the self dual Haar measu
onF anddz the Haar measure onE self dual with respect to the characterψE(z) = ψF (z + z̄).

We letS(F ) be the space of invertible Hermitian matrices. The groupG(E) operates onS(F )
by

s �→ tḡsg.

ForΨ ∈C∞
c (S(F )) we define as before the diagonal orbital integral

Ω[Ψ,E/F,ψ : a].

The measuredu on Nn(E) is the product of the self dual Haar measuresdui,j . More generally,
we say that an elements of S(F ) (or its orbit underN(E)) is relevantif the character

u �→
∑

i

ψ(ui,i+1 + ūi,i+1)

from N(E) to F is trivial on the stabilizer ofs in N(E). A system of representatives for th
relevant orbits consists of the elementswMa. HereM is a standard Levi-subgroup ofGL(n)
containingA, that is,M is a bloc diagonal product of general linear groups. The groupAM ⊆ A
is the center ofM , the matrix belongs toAM andwM the longest element of the Weyl group
4e SÉRIE– TOME 38 – 2005 –N◦ 4
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grals
M , viewed as a group of permutation matrices. In particularwG also notedwn is the matrix

wn :=


0 0 . . . 0 0 1
0 0 . . . 0 1 0
0 0 . . . 1 0 0
. . .
0 1 . . . 0 0 0
1 0 . . . 0 0 0

(5)

If M is of type(n1, n2, . . . , nr) with n1+n2+ · · ·+nr = n thenM consists of diagonal matrice
with block entries of size(n1, n2, . . . , nr). The matrixwM is the matrix

wM :=


wn1 0 . . . 0 0 0
0 wn2 0 . . . 0 0
. . .
0 0 . . . 0 wnr−1 0
0 0 . . . 0 0 wnr

(6)

We define orbital integrals

Ω[Ψ, ψ : wMa] =
∫

Ψ
[
tūwMau

]
θ(uū)du.(7)

The integral is over the quotient ofN(E) by the stabilizer ofwMa.
Similarly we let the groupG(F )×G(F ) operate onG(F ) by

g �→ tg1gg2.

We define the relevant elements ofGL(n,F ) for the action ofN(F )×N(F ). The above matrice
wMa form again a system of representatives for the relevant orbits. We define orbital inte

Ω[Φ, ψ : wMa] =
∫

Φ
[
tu1wMau2

]
θ(u1u2)du1 du2.(8)

The integral is over the quotient ofN(F )2 by the stabilizer ofwMa.
We say thatΨ matchesΦ and we writeΨ ↔Φ if

Ω[Ψ, ψ : a] = γ(a)Ω[Φ, ψ : a]

whereγ(a) is defined as before. Then there are transfer factorsγ(wMa,ψ) such that

Ω[Ψ, ψ : wMa] = γ(wMa,ψ)Ω[Ψ, ψ : wMa].

Thus the factorγ(a,ψ) = γ(a) does not depend onψ. EveryΨ matches aΦ and conversely.
We also need the same notions for the trivial case whereE is replaced byF ⊕ F with Galois

actionσ(x1, x2) = (x2, x1). The spaceS(F ) is now the set of pairs(s1, s2) with s1 = ts2. The
action ofGL(n,E) = GL(n,F )×GL(n,F ) is by

(s1, s2) �→
(
tg2s1g1,

tg1s2g2

)
.

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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We say thatΨ ∈C∞
c (S(F )) andΦ ∈C∞

c (G(F )) match if∫
Ψ
[
tn2an1,

tn1an2

]
θ(n1n2)dn1 dn2 =

∫
Φ
[
tn2an1

]
θ(n1n2)dn1 dn2.

This condition is verified if

Φ(g) = Ψ
(
tg, g

)
or

Φ(g) = Ψ
(
g, tg

)
.

The other orbital integrals are then equal.

3. Applications

Our main result plus the recent work of Lapid [10] on the fine spectral expansion of the re
trace formula imply the following statement. LetE/F be a quadratic extension of number fiel
We letηE/F or simplyη be the quadratic idele class character ofF attached toE. We fix a non-
trivial characterψ of FA/F . For technical reasons, we assume for now that every real placeF
splits inE. If H is a unitary group inn-variables, andΠ an automorphic cuspidal representat
of GL(n,EA) we say thatΠ is distinguishedby H if there is an automorphic formφ in the space
of Π such that ∫

H(F )\H(FA)

φ(h)dh �= 0.

We have then the following result.

THEOREM 2. –Suppose thatΠ is the base change of an automorphic cuspidal representa
π ofGL(n,FA). Then there is a unitary groupH such thatΠ is distinguished byH . Conversely, if
an automorphic cuspidal representationΠ of GL(n,EA) is distinguished by some unitary grou
then it is the base change of an automorphic cuspidal representationπ of GL(n,FA).

We first prove the second statement. Indeed, suppose thatΠ is distinguished by the stabilize
H of an elementξ ∈ S(F ). If v1, v2 are places ofE above the same placev of F then the
tensor productΠv1 ⊗ Πv2 admits a non-zero linear formµ invariant under the group of pai
(ξ−1

1
th−1ξ1, h). Sinceg �→ Πv1(

tg−1) is contragradient toΠv1 we conclude thatΠv1 = Πv2 .
On the other hand, ifv is a place ofF inert in F , w the corresponding place ofE andΠw is
unramified, thenΠw is invariant under the non-trivial element ofGal(Ew/Fv). ThusΠ andΠσ

have the same components at almost all places. It follows thatΠ = Πσ . By [1] Π is then the bas
change of a cuspidal automorphic representation ofGL(n,FA). (This is a standard argument fir
found in [5].)

We describe in more detail the (relative) trace formula which gives this result. The meth
proof we follow is perhaps not the simplest. However it can be adapted to the case of thesimple
but delicate relative trace formula that we need to prove completely our main result.

We let F+ be the subgroup ofF×
A

whose finite components are1 and whose infinite
components are all equal to the same positive number. ThusF+ is isomorphic toR

×+. For
z ∈ F+ we often writez for z1n. We defineE+ similarly.
4e SÉRIE– TOME 38 – 2005 –N◦ 4
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3.1. The relative trace formula over E/F

We denote byS the algebraic variety ofn × n invertible Hermitian matrices. LetΨ be a
smooth function of compact support on the spaceS(FA). We consider the function

KΨ(g) :=
∑

ε∈S(F )

Ψ
[
tḡεg

]
and the integral ∫

E+

∫
Nn(E)\Nn(EA)

KΨ(uz)θ(uū)dudz(9)

=
∫

F+

∫
Nn(E)\Nn(EA)

∑
ε∈S(F )

Ψ[tūzεu]θ(uū)dz du.

Of course the Haar measures have to be normalized suitably. In this article we are only int
in qualitative results and so we do not pay much attention to the normalization of the mea
This expression can be computed in terms of orbital integrals (for the relevant orbits). Th
a sum ∑

M

∑
α∈AM (F )

∫
Ω[Ψ, ψ : wMαz]dz.(10)

The first sum is over all Levi-subgroupsM of GL(n) containingA. The global orbital integra
Ω[Ψ, ψ : wMαz] is over the quotient ofN(EA) by the stabilizer ofwMα.

We consider a set of representatives{ξ} for the orbits of the right action ofGL(n,E) onS(F ).
For eachξ we denote byHξ its stabilizer and we choose a functionfξ on GL(n,EA), smooth
of compact support, such that ∫

Hξ(FA)

fξ(hg)dh = Ψ
(t

ḡξg
)
.(11)

We introduce the usual kernel function

Kfξ(x, y) :=
∑

γ∈GL(n,E)

fξ
(
x−1γy

)
.

Then

KΨ(g) =
∑

ξ

∑
γ∈Hξ(F )\GL(n,E)

∫
Hξ(FA)

fξ(hγg)dh

=
∑

ξ

∫
Hξ(F )\Hξ(FA)

Kfξ(h, g)dh.

Thus (9) is equal to

∑
ξ

∫
E+

∫
Hξ(F )\Hξ(F )

∫
N(E)\N(EA)

Kfξ(zh,u)θ(uū)dhdudz.(12)
A

ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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Now we make more precise the relation between the functionΨ and the functionsfξ. We
assume thatΨ is decomposable. Then the functionsfξ are decomposable.

To that end, we consider a placev of F inert and unramified inE and the corresponding plac
w of E. We consider aξ which is inKw := GL(n,Ow). Let Ψ1

v be the characteristic function o
Kw ∩ S(Fv) andfw a Hecke function. Assume thatΨv has the form

Ψv(X) =
∫

Gw

Ψ1
v

(
tx̄Xx

)
fw

(
x−1

)
dx.

Since the setKw ∩ S(Fv) is a single orbit ofKw we can write

Ψ1
v

(
tḡξg

)
=

∫
Hξ

v

f1
w(hg)dh

wheref1
w is the unit element of the Hecke algebraHw. On the other hand,

fw(g) =
∫

f1
w(x)fw

(
x−1g

)
dx.

Thus ∫
Hξ

v

fw(hg)dh =
∫

Ψ1
v

(
tx̄tḡξgx

)
fw

(
x−1

)
dx = Ψv

[
tḡξg

]
.

In other words we may and will takefξ
w = fw.

If v splits intov1, v2 then the spaceS(Fv) of Hermitian matrices at the placev is the set of
pairs

(g1, g2), g2 = tg1, gi ∈GL(n,Fv).

In particularξ viewed as an element ofS(Fv) has the formξ = (ξ1, ξ2), tξ2 = ξ1. The groupHξ
v

is the set of pairs(h1, h2) with h1 = ξ−1
1

th−1
2 ξ1, h2 ∈GL(n,Fv). The relation betweenΨv and

the functionfξ
v1,v2

is

Ψv

[(
tg2,

tg1

)
(ξ1, ξ2)(g1, g2)

]
=

∫
fξ

v1,v2
(h1g1, h2g2)dh

or more simply

Ψv

[
tgξ1, ξ2g

]
=

∫
GL(n,Fv)

fξ
v1,v2

(
ξ−1
1

th−1ξ1, hg
)
dh

or, after a change of variables,

Ψv

[
tg, g

]
=

∫
GL(n,Fv)

fξ
v1,v2

(
ξ−1
1

th−1, hg
)
dh.
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Again if the functiong �→ Ψ[tg, g] is a Hecke function andξ1 ∈ Kv we may and will take for
fξ

v1,v2
a Hecke functionfv1,v2 independent ofξ. Then

Ψv

[
tg, g

]
=

∫
fξ

v1,v2

(
h−1, hg

)
dh.

Now we appeal to the result of [10]. The expression (12) admits afine spectral expansion. We
only write down thediscretepart of this spectral expansion. It has the form∑

ξ

∑
Π

Rξ
Π

(
fξ

)
.(13)

The sum is over allξ. The representationsΠ which appear are, on the one hand,
cuspidal automorphic representations and, on the other hand, certain Eisenstein auto
representations. As usual the representationsΠ are normalized by the condition that their cent
character is trivial onE+. If Π is a cuspidal automorphic representation, then therelative Besse
distributionRξ

Π is defined by

Rξ
Π

(
fξ

)
=

∑
i

∫
Hξ(F )\Hξ(FA)

Π
(
fξ

)
φi(h)dh

∫
φi(u)θ̄(uū)du,

where the sum is over an orthonormal basis{φi} of Π. If Π is an Eisenstein automorph
representation thenn is even andΠ of the formΠ1 � Πσ

1 whereΠ1 is a cuspidal automorphi
representation ofGL(n/2,EA) with Πσ

1 not equivalent toΠ1. The distributionRξ
Π is defined

similarly, except that the integral over the unitary group is now a regularized integral [10].

3.2. The relative trace formula over F

Now we consider a smooth function of compact supportΦ on GL(n,FA). We associate toΦ
the usual kernel

KΦ(x, y) :=
∑

γ∈GL(n,F )

Φ
(
x−1γy

)
.

We consider the expression∫
F+

∫
(Nn(F )\N(FA))2

KΦ

(
tu−1

1 , u2z
)
θ(u1)θ(u2)du1 du2 dz(14)

=
∫

F+

∫
(Nn(F )\N(FA))2

∑
ε∈GL(n,F )

Φ[tu1zεu2]θ(u1u2)du1 du2 dz.

As before it can be computed in terms of orbital integrals∑
M

∑
α

∫
Ω[Φ, ψ : wMαz]dz.(15)

The expression (14) admits a fine spectral expansion. The discrete part of it is equal to∑
Bπ(Φ),(16)
π
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where the sum is over all irreducible cuspidal automorphic representationsπ. As usual the
representationsπ are normalized by the condition that their central character is trivial onF+.
TheBesseldistributionBπ is defined by

Bπ(Φ) :=
∑

i

∫ (
π(Φ)φi

)(
tu−1

1

)
θ(u1)du1

∫
φi(u)θ̄(u2)du2,

where the sum is over an orthonormal basis{φi} of π. Here again the residual discrete spectr
does not contribute because it is degenerate.

In turn, the global Bessel function is, up to a global constant, a product of local B
functionsBπv (suitably normalized).

Bπv(Φv) =
∑
Wi

(
πv(Φv)Wi

)
(wn)W i(e).

HereWi is an orthonormal basis of the Whittaker model ofπv andwn is the matrix (5).
To continue we consider a cuspidal automorphic representationπ0 of GL(n,FA). If n is even,

we assume thatπ0 is not automorphically induced from a cuspidal automorphic representati
GL(n/2,EA), or equivalently, thatπ0 �
 π0 ⊗ ηE/F . Thus the base changeΠ0 of π0 is cuspidal.
We want to show thatΠ0 is distinguished by some unitary group. To that end, we letS be a finite
set of places ofF containing all the infinite places, all the even places, all the inert places w
are ramified inE, all the placesv where the characterψv has a conductor not equal toOv , and
all the finite places whereπ0 is ramified.

We will choose the functionsΦv for v not in S to be Hecke functions. We note that ifΦv is a
Hecke function andΦ1

v the characteristic function ofKv := GL(n,Ov) then

Φv(X) =
∫

Φ1
v(Xg)Φv

(
g−1

)
dg.

By regrouping the terms for whichπ∞ has a given value, our sum of Bessel distributions
be written as an absolutely convergent sum∑

c(π∞)Bπ∞(Φ∞).

It will be convenient to use a principle ofinfinite linear independencefor such sums.

LEMMA 1. – If ∑
π∞

c(π∞)Bπ∞(Φ∞) = 0

for all Φ∞ then all the coefficientsc(π∞) are0.

Proof. –We defer the proof to Section 14.�
Now we consider the sum of the distributionsBπ(Φ) for all π such thatπ∞ = π0

∞, namely,∑
π∞=π0

∞

Bπ(Φ).

We further fixΦv for v finite in S so as to have

Bπ0(Φv) �= 0.

v
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Then the above sum isfinite. We label the representations which appear in the sumπα, 0 � α � r.
They are unramified at all placesv /∈ S. Next, by the strong multiplicity one, we can choos
finite set of placesT1 = {vα | 1 � α � r} not inS with the property that

∀α, π0
vα

�
 πα
vα

.

For eachα > 0, we choose then a Hecke functionΦvα such that

S(Φvα)
(
π0

vα

)
�= 0, S(Φvα)

(
πα

vα

)
= 0.

With this choice of functions the above sum reduces to the single termBπ0(Φ). We set
S1 = S ∪ T1. Furthermore the single term is in fact a product

Bπ0(Φ) = cBπ0
∞

(Φ∞)
∏

v/∈S1

S(Φv)
(
π0

v

)
(17)

with c �= 0.

3.3. Comparison

If Ψ andΦ satisfy amatching conditionwe have the equality∫
F+×N(E)\N(EA)

KΨ(zu)θ(uū)dz du(18)

=
∫

F+×(N(F )\N(FA))2

KΦ

(
tu−1

1 , u2z
)
dz θ(u1)du1 θ(u2)du2

that is, the expression (14) is equal to the expression (9) (geometric identity). We now de
the matching condition in detail. We assumeΨ andΦ are decomposable.

Consider first a placev inert in E and let w be the place abovev. Then the condition
of matchingΦv ↔ Ψv has been recalled in Section 2. The product of the transfer fa
γ(wMα,ψv) over all inert placesv is 1 for α ∈ AM (F ).

At a placev which splits intov1, v2 the condition of matching is

Φv(g) = Ψv

(
tg, g

)
.

Note that this definition depends on an ordering of the set{v1, v2}.
At every placev ∈ S1 we take a functionΨv which matches the functionΦv that we have

chosen previously. We note that for an inert placev ∈ T1 the functionΦv is a Hecke function
but the functionΨv needs not be invariant underKw and the functionsfξ

w need not be Heck
functions.

Recall that forv /∈ S1 we chooseΦv to be a Hecke function. We make this choice and
choice of the matching functionΨv more precise.

Now supposev is not inS1 and inert. Letw be the place ofE abovev. We will let fw be a
Hecke function. We take

Ψv[X] =
∫

Ψ1
w

[
tx̄Xx

]
fw

(
x−1

)
dx,

Φv[X] =
∫

Φ1
v[Xx]b(fw)

(
x−1

)
dx.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



622 H. JACQUET

e
e

ke

at

e

ows
spectral

ap
set

l

Indeed our main result asserts thatΨv ↔ Φv . In fact we haveΦv = b(fw). In particular,Ψv is
supported on the set of elements whose determinant is a norm of the extensionEw/Fv .

Now let Ξ be the set ofξ such thatdet(ξ) is a norm at each placev inert and not inS1. The
setΞ is finite and only the elements ofΞ appear in our formula. We will letT ′

2 be the (finite)
set of inert placesv /∈ S1 for which at least oneξ ∈ Ξ is not in Kw, wherew is abovev. If v
is such a place andw the corresponding place ofE we takefw to be the unit element of th
Hecke algebra. ThenΦv = Φ1

v andΨv = Ψ1
v . We note that the functionsfξ

w need not be Heck
functions.

If v is not inS1 and splits intov1, v2 thenΦv is a Hecke function and we take

Ψv

[
tg, g

]
= Φv(g).

Let T ′′
2 be the finite set of split placesv /∈ S1 such thatξ1 is not in Kv1 = Kv for at least

one ξ ∈ Ξ. Again, the functionsfξ
v1,v2

need not be Hecke functions. Forv /∈ T ′′
2 we take

fξ
v1,v2

= fv1,v2 to be a Hecke function and we get

Φv(g) =
∫

fv1,v2

(
h−1, hg

)
dh.

ThusΦv is the Hecke function base change offv1,v2 .
We now setT2 = T ′

2 ∪ T ′′
2 andS2 = S1 ∪ T2. Suppose thatv is not in S2 and inert. Letw

be the corresponding place ofE. Then all the functionsfξ
w, ξ ∈ Ξ, are equal to the same Hec

functionfw andΦv is the base change offw. Suppose thatv is not inS2 and splits intov1, v2.
Then all the functionsfξ

v1,v2
, ξ ∈ Ξ, are equal to the same Hecke functionfv1,v2 andfv is the

base change offv1,v2 . The functionsfw andfv1,v2 are arbitrary, subject to the condition th
they are almost all equal to the unit element. Let us callSE

2 the set of places ofE above a place
of S2. Thus we may set

fSE
2 :=

⊗
fw ⊗

⊗
fv1.v2 ,

the tensor product being over all finite places ofE not in SE
2 . This is an element of the Heck

algebraHSE
2 , tensor product of the Hecke algebras over all places not inSE

2 . Then the function

ΦS2 :=
⊗
v/∈S2

Φv

is in the Hecke algebraHS2 . It is the base change offSE
2 .

The functionsΦ andΨ being chosen in this way, we get the equality of (15) and (10). It foll
that the two spectral expansions are equal as well. We can equate the discrete parts of the
expansions to get the following identity:∑

π

Bπ(Φ) =
∑

ξ

∑
Π

Rξ
Π

(
fξ

)
.(19)

Indeed, we recall the standard argument. Fix a placev of F split and not inS2. Let v1, v2 be the
two places abovev. Takefv1,v2 = fv ⊗ f0, wherefv is inHv , the Hecke algebra forGL(n,Fv),
andf0 is the unit element ofHv . Thusfv is the image offv1,v2 under the base change m
homomorphism. The Satake transform offv may be viewed as a continuous function on the
Xv of unitary, irreducible, unramified representations ofGL(n,Fv) 
GL(n,Fv1). Both spectra
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expressions can then be viewed as measures onXv . To obtain the claimed identity we equate t
discrete parts of the measures. We have just obtained the identity under some restrict
fv1,v2 . Sincev is arbitrary, we obtain the identity in general.

The representationsΠ for which the distributionRξ
Π is non-zero are distinguished byHξ . As

before (see the argument after Theorem 2), ifv1, v2 are above the same placev thenΠv1 = Πv2

(this is a standard argument).
If Rξ

Π �= 0 then we can identifyGL(n,E∞) to the productGL(n,F∞)×GL(n,F∞) and write
Π∞ as tensor productπ∞ ⊗ π∞. In other wordsΠ∞ is the base change ofπ∞. By Lemma 21,
viewed as a distribution at infinity,Rξ

Π(fξ) is a multiple ofBπ∞(Φ∞). Using Lemma 1 we get∑
Π∞=π0

∞⊗π0
∞

∑
ξ∈X

Rξ
Π

(
fξ

)
=

∑
π∞=π0

∞

Bπ(Φ) = Bπ0(Φ).(20)

Recall we have fixed the functionsΦv at all finite places inS2. Thus the functionsfξ
w for w finite

in SE
2 are also fixed. Thus the sum on the left is afinitesum. SinceΦv = Φ1

v for everyv ∈ T2 we
get from (17)

Bπ0(Φ) = cBπ0
∞

(Φ∞)
∏

v/∈S2

S(Φv)
(
π0

v

)
.(21)

On the left-hand side of (20)

fξ = fξ

SE
2
⊗ fSE

2 .

Thus

Rξ
Π

(
fξ

)
=

∏
w/∈SE

2

S(fw)(Πw)C(Π, ξ)

where we have set

C(Π, ξ) =Rξ
Π

(
fξ

SE
2
⊗ 1SE

2
)
,

and1SE
2 is the unit element ofHSE

2 . The only terms which appear on the left of (20) are th
Π for which ∏

w/∈SE
2

S(fw)(Πw) =
∏

v/∈S2

S(Φv)
(
π0

v

)
.

By the strong multiplicity result, the onlyΠ satisfying this condition isΠ0, the base change o
π0. ThusRξ

Π0(fξ) �= 0 for at least oneξ and we are done.
We remark that we could also use the above trace formula to prove that a disting

representation is a base change.

4. The set up

We go back to the notations of Section 1. In particularE/F is an unramified quadrati
extension. We denote byPn or simplyP the set ofn-tuplesλ ∈ Z

n such that

λ1 � λ2 � · · ·� λn
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and byP+ the subset ofλ ∈ P such thatλn � 0. We set

|λ|=
∑

1�i�n

λi, λ̃ = (−λn,−λn−1, . . . ,−λ1).

We denote byPm the subset ofλ ∈ P such that|λ| = m. We recall the standard partial order
P . We write

λ  µ

if

λ1 � µ1, λ1 + λ2 � µ1 + µ2, . . . ,

λ1 + λ2 + · · ·+ λn−1 � µ1 + µ2 + · · ·+ µn−1,

|λ|= |µ|.
If λ ∈ Z

n we set

�λ = diag
(
�λ1 ,�λ2 , . . . ,�λn

)
.

If f is a Hecke function, we set, forλ ∈ Zn,

Φf (λ) = Φf

(
�λ

)
:=

∫
Nn(F )

f
(
u�λ

)
du,

Hf (λ) := Φf

(
�λ

)
δ
−1/2
F

(
�λ

)
.

HereδF is the module of the groupA(F )N(F ). Thus ifdu is the Haar measure ofNn(F ) then

d
(
aua−1

)
= δF (a)du.

The functionλ �→ Hf (λ) is compactly supported and symmetric and arbitrary. It is determ
by its values onP .

Let ωF
x be the zonal spherical function of parametersx = (x1, x2, . . . xn). We recall its

definition. Letφ0 be the function such that

φ0(uak) = δ
1/2
F (a)|a1|s1 |a2|s2 · · · |an|sn ,

u ∈ Nn(F ), a ∈An(F ), k ∈KF .

Here thesi ∈ C are determined by the condition|�|si = xi. Then

ωF
x (g) =

∫
KF

φ0(kg)dg.

For any Hecke functionf the Satake transform is defined by

S(f)(x) :=
∫

f(g)ωF
x (g)dg.

Let Sn be the subalgebra of symmetric elements in

C
[
X1,X2, . . . ,Xn, (X1X2 · · ·Xn)−1

]
.
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The maximal spectrumSpec[Sn] of Sn is thus the set of the orbits of the permutation group
(C×)n. If π is the unramified representation which admits the spherical functionωF

x as a matrix
coefficient we also writeS(f)(π) for S(f)(x) .

Recall that

S(f)(x) =
∫

f(g)φ0(g)dg

=
∑

λ∈Zn

Φf

(
�λ

)
δ
−1/2
F

(
�λ

)∣∣�λ1
∣∣s1

∣∣�λ2
∣∣s2 · · ·

∣∣�λn
∣∣sn

=
∑

λ∈Zn

Φf

(
�λ

)
δ
−1/2
F

(
�λ

)
xλ1

1 xλ2
2 · · ·xλn

n

=
∑

λ∈Zn

Hf (λ)xλ

=
∑
λ∈P

Hf (λ)mλ(x)

where we have setxλ = xλ1
1 xλ2

2 · · ·xλn
n andmλ denotes the monomial symmetric function.

If f is a Hecke function onGL(n,F ) we set

Wf (g) :=
∫

Nn(F )

f(ug)θ−1(u)du.(22)

In particular, ifg = a ∈An then this depends only on the absolute values of the entries ofa. This
allows us to write for anyλ ∈ Z

n,

Wf (λ) := Wf

(
�λ

)
.(23)

Of courseWf (λ) = 0 unlessλ ∈ P . We denote byWF
x the elementary Whittaker function o

parametersx = (x1, x2, . . . , xn). Thus

WF
x (ug) = θ(u)−1WF

x (g), WF
x (e) = 1,

and, for any Hecke functionf ,∫
WF

x (hg)f(g)dg = WF
x (h)

∫
f(g)ωF

x (g)dg.

In particular atx = e we get∫
WF

x (g)f(g)dg =
∫

f(g)ωx(g)dg.(24)

Let σλ(x) be the Schur function attached to aλ ∈ P . Recall the Casselman–Shalika–Shint
formula [2,17]:

WF
x

(
ωλ

)
= σλ(x)δ1/2

F

(
�λ

)
.

The left-hand side of (24) is
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∫
An(F )

WF
x (a)Wf (a)δ−1

F (a)da =
∑
λ∈P

WF
x

(
�λ

)
Wf (λ)δ−1

F

(
�λ

)
=

∑
λ∈P

σλ(x)Wf (λ)δ−1/2
F

(
�λ

)
The right-hand side of (24) is

∑
λ∈P Hf (λ)mλ(x). Thus for anyr we have∑

λ∈Pr

σλ(x)Wf (λ)δ−1/2
F

(
�λ

)
=

∑
λ∈Pr

mλ(x)Hf (λ).

Now

σλ =
∑
µ�λ

Kµ
λmµ

with Kλ
λ = 1 and

mλ =
∑
µ�λ

Aµ
λσµ

with Aλ
λ = 1. BecauseHf andWf are compactly supported, we can write

Hf (µ) =
∑
λ�µ

Kµ
λWf (λ)δ−1/2

F (�λ),

Wf (λ)δ−1/2
F

(
�λ

)
=

∑
µ�λ

Aλ
µHf (µ).

In particular, givenµ ∈ P , we denote byfF
µ the unique Hecke function such that

WfF
µ

(λ) = δλ,µ.(25)

The functionsfF
µ , µ ∈ P , form a linear basis of the space of Hecke functions.

Then

S(f)(x) =
∫

f(g)WF
x (g)dg =

∑
λ∈P

Wf (λ)δ−1/2
F

(
�λ

)
σλ(x).

In particular, for the functionfF
λ , we see that

S
(
fF

λ

)
(x) = δ

−1/2
F

(
�λ

)
σλ(x).

The same applies toE, with ψE(z) = ψF (z + z̄). In particular

Wf (a) =
∫

N(E)

f(ua)θ−1(uū)du.

Let b denote the base change homomorphismb :H(GL(E)) →H(GL(F )). By definition

S
(
b(f)

)
(x) = S(f)

(
x2

)
(26)
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p
where on the left the Satake transform is for the groupGL(n,F ) and on the right for the grou
GL(n,E). Equivalently,∫

GL(n,E)

f(g)WE
x2(g)dg =

∫
GL(n,F )

b(f)(g)WF
x (g)dg

or ∫
An(E)

Wf (a)WE
x2(a)δ−1

E (a)da =
∫

An(F )

Wb(f)(a)WF
x (a)δ−1

F (a)da

or ∑
λ

Wf

(
�λ

)
WE

x2

(
�λ

)
δE

(
�λ

)−1 =
∑

λ

Wb(f)

(
�λ

)
WF

x

(
�λ

)
δF

(
�λ

)−1
.

Thus ∑
λ

Wf (λ)δE

(
�λ

)−1/2
σλ

(
x2

)
=

∑
λ

Wb(f)(λ)δF

(
�λ

)−1/2
σλ(x).

In particular, forf = fE
µ we get,

δ
−1/2
E (�µ)σµ

(
x2

)
=

∑
λ

Wb(fE
µ )(λ)δ−1/2

F

(
�λ

)
σλ(x).

To exploit this relation, we appeal to a simple lemma.

LEMMA 2. –For everyλ ∈ P there are unique constantsθµ
λ , µ 2λ, such that

σλ

(
x2

)
=

∑
µ�2λ

θµ
λσµ(x).

In particular θ2λ
λ = 1.

Proof. –For the sake of completeness we give a proof. Indeed

σλ(x) =
∑
µ�λ

Kµ
λmµ(x).

Thus

σλ

(
x2

)
=

∑
µ�λ

Kµ
λmµ

(
x2

)
.

Now

mµ

(
x2

)
= m2µ(x) =

∑
ν�2µ

Aν
2µσν(x).

Our assertion follows with

θν
λ =

∑
µ,λ

Kµ
λAν

2µ. �
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The relation

σµ

(
x2

1, x
2
2, . . . , x

2
n

)
=

∑
λ

Wb(fE
µ )(λ)δ−1/2

F

(
�λ−2µ

)
σλ(x)

is thus equivalent to

Wb(fE
µ )(λ)δ−1/2

F

(
�λ−2µ

)
= θλ

µ.

Alternatively,

b
(
fE

µ

)
=

∑
λ�2µ

θλ
µδ

1/2
F

(
�λ−2µ

)
fF

λ .(27)

Next consider the orbital integrals of

Ψ(X) =
∫

Ψ0

(
tḡXg

)
f(g)dg

wheref is a Hecke function. We have

Ω(Ψ,E/F,ψ : a) =
∫

Ψ
[
tūau

]
θ(uū)du

=
∫

Ψ0

[
tḡag

](∫
fE(ug)θ−1(uū)du

)
dg

=
∫

Ψ0

[
tḡag

]
Wf (g)dg.

Using the Iwasawa decomposition, we get

=
∑
λ∈P

δE

(
�λ

)−1
Wf (λ)

∫
Ψ0

[
�λtūau�λ

]
θ(uū)du.

This is nothing but the orbital integral of the function

X �→
∑
λ∈P

δE

(
�λ

)−1
Wf (λ)Ψ0

[
�λX�λ

]
.

Likewise, the orbital integral of the functionΦ defined by

Φ(X) =
∫

Φ0(Xg)b(f)(g)dg

can be computed as the orbital integral of the function

X �→
∑
λ∈P

δF

(
�λ

)−1
Wb(f)(λ)Φ0

[
X�λ

]
.

To prove the theorem, by linearity, we may assume thatf = fE
µ . Then we will have to prove

that the function

X �→ δ−1
E

(
�µ

)
Ψ0

(
�µX�µ

)
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ourier
matches the function

X �→
∑

λ�2µ

δ−1
F

(
�λ

)
δ
1/2
F

(
�λ−2µ

)
θλ

µΦ0

(
X�λ

)
.

We will set

Ψµ(X) := Ψ0

(
�µX�µ

)
,(28)

Φλ(X) := Φ0

(
X�λ

)
,(29)

Φ′
µ(X) :=

∑
λ

θλ
µδ

1/2
F

(
�2µ−λ

)
Φλ(X).(30)

Our main result will be the consequence of the following proposition.

PROPOSITION 1. –For everyµ the functions

Ψµ(X), Φ′
µ(X)

match.

Before embarking on the proof we make some formal remarks. We define the F
transforms of Schwartz–Bruhat functions onM(n× n,F ) andMn(E/F,n) respectively by

Φ̂(X) =
∫

Φ(Y )ψ
(
Tr[−wnXwnY ]

)
dY,

Ψ̂(X) =
∫

Ψ(Y )ψ
(
Tr[−wnXwnY ]

)
dY.

Then the Fourier transform ofΨµ is q2n|µ|Ψµ̃. Likewise the Fourier transform ofΦλ is qn|λ|Φλ̃.
Also the Fourier transform ofΦ′

µ is q2n|µ̃|Φ′
µ̃. For the last relation we need the fact that

θλ
µ = θλ̃

µ̃.

Now let us make some remarks about the action of the scalar matricesz ∈ F×. We have
γ(az) = γ(a)γ(z). Thus ifΨ ↔ Φ then the functions

X �→Ψ(Xz)γ(z), X �→Φ(Xz)

match. In particular the functions

X �→ Ψ
(
Xz2

)
, X �→ Φ

(
Xz2

)
match. As a consequence if we know the proposition for

µ = (µ1, µ2, . . . , µn)

we also know the proposition for

(µ1 + m,µ2 + m, . . . , µn + m)

for anym ∈ Z. In particular, we may assumeµn = 0.
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unless
5. Reduction formula

Consider an element ofPn of the form(µ,ν) with µ ∈ Pr, ν ∈ Ps andn = r + s. We first
prove the following reduction formula. We letε be the matrix withr columns ands rows such
that

θ

(
1r X
0 1s

)
= ψ

(
Tr(εX)

)
.

Thus

ε =


0 . . . 0 1
0 . . . 0 0
. . . . . . . . . . . .
0 . . . 0 0

 .

Likewise we letη be the transpose ofε. Then

θ

[(
1r 0
Y 1s

)t
]

= ψ
(
Tr(Y η)

)
.

LEMMA 3. –For A ∈GL(|µ|, F ) andB ∈ M(|ν| × |ν|, F ) set

Φ(A : B) =
∫

Φ(µ,ν)

[
A AX

Y A B + Y AX

]
ψ(Tr εX)ψ(TrY η)dX dY.

If

|detA|= q|µ|

then

Φ(A : B) = q−s|µ|+r|ν|Φµ(A)Φν(B).

Proof. –Explicitly

Φ(A : B) =
∫

Φ0

[
A�µ AX�ν

Y A�µ B�ν + Y AX�ν

]
ψ(Tr εX)ψ(TrY η)dX dY.

Under the assumptions of the lemma both sides of the identity to be proved are zero
A�µ ∈ GL(r,OF ). Assume this is the case. Then‖Y ‖ � 1. Moreover‖AX�ν‖ � 1. Hence
‖Y AX�ν‖ � 1. Moreover

AX�ν = A�µ�−µX�ν .

Thus in fact ∥∥�−µX�ν
∥∥ � 1.

Writing X = (xi,j) we have ∣∣xi,j�
−µi+νj

∣∣ � 1.

Sinceµi � νj , we have‖X‖ � 1 which impliesψ(εX) = 1. After integrating overX andY we
find

q−s|µ|+r|ν|Φ0

[
A�µ 0

0 B�ν

]
= q−s|µ|+r|ν|Φµ(A)Φν(B). �
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t
We can compute the orbital integral ofΦ(µ,ν) as the orbital integral ofΦ(A : B) on the produc
groupGL(r,F )×GL(s,F ). We arrive at the following reduction formula:

LEMMA 4. –Suppose

|a1a2 · · ·ar|=
∣∣det�−µ

∣∣.
Then

Ω(Φ(µ,ν), ψ : a1, a2, . . . , ar, ar+1, ar+2 . . . , an)

= q−s|µ|+r|ν|Ω(Φµ, ψ : a1, a2, . . . , ar)Ω(Φν , ψ : ar+1, ar+2, . . . , an).

Similarly let

Ψ(A : B) =
∫

Ψ(µ,ν)

[
A AX

tXA B + tXAX

]
ψ
(
Tr εX

)
ψ(Tr tXη)dX.

LEMMA 5. –Suppose

|detA|F =
∣∣�−2µ

∣∣
F
.

Then

Ψ(A : B) = q−2s|µ|+2r|ν|Ψµ(A)Ψν(B).

Proof. –Explicitly

Ψ(A : B) =
∫

Ψ(µ,ν)

[
�µA�µ �µAX�ν

�νtXA�µ �νB�ν + �νtXAX�ν

]
×ψ(Tr εX)ψ

(
Tr tXη

)
dX.

Under the assumption bot sides of the identity are0 unless�µA�µ ∈ GL(r,OE). Assume this
is the case. Then the matrix�−µX�ν is integral. It follows that the matrix

�νtXAX�ν = �νtX�−µ�µA�µ�−µX�ν

is integral. The matrixX = (xi,j) is itself integral with|xi,j |E � |�µi−νj |E . Integrating overX
we get our result. �

LEMMA 6. –Suppose

|a1a2 · · ·ar|F =
∣∣det�−2µ

∣∣
F
.

Then

Ω(Ψ(µ,ν),E/F,ψ : a1, a2, . . . , ar, ar+1, ar+2, . . . , an)

= q−2s|µ|+2r|ν|Ω(Ψµ,E/F,ψ : a1, a2, . . . , ar)Ω(Ψν ,E/F,ψ : ar+1, ar+2, . . . , an).

6. The Kloosterman transform

As in [6, (5)], we introduce thenormalizedorbital integrals

Ω̃[Φ, ψ : a] = |a1||a1a2| · · · |a1a2 · · ·an−1|Ω[Φ, ψ : a],

Ω̃[Ψ,E/F,ψ : a] = η(a1)η(a1a2) · · ·η(a1a2 · · ·an−1)

× |a1||a1a2| · · · |a1a2 · · ·an−1|Ω[Ψ,E/F,ψ : a].
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, let us
We will denote byIn the space of functionsω on (F×)n−1 ×F which are normalized orbita
integrals, that is, of the form

ω(a1, a2, . . . , an) = Ω̃(Φ, ψ : a),

for a suitableΦ ∈ S(M(n× n,F )). Recall that it is also the set of normalized orbital integra

Ω̃[Ψ,E/F,ψ : a].

By conjugating by an appropriate diagonal matrix, we see that the space does not chang
replaceψ by ψ̄. If ω is in the spaceIn its KloostermantransformKn,ψ(ω) is a function in
the same space. To define the Kloosterman transform, we define inductively two seque
functions. First we set

σ0(a1, a2, . . . , an) := µ0(a1, a2, . . . , an) := ω(a1, a2, . . . , an).

Then we set

µ1(a1, a2, . . . , an−1, b1) :=
∫

σ0(a1, a2, . . . , an−1, an)ψ(−anb1)dan,

σ1(a1, a2, . . . , an−1, b1) = µ1(a1, a2, . . . , an−1, b1)ψ
(

1
an−1b1

)
.

Inductively, if 1 � i � n− 1 and we have defined

σi(a1, a2, . . . , an−i, bi, bi−1, . . . , b1),

then we define

µi+1(a1, a2, . . . , an−i−1, bi+1, bi, . . . , b1)

:=
∫

σi(a1, a2, . . . , an−i, bi, bi−1, . . . , b1)ψ(−an−ibi+1)dan−i

and

σi+1(a1, a2, . . . , an−i−1, bi+1, bi, . . . , b1)

:= µi+1(a1, a2, . . . , an−i−1, bi+1, bi, . . . , b1)ψ
(

1
an−i−1bi+1

)
.

In particular

σn(bn, bn−1, . . . , b1) := µn(bn, bn−1, . . . , b1).

Note that our definition ofσn andσ0 is in accordance with the convention that an empty prod
has the value1. We emphasize that the integral definingµi+1 is absolutely convergent. Moreover,
for fixed i, the functionsσi andµi have thesame support. We set then

Kn,ψ(b1, b2, . . . , bn) = µn(bn, bn−1, . . . , b1).

Forn = 1 the Kloosterman transform is just the ordinary Fourier transform.
Just as for the ordinary Fourier transform, there is an inversion formula. More precisely

set
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t

are
rm.

g in the
e

µ̌n−i(b1, b2, . . . , bi, an−i, an−i−1, . . . , a1) := σi(a1, a2, . . . , an−i, bi, bi−1, . . . , b1),

σ̌n−i(b1, b2, . . . , bi, an−i, an−i−1, . . . , a1) := µi(a1, a2, . . . , an−i, bi, bi−1, . . . , b1).

Then

σ̌n−i(b1, b2, . . . , bi, an−i, an−i−1, . . . , a1)

= µ̌n−i(b1, b2, . . . , bi, an−i, an−i−1, . . . , a1)ψ̄
(

1
bian−i

)
and, from the Fourier inversion formula,∫

σ̌n−i−1(b1, b2, . . . , bi, bi+1, an−i−1, . . . a1)ψ(bi+1an−i)dbi+1

= µ̌n−i(b1, b2, . . . , bi, an−i, an−i−1, . . . , a1).

In particular,

σ̌n(an, an−1, . . . , a1) = µ0(a1, a2 . . . , an).

In other words, the compositionKn,ψ̄ ◦ Kn,ψ is the identity.
There is a principle of symmetry: we can exchange the variables(a∗) and(b∗), the left and

the right, and the characterψ and the character̄ψ.
Then the main result of [6, (5)] are the following identities:

Kn,ψΩ̃[Φ, ψ;•] = Ω̃[Φ̂, ψ̄ : •],(31)

Kn,ψΩ̃[Ψ,E/F,ψ;•] = Ω̃[Ψ̂,E/F, ψ̄ : •].(32)

7. Definition of the diagrams

For n = 1 the Fourier transform has the following property. Ifφ is supported on the se
|a|� |�r| and its Fourier transform̂φ is supported on the set|b|� |�t| andt+ r > 0 thenφ and
φ̂ are0. In other words the support ofφ andφ̂ are empty so that the above support conditions
trivially verified. Our goal in this section is to extend this result to the Kloosterman transfo

To present the proof in a convenient way, we introduce the notion of aKloosterman diagram.
Each diagram has two rows consisting of indexed boxes such as

k

r ,
k

= r

wherer is an integer. In the bottom row, the boxes are a shorthand notation for

|a1a2 · · ·ak|�
∣∣�r

∣∣, |a1a2 · · ·ak|=
∣∣�r

∣∣
respectively. In the top row they are a short hand notation for

|bkbk−1 · · · b1|�
∣∣�r

∣∣, |bkbk−1 · · · b1|=
∣∣�r

∣∣
respectively. In each diagram the indices are increasing in the bottom row and decreasin
top row. Indices in boxes in the same column add up ton + 1. For consistency we introduc
dummy boxes

0

= 0
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ed
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is

is,

m

e

holds.
Thus, in the bottom row say, a diagram

k

= r
k+1

s

stands for

|a1a2 · · ·ak|=
∣∣�r

∣∣, |ak+1|�
∣∣�s−r

∣∣.
All our diagrams will have the following form:

n−u

tn−u

n−u−1

tn−u−1

n−u−2

tn−u−2 . . .
v+3

tv+3

v+2

tv+2

v+1

tv+1

v

= θ

u

= ρ
u+1

ru+1

u+2

ru+2

u+3

ru+3 . . .
n−v−2

rn−v−2

n−v−1

rn−v−1

n−v

rn−v

(33)

Here0 � u � n, 0 � v � n, u + v � n. We shall call the integern− u− v � 0 the lengthof the
diagram. We shall say that the diagram isreducedif ρ = 0, θ = 0. The reduced diagram attach
to the above diagram is the one obtained by subtractingθ from each entry in the first row andρ
from each entry in the second row. The bottom row is a shorthand notation for the conditi

|a1a2 · · ·au|=
∣∣�ρ

∣∣,(34)

|a1a2 · · ·ai|�
∣∣�ri

∣∣, u + 1 � i � n− v.(35)

Of course ifu = 0 thenρ = 0, in accordance with the convention that an empty product1.
Likewise the top row is a shorthand notation for the conditions

|b1b2 · · · bv|=
∣∣�θ

∣∣,(36)

|b1b2 · · · bi|�
∣∣�ti

∣∣, v + 1 � i � n− u.(37)

In what follows we letω be a function in the spaceIn. We will consider such a diagram. That
we will have chosen (sometimes only implicitly)a1, a2, . . . , au andb1, b2, . . . , bv satisfying (34)
and (36) respectively. We will say that the diagramholdsif the conditions indicated by the botto
row hold on the support of the function

(au+1, au+2, . . . , an−v) �→ µv(a1, a2, . . . , au, au+1, au+2, . . . , an−v, bv, bv−1, . . . , b1)

while the conditions indicated by the top row hold on the support of the function

(bn−u, bn−u−1, . . . , bv+1, bv, bv−1, . . . , b1)

�→ µn−u(a1, a2, . . . , au, bn−u, bn−u−1, . . . , bv, bv−1, . . . , b1).

Of course we could replaceµv andµn−u by σv andσn−u respectively. We shall say that th
diagram holdstrivially if the above functions are in fact identically0. That is, for the given
(a1, a2, . . . , au) and(b1, b2, . . . , bv),

µv(a1, a2, . . . , au, au+1, au+2, . . . , an−v, bv, bv−1, . . . , b1) = 0

for all (au+1, au+2, . . . , an−v) and similarly forµn−u. In fact, the vanishing condition forµv

implies the vanishing condition forµn−u and conversely.
A simple property of the diagrams is the following one. Suppose that the diagram (33)

Fix i, v < i < n− u. Choosebi, bi−1, . . . , bu+1 such that

|bibi−1 · · · bv+1|=
∣∣�ti−θ

∣∣
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al. In
or equivalently

|bibi−1 · · · b1|=
∣∣�ti

∣∣.(38)

Then the following diagram holds:

n−u

tn−u

n−u−1

tn−u−1

n−u−2

tn−u−2 . . .
i+2

ti+2

i+1

ti+1

i

= ti

u

= ρ
u+1

ru+1

u+2

ru+2

u+3

ru+3 . . .
n−i−1

rn−i−1

n−i

rn−i

(39)

Indeed, for the bottom row this follows from the fact thatµi is obtained fromµv by repeatedly
multiplying by a non-zero factor and taking a Fourier transform. For the top row this is trivi
particular, if the diagram (39) holds trivially for all choices of(bi, bi−1, . . . , bv+1) satisfying the
above condition, then the diagram (33) holds withti replaced byti + 1.

By symmetry, a similar assertion is true for a diagram of the form:

n−i

tn−i

n−i−1

tn−i−1

n−i−2

tn−i−2 . . .
v+3

tv+3

v+2

tv+2

v+1

tv+1

v

= θ

i

= ri

i+1

ri+1

u+2

ru+2

u+3

ru+3 . . .
n−v−2

rn−v−2

n−v−1

rn−v−1

n−v

rn−v

(40)

We shall say that diagrams of the form (39) or (40) are subdiagrams of the diagram (33).

8. The weight of a diagram of length � 2

We shall associate to every diagramD of length an integerw(D), its weight. By definition the
weight ofD is the weight of the corresponding reduced diagram. IfD is reduced thenw(D) is
the sum of the entries ofD. If D has length one, that is, has the form

v+1

t
v

= θ

u

= ρ
u+1

r

(41)

with u + v + 1 = n, then

w(D) = t− θ + r − ρ.

If D has length2, that is, has the form:

v+2

t2

v+1

t1

c

= θ

u

= ρ
u+1

r1

u+2

r2

(42)

then

w(D) = t1 − θ + t2 − θ + r1 − ρ + r2 − ρ.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE



636 H. JACQUET

rams
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a.
PROPOSITION 2. – If the weight of the diagram of length1 or 2 is strictly positive and the
diagram holds, then it holds trivially.

Before we start with the proof and the proof of a corresponding result for certain diag
of length n (Proposition 3), we remark that we are only interested in the case of a re
diagram. We introduce the more general diagrams for the purpose of proving the proposit
induction on the length of the diagram. As a matter of fact, the assertion for a given diag
lengthn−u− v < n is equivalent to the similar assertion for the spaceIn−u−v and the Fourier–
Kloosterman transform inn−u−v variables, the integersti being replaced byti−θ, the integer
ri by ri − ρ and the integersθ andρ by 0.

Proof of the proposition. –We first prove the proposition for a diagram of length1.

LEMMA 7. –Suppose that the following diagram holds:

v+1

t
v

= θ

u

= ρ
u+1

r

(43)

with u + v + 1 = n. If r + t− ρ− θ > 0 the diagram holds trivially.

The assumption is that the function

au+1 �→ σv(•, au+1,•)

is supported on the set|au+1|� |�r−θ| while its Fourier transform, namely the function

bv+1 �→ µv+1(•, bv+1,•),

is supported on the set|bv+1| � |�t−θ|. The lemma follows from the uncertainty principle.
Next, we prove the proposition for a diagram of length2. As we explained before, this

equivalent to the proposition withn = 2 andθ = ρ = 0. For clarity, we formulate this as a lemm

LEMMA 8. –Supposen = 2 and the following diagram holds:

2

t2

1

t1

0

= 0

0

= 0
1

r1

2

r2

(44)

If r1 + r2 + t1 + t2 > 0 then the diagram holds trivially, that is,ω = 0.

Proof. –We recall the situation at hand. We are given

ω(a1, a2) = σ0(a1, a2)

supported on the set

|a1|�
∣∣�r1

∣∣, |a1a2|�
∣∣�r2

∣∣.
We define

µ1(a1, b1) :=
∫

σ0(a1, a2)ψ(−a2b1)da2,
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to
σ1(a1, b1) = µ1(a1, b1)ψ
(

1
a1b1

)
,

µ2(b2, b1) =
∫

σ1(a1, b1)ψ(−a1b2)da1

andµ2 is supported on the set

|b1|�
∣∣�t1

∣∣, |b1b2|�
∣∣�t2

∣∣.
Thus, viewed as a function ofa1, the functionσ1(a1, b1) has a module of continuity equal
|b1�

−t2 | (i.e. is invariant under the translations belonging toOF b1�
−t2 ). Similarly, viewed as

a function ofb1, the functionµ1(a1, b1) has a module of continuity equal to|a1�
−r2 |.

We first observe that, by Lemma 7, for a givenb1 with |b1| = |�t1+s|, s � 0, the function
µ1(a1, b1) vanishes identically unlessr1 � t1 + s− t2 .

Now fix a1 with |a1|= |�r1 |. Let s � 0 be an integer such that

µ1(a1, b1) �= 0 =⇒ |b1|� |�t1+s|.

In other words, the following diagram holds:

1

t1 + s
0

= 0

1

= r1

2

r2

Then by Lemma 7,t1 + s � r1 − r2. From now on we restrictb1 to the shell|b1|= |�t1+s|. We
chooseε such that

|ε|=
∣∣�t1+s−t2

∣∣, |a1 + ε|= |a1|=
∣∣�r1

∣∣
which is always possible sincet1 + s − t2 � r1 and the residual characteristic is not2. By the
continuity ofσ1 we have for allb1 in the shell

σ1(a1 + ε, b1) = σ1(a1, b1),

that is,

µ1(a1 + ε, b1)ψ
(

1
(a1 + ε)b1

)
= µ1(a1, b1)ψ

(
1

a1b1

)
.

We claim thatµ1(a1, b1) = 0 for all b1 in the shell. We proceed by contradiction and fix ab1

such thatµ1(a1, b1) �= 0. Then the above relation reads

µ1(a1 + ε, b1)
µ1(a1, b1)

= ψ

(
ε

(a1 + ε)a1b1

)
.

Next, we letη be such that

|η|�
∣∣�r1−r2

∣∣, |b1 + η|= |b1|=
∣∣�t1+s

∣∣.
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Again this is possible becauser1 − r2 � t1 + s. Then

µ1(a1, b1 + η) = µ1(a1, b1), µ1(a1 + ε, b1 + η) = µ1(a1 + ε, b1)

from which we get, for all suchη,

ψ

(
εη

(a1 + ε)a1(b1 + η)b1

)
= 1.

If r1 − r2 > t1 + s then
η

b1 + η

is an arbitrary element of the ideal

�r1−r2−t1−sOF

while ∣∣∣∣ ε

a1(a1 + ε)b1

∣∣∣∣ =
∣∣�−2r1−t2

∣∣.
We get then a contradiction since

−2r1 − t2 + r1 − r2 − t1 − s = −(r1 + r2 + t1 + t2)− s < 0.

If on the contraryr1 − r2 = t1 + s then

2r1 + t2 = r1 + r2 + t1 + t2 + s > 0

and

k :=
ε

a1(a1 + ε)b1

verifies

|k|=
∣∣�−t2−2r1

∣∣ > 1.

On the other hand we take|η|� |b1|, |b1 + η|= |b1|. Thus

η

b1 + η

is an integer of the form

ξ

1 + ξ
, |ξ|� 1, |ξ + 1|= 1

and we find that

ψ

(
k

ξ

1 + ξ

)
= 1

for all such ξ. Suppose|k| � |�−2|. Any element of�OF is of the form ξ/(1 + ξ) with
ξ ∈ �OF . Thus we get a contradiction. If|k| = |�−1| then in the above formulaψ(∗) depends
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only onξ modulo�O. Passing to the residual fieldκ of F we see that, for a non-trivial additiv
characterψ0 of κ we have

ψ0

(
ξ

1 + ξ

)
= 1

for all ξ ∈ κ, ξ �= 0,−1. Equivalently

ψ(θ) = 1

for all θ �= 1. Since ∑
θ∈κ

ψ(θ) = 0

we getψ(1) = 1− q. This is a contradiction sinceψ(1) is a complex root of1. �
We conclude thatµ1(a1, b1) = 0 for |b1| = |�t1+s|. Thus we may replaces by s + 1.

Inductively, it follows thatµ1(a1, b1) = 0 for all b1. Hence in factµ1(a1, b1) = 0 for all
|a1| = |�r1 |. Thus in the diagram of the lemma we may replacer1 by r1 + 1. The new diagram
holds and has positive weight. Thus we may replacer1 by an arbitrary large integer. We conclu
that the support ofω is empty as claimed. �

9. Slanted diagrams

From now on we suppress the indices in the diagrams if this does not create confusi
shall say that a diagram isslanted with slopem if it has the following form

ρ + m r1 + m · · · rk−2 + m rk−1 + m = rk + m

= ρ r1 · · · rk−2 rk−1 rk

(45)

If a diagram is slanted then the corresponding reduced diagram is also slanted (with a d
slope).

LEMMA 9. –Suppose that the above slanted diagram holds. Suppose further that the(non-
slanted) diagram obtained by replacing the entryrj by rj + 1 holds. Then the slanted diagra
obtained by replacing alsorj + m by rj + m + 1 holds.

Proof. –We may assumeρ = 0. Our assertion amounts then to saying the following. Supp
that the following diagram holds.

m r1 + m · · · rj−2 + m rj−1 + m = rj + m

= 0 r1 · · · rj−2 rj−1 rj + 1
(46)

Then it holds trivially.
Consider first the casej = 1. The diagram at hand has length one. and weight1:

m = r1 + m

= 0 r1 + 1
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Thus it holds trivially. Hence we may assumej > 1 and the result true forj − 1. Assume that the
diagram (46) holds. The right subdiagram of length1 of diagram (46) has weight1 thus holds
trivially. Thus, in fact, the following diagram holds.

m r1 + m · · · rj−2 + m rj−1 + m = rj + m

= 0 r1 · · · rj−2 rj−1 + 1 rj + 1

By the induction hypothesis the following diagram holds trivially.

m r1 + m r2 + m · · · rj−2 + m = rj−1 + m

= 0 r1 r2 · · · rj−2 rj−1 + 1

Thus in fact the following diagram holds.

m r1 + m · · · rj−2 + m rj−1 + m + 1 = rj + m

= 0 r1 · · · rj−2 rj−1 + 1 rj + 1

Thus we have replacedrj−1 in the original diagram byrj−1 +1. Inductively, we can replacerj−1

by an arbitrarily large integer. That is, the original diagram holds trivially, as was claimed.�
We will use the following elementary combinatorial lemma.

LEMMA 10. –If D is slanted of lengthl � 2 then the sum of the weights of the prop
subdiagrams ofD is equal tol−2

2 w(D).

Proof. –We may replaceD by the corresponding reduced diagramD′. Indeedw(D) = w(D′)
by definition. Moreover, ifD1 is a subdiagram ofD andD′

1 the corresponding subdiagram
D′ thenw(D1) = w(D′

1). Thus we may assumeD has the form

m x1 + m · · · xj−1 + m xj + m · · · xn + m = 0

= 0 x1 · · · xj−1 xj · · · xn −m

(47)

wheren = l− 1. We may regard thexi’s andm as variables. Thus the sum of the weights of
proper subdiagrams ofD is a functions(x1, x2, . . . , xn;m). Clearlys is linear:

s(x1, x2, . . . , xn;m) =
∑

1�j�n

Ajxj + Km.

To computeAj we remark that there are(n− 1) subdiagrams containing the diagonal patter

· · · xj + m

xj · · ·
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They contribute(n− 1)2xj to s. There is one subdiagram containing the pattern

xj + m · · ·

= xj · · · · · ·

It contributes−(n + 1− j)xj + xj to s. There is one subdiagram with the pattern

· · · · · · = xj + m

· · · xj

It contributes−jxj + xj to s. The total contribution is(n− 1)xj . ThusAj = n− 1 for all j. To
computeK we remark that after changingxj → xj −m and reflecting the diagram we get

s(x1 −m,x2 −m, . . . , xn −m;m) = s(xn, . . . , x2, x1;−m).

Thus

Km− n(n− 1)m = −Km

or

K =
n(n− 1)

2
.

Thus

s(x1, x2, . . . , xn : K)

= (n− 1)
∑

j

xj +
n(n− 1)

2
m =

n− 1
2

(
2
∑

xj + nm
)

=
l − 2

2
w(D). �

PROPOSITION 3. –Suppose thatD is a slanted diagram of positive weight. If it holds, then
holds trivially.

Proof. –We already know the proposition if the length is� 2. Thus we may assume the leng
k to be� 3 and our assertion true for any slanted diagram of shorter length. Consider a d
D of the form

ρ + m r1 + m · · · rk−2 + m rk−1 + m = rk + m

= ρ r1 · · · rk−2 rk−1 rk

(48)

Assume thatD holds for a functionω. Suppose thatw(D) > 0. Then, by the previous lemma,
least one of the subdiagrams ofD (of length> 1) has positive weight, that is, holds trivially. B
symmetry we may assume that it is a right subdiagram. This means that in the diagram w
increase one entry,rj say, by1 and the new diagram holds. But then by Lemma 9 equation
we may also increase the entryrj + m by 1 to obtain a new slanted diagram which also ho
The weight of the new diagram has increased by2. Inductively we construct a sequenceDj of
slanted diagrams with increasing weight; one passes fromDj to Dj+1 by increasing two entrie
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n

s:
(on the same45 degree diagonal) by1. Moreoverlimj→∞ w(Dj) = +∞. It follows that there
are a subsequencejs of j and an indexi independent ofs such that the entry in theith position
in the lower line tends to infinity. This implies thatω = 0 and proves the proposition.�

LEMMA 11. –Suppose that the following slanted diagram holds:

r r · · · r r r − k · · ·

= 0
1

0
2

0 · · ·
j−1

0
j

−k
j+1

· · ·

Herej � 2, r � 0 and0 � k � r. Then in fact the following diagram holds.

r r · · · r r r · · ·

= 0
1

0
2

0 · · ·
j−1

0
j

0
j+1

· · ·

Proof. –Our assertion is vacuous ifk = 0. Thus we may assume0 < k � r and our assertio
established fork − 1. Consider the slanted diagram

r r · · · r r = r − k

= 0 0 0 · · · 0 −k

We claim it holds trivially. Indeed, the corresponding reduced diagram is

k k · · · k k = 0

= 0 0 0 · · · 0 −k

It is slanted with a positive weight so holds trivially. Thus in fact the following diagram hold

r r · · · r r r − k + 1

= 0
1

0
2

0 · · ·
j−1

0
j

−k
j+1

· · ·

and by Lemma 9 and symmetry, the slanted diagram

r r · · · r r r − k + 1

= 0
1

0
2

0 · · ·
j−1

0
j

1− k
j+1

· · ·

holds as well. Now we can apply the induction hypothesis to the integerk − 1 to obtain the
conclusion of the lemma.�

10. Linear independence

In this section we prove that the orbital integrals of the functionsΦλ, λ ∈ P are linearly
independent. Here and below we use the following simple but crucial fact. Let∆r(x) be the
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minor of an × n matrix x formed with the firstr rows andr columns. Then∆r is constant on
the orbits ofN(F )×N(F ) (or N(E)). In particular, on the support ofΩ[Φλ, ψ : a]

|a1a2 · · ·ar|�
∣∣�−λ1−λ2−···−λr

∣∣, 1 � r � n.

LEMMA 12. –The functionsa �→ Ω[Φλ, ψ : a], λ ∈ P are linearly independent.

Proof. –Let µ > λ denote the total lexicographic order onP defined by the components. Th

µ > λ

means that there is an integers, 1 � s � n such that

µ1 = λ1, µ2 = λ2, . . . , µs−1 = λs−1, µs > λs.

Consider a linear relation ∑
λ∈X

cλΩ[Φλ, ψ : a] = 0,

where the sum is over a finite subsetX of P . We have to show that allcλ are0. The proof is by
induction on the cardinality ofX . The statement is vacuous ifX is empty. Thus we may assum
thatX is not empty and our assertion is true for a set with fewer elements. Letµ be the larges
element ofX for the above order. Let us restrict the relation to the multishell defined by

|ai|=
∣∣�−µi

∣∣, 1 � i � n.

If λ < µ then for at least oner � n

λ1 + λ2 + · · ·+ λr < µ1 + µ2 + · · ·+ µr.

Since

|a1a2 · · ·ar|�
∣∣�−λ1−λ2−···−λr

∣∣
on the support ofΩ[Φλ, ψ : a], this function vanishes on the shell. On the other hand the fun
Ω[Φµ, ψ : a] does not vanish on the shell by the reduction formula. In fact, it takes a constan
zero value. Thuscµ = 0. Hence we may replace the setX by X − {µ} and apply the induction
hypothesis. Our assertion follows.�

LEMMA 13. –The restrictions of the functionsa �→ Ω[Φλ, ψ : a], λ ∈ Pm to the set

{
a: |a1a2 · · ·an|=

∣∣�−m
∣∣}

are linearly independent.

Proof. –This follows from the proof of the previous lemma.�
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11. The main lemma

LetF(λ) be the space of (normalized) orbital integralsω which admit the diagram defined b
λ andλ̃, that is, the diagram

n

|λ|
n−1

λ2 + λ3 + · · ·+ λn · · ·
2

λn−1 + λn

1

λn

0

= 0

0

= 0
1

−λ1

2

−λ1 − λ2 · · ·
n−1

−λ1 − λ2 · · · − λn−1

n

−|λ|

(49)

Thus the diagram is slanted with slope|λ|. Thusω ∈F(λ) means that the functionω is supported
on the set defined by

|a1|�
∣∣�−λ1

∣∣, |a1a2|�
∣∣�−λ1−λ2

∣∣, . . . , |a1a2 · · ·an|�
∣∣�−λ1−λ2···−λn

∣∣,
while the Kloosterman transformKω of ω is supported on the set defined by

|b1|�
∣∣�λn

∣∣, |b1b2|� |�λn+λn−1 |, . . . , |b1b2 · · · bn|�
∣∣�λn+λn−1+···+λ1

∣∣.
If µ λ thenµ̃ λ̃. It follows thatF(µ) ⊆F(λ).
Since the Kloosterman transform ofΩ̃[Φµ, ψ : a] is, up to a scalar factor,̃Ω[Φµ̃, ψ̄ : b] we see

that the functioñΩ[Φµ, ψ : a] belongs toF(µ) and toF(λ) for µ λ.
In this section we prove the following key result.

PROPOSITION 4. –The functions

a �→ Ω̃[Φλ′ , ψ : a], λ′  λ.

form a linear basis of the spaceF(λ).

Our assertion follows from the uncertainty principle forn = 1. Thus we may assumen � 2
and our assertion established forn − 1. We note that ifλ = 0 then our assertion has alrea
been established (fundamental lemma for the unit element, [6, (8)]). The spaceF(0) is then the
one dimensional space spanned byΩ̃[Φ0, ψ : a]. By homogeneity, our assertion follows wh
λ1 = λn.

If λ1 − λn = 1 then the relationλ′  λ implies λ′ = λ. Thus the proposition asserts th
F(λ) is the one dimensional space spanned by the functiona �→ Ω̃[Φλ, ψ : a]. The proof of
Proposition 4 will occupy the rest of Section 11.

11.1. The first step

Let ω be inF(λ). Fix a1 with |a1|= |�−λ1 | and consider the function

(a2, a3, . . . , an) �→ ω(a1, a2, . . . , an).

It is supported on the set

|a2|�
∣∣�−λ2

∣∣, |a1a2|�
∣∣�−λ2−λ3

∣∣, . . . , |a2a3 · · ·an| �
∣∣�−λ2−λ3−···−λn

∣∣.
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On the other hand, its Kloosterman transform is the function

(b1, b2, . . . , bn−1) �→ µn−1(a1, bn−1, bn−2, . . . , b1)

which is supported on the set

|b1|� |�λn |, |b1b2|� |�λn+λn−1 |, . . . , |b1b2 · · · bn−1|�
∣∣�λn+λn−1+···+λ2

∣∣.
In other words, it belongs to the spaceF(µ) where we have set

µ = (λ2, λ3, . . . , λn).

By the induction hypothesis for Proposition 4, we have

ω(a1, a2, . . . , an) =
∑
µ′�µ

cµ′
(a1)Ω̃[Φµ′ : a2, a3, . . . , an],(50)

where the functionscµ′
(a1) are uniquely determined functions on the shell|a1|= |�−λ1 |.

LEMMA 14. –With the above notation, the functionscµ′
(a1) are actually constant on the she

|a1|= |�−λ1 |.
Proof. –To prove Lemma 14, we first prove an auxiliary lemma.

LEMMA 15. –Letω ∈F(λ). Fix bn−1, bn−2, . . . , b1 with

|b1|�
∣∣�λn

∣∣, |b1b2|�
∣∣�λn+λn−1

∣∣, |b1b2 · · · bn−2|� |�λn+λn−1+···+λ3 |,

|b1b2 · · · bn−1|=
∣∣�|µ|∣∣.

Then the function

a1 �→ σn−1(a1, bn−1, bn−2, . . . , b1)

is constant on the set

|a1|�
∣∣�−λ1

∣∣
and the function

a1 �→ µn−1(a1, bn−1, bn−2, . . . , b1)

is constant on the shell

|a1|=
∣∣�−λ1

∣∣.
Proof. –Indeed, the function

a1 �→ σn−1(a1, bn−1, bn−2, . . . , b1)

is supported on the set

|a1|�
∣∣�−λ1

∣∣.
Under the assumption on thebi’s its Fourier transform, that is, the function

bn �→ K(ω)(b1, b2, . . . , bn)
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|bn|�
∣∣�λ1

∣∣.
The first assertion follows from the uncertainty principle. Since

σn−1(a1, bn−1, bn−2, . . . , b1) = µn−1(a1, bn−1, bn−2, . . . , b1)ψ
(

1
a1bn−1

)
for the second assertion it will suffice to prove that, on the support of the function, the facψ
is 1 for |a1|= |�−λ1 |, or, what amounts to the same,

|bn−1|�
∣∣�λ1

∣∣.
Indeed

|bn−1|=
∣∣�λn+λn−1+···+λ3+λ2

∣∣|bn−2bn−3 · · · b1|−1.

Now

|bn−2bn−3 · · · b1|�
∣∣�λn+λn−1+···+λ3

∣∣.
Hence

|bn−1|�
∣∣�λ2

∣∣ �
∣∣�λ1

∣∣
the last inequality becauseλ1 � λ2. This concludes the proof of Lemma 15.�

We now go back to the problem of proving that the functionscµ′
we introduced in (50) ar

constant. To that end, we take the Kloosterman transform of the identity (50) with respec
variables(a2, a3, . . . , an). We get

µn−1(a1, bn−1, bn−2, . . . , b1) =
∑
µ′�µ

cµ′
(a1)qn|µ|Ω̃[Φµ̃′ , ψ̄ : b1, b2, . . . , bn−1].

Now let us restrict this relation to the set ofbi’s in Lemma 15. The left-hand side is independ
of a1 in the shell. On the other hand, the restriction of the functionsΩ̃[Φµ̃′ , ψ̄ : b1, b2, . . . , bn−1]
to the set of thebi’s in Lemma 15 are linearly independent by Lemma 13. It follows that
functionscµ′

(a1) are indeed constant on the shell. This establishes Lemma 14.�
To continue, we denote bycµ′

their constant values of the functionscµ′
. Thus the relation

ω(a1, a2, . . . , an) =
∑
µ′�µ

cµ′
Ω̃[Φµ′ : a2, a3, . . . , an]

holds fora1 in the shell|a1|= |�−λ1 |. If µ′  µ thenλ′ := (λ1, µ
′) satisfiesλ′  λ. In addition,

by the reduction formula, on the shell,

Ω̃[Φλ′ : a1, a2, . . . , an] = q|µ|Ω[Φµ′ : a2, a3, . . . , an].

After a change of notation we see that we can write, fora1 in the shell|a1|= |�−λ1 |,

ω(a1, a2, . . . , an) =
∑

λ′�λ,λ′ =λ1

cλ′
Ω̃[Φλ′ : a1, a2, . . . , an].
1
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Let us set

ω1(a) := ω(a)−
∑

λ′�λλ′
1=λ1

cλ′
Ω̃[Φλ′ : a1, a2, . . . , an].(51)

This function is still inF(λ). However its support is contained in the set

|a1|�
∣∣�1−λ1

∣∣.
That is, the functionω1 admits the diagram

|λ| λ2 + · · ·+ λn . . . λn−1 + λn λn = 0

= 0 1− λ1 −λ1 − λ2 · · · −λ1 − λ2 · · · − λn−1 −|λ|

By Lemma 9 it follows that it admits the diagram

|λ| 1 + λ2 + · · ·+ λn . . . λn−1 + λn λn = 0

= 0 1− λ1 −λ1 − λ2 · · · −λ1 − λ2 · · · − λn−1 −|λ|
(52)

Proposition 4 will now follow from the following lemma.

LEMMA 16. –The functionω1 belongs to some spaceF(λ′) with λ′ ≺ λ.

If λ1 − λ2 � 2 we can set

λ′ = (λ1 − 1, λ2 + 1, λ3, . . . , λn).

Clearlyλ′ is still in P . We haveλ′ ≺ λ and the functionω1 is in F(λ′). The lemma follows in
this case. From now on we assume thatλ1 − λ2 � 1.

11.2. The case of a fundamental weight

Suppose that
λ1 − λn � 1. Then

ω1(a) = ω(a)− cΩ̃[Φλ : a]

with c �= 0. Lemma 16 amounts to saying thatω1 = 0 or, equivalently, Proposition 4, amounts
saying thatF(λ) is the one dimensional space spanned byΩ̃[Φλ : a].

Assume firstλ1−λn = 1. Note that we may replaceλ by λ̃ and use homogeneity. In particula
we may assume

λ = (1,1, . . . ,1︸ ︷︷ ︸
r

,0,0, . . . ,0︸ ︷︷ ︸
s

), r � s.

We have to show that the functionω1 of (51) is0.
For instance if

λ = (1,1,1,1,0,0)

then the diagram associated withλ is

4 3 2 1 0 0 = 0

= 0 −1 −2 −3 −4 −4 −4
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then the diagram for the functionω1 is

4 4 2 1 0 0 = 0

= 0 0 −2 −3 −4 −4 −4

Applying repeatedly Lemma 11 we see that the following diagram holds.

4 4 4 4 4 4 = 0

= 0 0 0 0 0 0 −4

Since this slanted diagram has positive weight it holds trivially, that is,ω1 = 0. In general,
applying repeatedly Lemma 11 we see thatω1 admits a slanted diagram whose entries in
first row are all equal tor and all entries in the last row are0 except one which is−r. This
diagram has positive weight and the conclusion follows again.

If λ1 − λn = 0, as noted earlier, we have proved our assertion previously in [8, (8)]. Fo
sake of completeness we reproduce the proof. We may as well assumeλ = (0,0, . . . ,0). If

λ = (0,0,0,0,0,0)

for instance, then the diagram associated toλ is

0 0 0 0 0 0 = 0

= 0 0 0 0 0 0 0

andω1 admits the diagram

0 1 0 0 0 0 = 0

= 0 1 0 0 0 0 0

This is a slanted diagram of slope0 and weight2. Thusω1 = 0 . Thus we have proved Lemma 1
or Proposition 4 whenλ1 − λn � 1.

11.3. The second step

LEMMA 17. –Suppose thatλ ∈ Pn verifies

λ1 − λr � 1

for somer with 1 < r � n − 1. Suppose thatω is an element ofF(λ) such thatω = 0 for
|a1| = |�−λ1 |. ThenKω = 0 for

|b1b2 · · · bn−r|=
∣∣�λn+λn−1+···+λr+1

∣∣
andω = 0 for

|a1a2 · · ·ar|=
∣∣�−λ1−λ2−···−λr

∣∣.
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er,
Proof. –We set

µ = (λ1, λ2, . . . , λr), ν = (λr+1, λr+2, . . . , λn).

Thusλ = (µ,ν). Fix b1, b2, . . . , bn−r with

|b1, b2 · · · bn−r|=
∣∣�λn+λn−1+···+λr+1

∣∣.
The function

(a1, a2, . . . , ar) �→ σn−r(a1, a2, . . . , ar, bn−r, bn−r−1, . . . , b1)

belongs toF(µ). By the previous section

σn−r(a1, a2, . . . , ar, bn−r, bn−r−1, . . . , b1) = M(b1, b2, . . . , bn−r)Ω̃[Φµ, ψ : a1, a2, . . . , ar].

By the assumption, the left-hand side vanishes if|a1| = |�−λ1 |. On the other hand̃Ω[Φµ, ψ :
a1, a2, . . . , ar] takes a non-zero constant value on the set

|a1|=
∣∣�−λ1

∣∣, |a1a2|=
∣∣�−λ1−λ2

∣∣, |a1a2 · · ·ar|=
∣∣�−λ1−λ2−···−λr

∣∣.
Thus in factM is identically0 and we conclude that

σn−r(a1, a2, . . . , ar, bn−r, bn−r−1, . . . , b1) = 0

for |b1, b2 · · · bn−r| = |�λn+λn−1+···+λr+1 | which is equivalent to the first assertion. Moreov
the functionµn−r has the same property.

Now fix a1, a2, . . . , ar with

|a1a2 · · ·ar|=
∣∣�−λ1−λ2−···−λr

∣∣.
Then the function

(ar+1, ar+2 . . . , an) �→ ω(a1, a2, . . . , ar, ar+1, . . . , an)

belongs toF(ν). By the induction hypothesis for Proposition 4, it can be written as∑
ν′�ν

Cν′
(a1, a2, . . . , ar)Ω̃[Φν′ , ψ;ar+1, ar+2, . . . , an].(53)

Taking the Kloosterman transform of this identity we get

µn−r(a1, a2, . . . , ar, bn−r, bn−r−1, . . . , b1)

=
∑
ν′�ν

Cν′
(a1, a2, . . . , ar)q2(n−r)|ν|Ω̃[Φ

ν̃′ , ψ̄ : b1, b2, . . . bn−r].

Since this vanishes on the set

|b1, b2 · · · bn−r|=
∣∣�λn+λn−1+···+λn−r+1

∣∣
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e

by the first part of the lemma and the functions

Ω̃[Φ
ν̃′ , ψ̄ : b1, b2, . . . bn−r]

are linearly independent on that set, we conclude that the functions

Cν′
(a1, a2, . . . , ar)

all vanish. The lemma follows. �
11.4. Reduction to the case of a fundamental weight

Now we prove Lemma 16 for aλ such thatλ1 − λ2 � 1 andλ1 − λn > 1. Next, consider the
largest integer1 < s < n such thatλ1 − λs � 1. Thus we can write

λ = (µ,ν)

with

µ = (λ1, λ2, . . . , λs), λ1 − λs � 1, λ1 − λs+1 � 2.

By homogeneity we may assume

µ = (

s1︷ ︸︸ ︷
1,1,1, . . . ,1,

s2︷ ︸︸ ︷
0,0 . . . ,0︸ ︷︷ ︸

s

)

with s1 > 0, s2 � 0 and

λs+1 �−1.

We consider anω in F(λ). As before, we defineω1 by (51). Thusω1 is in F(λ) andω1 = 0 for
|a1| = |�−λ1 |. Then we claim thatω1 is in F(λ′) whereλ′ is obtained by replacingλs1 = 1 by
λs1 = 0 andλs+1 by λs+1 + 1. Of courseλ′ ≺ λ. This will prove Lemma 16 in this case. W
illustrate the cases1 = 2, s2 = 2, n = 6. Thus

λ = (1,1,0,0, λ5, λ6)

with λ5 < 0. We seta := λ5 + λ6. The diagram associated toλ is

|λ| 1 + a a a a λ6 = 0

= 0 −1 −2 −2 −2 −2− λ5 −|λ|

Both ω andω1 admit this diagram. But by the previous lemma forr = 2,3,4 the functionω1

admits in fact the diagram

|λ| 1 + a 1 + a 1 + a 1 + a λ6 = 0

= 0 −1 −1 −1 −1 −2− λ5 −|λ|
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This is the diagram attached toλ′ where

λ′ = (1,0,0,0, λ5 + 1, λ6).

Henceω1 ∈F(λ′). In general we apply the previous lemma withs1 � r � s.
This concludes the proof of Lemma 16 and hence the proof of Proposition 4.

12. The map β

Recall that the Kloosterman transform of the functionΩ̃[Ψµ,E/F,ψ : a] is, up to a positive
constant, the functioñΩ[Ψµ̃,E/F, ψ̄ : a]. Thus the functioñΩ[Ψµ,E/F,ψ : a] belongs to the
spaceF(2µ). By Proposition 4 there exist unique constantsξλ

µ , λ  2µ such that

Ω̃[Ψµ,E/F,ψ : a] =
∑

λ

ξλ
µδ

1/2
F

(
�2µ−λ

)
Ω̃[Φλ, ψ : a],

or, equivalently,

Ψµ ↔
∑

λ

ξλ
µδ

1/2
F

(
�2µ−λ

)
Φλ.(54)

Motivated by (27), we define a linear map

β :HE →HF

by

β
(
fE

µ

)
=

∑
λ�2µ

ξλ
µδ

1/2
F

(
�λ−2µ

)
fF

λ .

We denote byβS the corresponding linear transformation of the algebraSn of symmetric
polynomials to itself, that is,

S
(
β(f)

)
= βS

(
S(f)

)
.

Since

S
(
fF

λ

)
= δ

−1/2
F

(
�λ

)
σλ, S

(
fE

µ

)
= δ

−1/2
E

(
�µ

)
σµ

we have

βS(σµ) =
∑

λ�2µ

ξλ
µσλ.

If we consider similarly the mapbS then

bS(σ)(x) = σµ

(
x2

)
=

∑
θλ

µσλ(x).

Our definition amounts to saying that the function

X �→
∫

Ψ0

[
tx̄Xx

]
fE

λ (x)dx
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that
e

ave
matches the function

X �→
∫

Φ0[Xx]β
(
fE

λ

)
(x)dx.

By linearity, for anyf ∈HE , the function

X �→
∫

Ψ0

[
tx̄Xx

]
f(x)dx

matches the function

X �→
∫

Φ0[Xx]β(f)(x)dx.

Our main result is then equivalent to the assertion thatβ = b or, what amounts to the same,

∀µ,∀λ  2µ, ξλ
µ = θλ

µ.(55)

We first list the properties ofβ which follow from the definitions.
We have proved thatΨ0 ↔ cΦ0 wherec is a constant. Using the reduction formula we see

the orbital integrals ofΨ0 andΦ0 agree onA ∩ KF . ThusΨ0 ↔ Φ0, that is, the image of th
unit element ofHE underβ is the unit element ofHF .

We haveσµ̃(x) = σµ(x−1). Also from the properties of the Kloosterman transform we h

ξλ
µ = ξλ̃

µ̃ . If P ∈ Sn is a symmetric polynomial, let us seťP (x) = P (x−1). Clearly βS(P̌ ) =
βS(P )̌. In additionS(f̌) = S(f )̌. We conclude that

β(f )̌ = β(f̌).

Next, let us set

µ0 = (1,1, . . . ,1︸ ︷︷ ︸
n

).

We have

σλ+µ0(x) = σλ(x)x1x2 . . . xn.

On the other hand

Ω[Ψµ+µ0 : a] = Ω
[
Ψµ : a�2µ0

]
= γ

(
a�2µ0

)∑
λ

ξλ
µδ

1/2
F

(
�2µ−λ

)
Ω
[
Φλ : a�2µ0

]
= γ(a)

∑
λ

ξλ
µδ

1/2
F

(
�2µ−λ−2µ0

)
Ω[Φλ+2µ0 : a].

It follows that

ξλ+2µ0
µ+µ0

= ξλ
µ(56)

and

βS(σλ+µ0)(x) = βS(σλ)(x)(x1x2 · · ·xn)2.(57)

In particular, sincebS(σ0) = βS(σ0) we have alsobS(σµ0) = βS(σµ0). More generally

bS(σµ) = βS(σµ)
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f

n

if µ1 − µn = 0.
The functionσλ is homogeneous of degree|λ|. Thus it is clear that ifP is homogeneous o

degreem thenβS(P ) is homogeneous of degree2m. Equivalently, iff ∈ HE is supported on
the set {

g ∈GL(n,E): |detg|E =
∣∣�m

∣∣
E

}
thenβ(f) is supported on the set{

g ∈GL(n,F ): |detg|F =
∣∣�2m

∣∣
F

}
.

By the same argument we used forb, it follows that for any Hecke functionf ∈HE the function

X �→
∫

Ψ1[tx̄Xx]f(x)dx

matches the function

X �→
∫

Φ1[Xx]β(f)(x)dx.

Now the functionsσµ with µ1 −µn = 0 together with the functionsσλ with λ1 −λn generate
the algebraSn. The following proposition shows thatβS andbS agree on a set of generators.

PROPOSITION 5. –Supposeµ is such thatµ1 − µn = 1. Then, for allλ,

ξλ
µ = θλ

µ.

Proof. –Again our assertion is vacuous ifn = 1. Thus we may assumen > 1 and our assertio
true forn− 1. By homogeneity we may as well assume that

µ = (

n︷ ︸︸ ︷
1,1, . . . ,1︸ ︷︷ ︸

r

,0,0, . . . ,0).

If µ has the above form then anyλ  2µ has the form

λ = (

n︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s

,1,1, . . . ,1︸ ︷︷ ︸
2t

,0,0, . . .0)

with

0 � t � r, s = r − t, t � n− r.

LEMMA 18. –With the above notation

θλ
µ = (−1)t.

Proof. –Replacingµ by µ̃ and using homogeneity we may assume2r � n. Then the inequality
t � n− r is superfluous. We first recall a property of the Schur functions. Givenµ ∈ Pn we say
that aλ ∈ Pn−1 interlacesµ and we writeλ � µ if

µ1 � λ1 � µ2 � λ2 � · · ·� µn−1 � λn−1 � µn.
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ible

r

n

uely.
Supposex = (y,1), y = (y1, y2, . . . , yn−1). Then we have the branching formula.

σµ(x) =
∑
λ�µ

σλ(y).(58)

This follows for instance from the fact thatσλ can be viewed as the character of an irreduc
representationπµ of GL(n,C). The formula amounts to saying that the restriction ofπµ to
GL(n − 1,C) is the direct sum of the representationsπλ with λ � µ (branching rule, see fo
instance [4, Theorem 8.11]).

The lemma is a tautology forn = 1. Thus we may assume thatn > 1 and our assertio
established forn− 1. Consider the formula defining the constantsθλ

µ.

σµ(x2) =
∑

λ�2µ

θλ
µσλ(x).(59)

We may assume thatx = (y,1) because the resulting formula still defines the constants uniq
Suppose first thatr < n − r. Then if λ  2µ we haves + 2t � 2s + 2t = 2r < n. In other

wordsλ has at least one trailing0. Using the branching formula for ourµ, we can write the
left-hand side of (59) as

σµ

(
x2

)
= σµ1

(
y2

)
+ σµ2

(
y2

)
where

µ1 = (

n−1︷ ︸︸ ︷
1,1, . . . ,1︸ ︷︷ ︸

r

,0,0, . . . ,0)

and

µ2 = (

n−1︷ ︸︸ ︷
1,1, . . . ,1︸ ︷︷ ︸

r−1

,0,0, . . . ,0).

We can apply the induction hypothesis. We have

σµ1

(
y2

)
=

∑
λ1�2µ1

(−1)tσλ1(y)

where

λ1 = λ1
t = (

n−1︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s1

,1,1, . . . ,1︸ ︷︷ ︸
2t

,0,0, . . .0)

with

0 � t � r, s = r − t.

We stress that|λ1|= 2r. On the other hand,

σµ2(y2) =
∑

λ2�2µ2

θλ2

µ2σλ2(y)
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with

λ2 = λ2
t2 = (

n−1︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s2

,1,1, . . . ,1︸ ︷︷ ︸
2t2

,0,0, . . .0)

with

0 � t2 � r − 1, s2 = r − 1− t2.

We stress that such aλ2 verifies|λ2|= 2r − 2. On the right-hand side of (59) we can write∑
λ�2µ

θλ
µ

∑
λ′�λ

σλ′(y).

For eachλ  2µ there is a uniqueλ0 � λ with |λ0|= |λ|= 2r. If

λ = λt = (

n︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s

,1,1, . . . ,1︸ ︷︷ ︸
2t

,0,0, . . .0)

where0 � t � r, s = r − t, it is

λ0
t = (

n−1︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s

,1,1, . . . ,1︸ ︷︷ ︸
2t

,0,0, . . .0).

In other wordsλ0
t is obtained by dropping the last trailing0 from λ. Comparing termsσν(y)

with |ν| = 2r we get ∑
0�t�r

(−1)tσλ1
t
(y) =

∑
0�t�r

θλt
µ σλ0

t
(y).

Comparing the coefficients in this formula we conclude thatθλt
µ = (−1)t as was claimed.

Now supposer = n− r. Thus

µ = (1,1, . . . ,1︸ ︷︷ ︸
r

,0,0, . . . ,0︸ ︷︷ ︸
r

).

Theλ such thatλ  2µ are of two types, thoseλ for which there are at least a trailing0 and one
single element

λp = (1,1, . . . ,1︸ ︷︷ ︸
n

).

Theλ with a trailing0 have the form

λ = λt = (

n︷ ︸︸ ︷
2,2, . . . ,2︸ ︷︷ ︸

s

,1,1, . . . ,1︸ ︷︷ ︸
2t

,0,0, . . .0)

with

0 � t < r, s = r − t.
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Here

t

ime we
e

e

me
We have

σµ

(
x2

)
=

∑
0�t�r−1

θλt
µ σλt(x) + θλp

µ σλp(x).

Again we setx = (y,1) and we use the branching formula and the induction hypothesis.
the only element which interlacesλp is

λp0 = (1,1, . . . ,1︸ ︷︷ ︸
n−1

).

Then

σλp(x) = σλp0(y)

and |λp0| = n − 1 = 2r − 1. When we compare termsσν(y) with |ν| = 2r this term does no
give a contribution. Thus we have againθλt

µ = (−1)t. Thus we may write

σµ(x2) =
∑

(−1)tσλ(x) + θλp

µ σλp(x).(60)

where
To compute the remaining constant we apply the same approach as before, but this t

look for terms containingσλp0(y). Note that|λp0|= n− 1 = 2r− 1. Consider the left-hand sid
of (60). It can be written as before

σµ1

(
y2

)
+ σµ2

(
y2

)
.

In applying the induction hypothesis toσµ1(y2) we find termsσν(y) with |ν| = 2r. Thus we
cannot find the termσλp0(y). In applying the induction hypothesis toσµ2(y2) we find terms
containingσν with |ν| = 2r− 2. Thus we cannot find the termσλp0(y) on the left-hand side. W
apply formula (58) to the right-hand side of (60). We remark that there are only twoλ such that
λp0 � λ, namelyλp and

λpp := (2,1,1, . . . ,1︸ ︷︷ ︸
2r−2

,0).

Thus we find

(−1)r−1σλp0(y) + θλp

σλp0(y) = 0

or

θλp

= (−1)r.

This concludes the proof of the lemma.�
It remains to prove thatξλ

µ = θλ
µ. Replacingµ by µ̃ and using homogeneity we may assu

2r � n.
We pass to the computation of the constantsξλ

µ . We first compute the coefficientξλp
µ in the

case2r = n. We state this as a lemma.

LEMMA 19. –Assume2r = n. Then, with the above notation,

ξλp
µ = (−1)r.
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nstant

s

Proof. –The matching (54) implies an equality of the corresponding orbital integrals o
functions on the left and right-hand sides, up to the transfer factor. We consider the
integrals for the matrixwnz wherez ∈ F×. We find

Ω[Ψµ,E/F,ψ : wnz] = γ(wnz,ψ)
∑

λ�2µ

ξλ
µδ

1/2
F

(
�2µ−λ

)
Ω[Φλ, ψ : wnz].

It is immediately verified that for anyλ of the formλ = (∗,∗, . . . ,∗,0), the integralΩ[Φλ : wnz]
vanishes unless|z| = 1. We take|z|= |�−1|. These integrals vanish then. On the other hand
have thenΩ[Φλp : wnz] = 1. We claim that

Ω[Ψµ : wnz] = q−r2
.

We illustrate the casen = 4 but the computation is general.

Ω[Ψµ : w4z]

=
∫

Ψ0


0 0 0 z�
0 0 z� z�x1

0 z� zx2 zu
z� z�x̄1 zū zw

ψ(x1 + x̄1)ψ(x2)dx1 dx2 dudw.

Herex1, u are inE andx2,w are inF . After integrating we find the stated result. On the ot
hand, the transfer factorγ(wnz,ψ), viewed as a function ofn, has period8 for an arbitrary
quadratic extension (see [6, (8)]). Here the extension is unramified so that the Weil co
c(E/F,ψ) is 1. Thus the factor is in fact periodic of period4. Its first 4 values (starting with
n = 1) are

1, η(z), η(z), 1.

Thus hereγ(wnz,ψ) = (−1)r . It follows thatξλp

µ = (−1)r . �
It remains to compute the remaining coefficientsξλ

µ . Now consider the formula which define
the constantsξλ

µ .

Ω[Ψµ : a] = γ(a)
∑

λ�2µ

ξλ
µδ

1/2
F

(
�2µ−λ

)
Ω[Φλ : a].

Let us set

a = (a1, a
′), |a1|=

∣∣�−2
∣∣.

and apply the reduction formulas. If2r = n the term corresponding toλp on the right is then0.
Thus in all cases the non-zero terms on the right correspond toλ’s of the following form. Let us
set

µ = (1, µ′).

Then

λ = (2, λ′), λ′  2µ′.

We get

q−2(n−1)µ1+2|µ′|Ω[Ψµ′ : a′] = γ(a′)
∑

q−(n−1)λ1+|λ′|ξλ
µδ

1/2
F

(
�2µ−λ

)
Ω[Φλ′ : a′].
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et
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After simplification we get

Ω[Ψµ′ : a′] = γ(a′)
∑

λ′�2µ′

Ω[Φλ′ : a′]ξλ
µδ

1/2
F

(
�2µ−λ

)
.

In additionδ
1/2
F (�2µ−λ) = δ

1/2
F (�2µ′−λ′

) sincedet(�2µ′−λ′
) = 1. It follows thatξλ

µ = ξλ′

µ′ . On

the other hand from Lemma 18 we haveθλ
µ = θλ′

µ′ . Applying the induction hypothesis we g
ξλ
µ = θλ

µ as was claimed. This concludes the proof of Proposition 5.�
We have proved thatβS andbS agree on a set of generators ofSpec[Sn] as an algebra. T

show thatβ = b it will suffice to show thatβS is a homomorphism of algebras. This is equival
to saying that for anyx ∈ Spec[Sn], the map

P �→ βS(P )(x)

is a character of the algebraSn. Obviously it suffices to prove it forx in a Zariski dense subse
Thus we see that our assertion thatβ = b, or equivalently, the main theorem, will be establish
if we prove that,

f �→ S
(
β(f)

)
(x)

is a character for allx in a Zariski dense subset. This will be taken up in the next section.

13. A simple trace formula

In this section we consider again a quadratic extension ofnumber fieldsE/F . We assume
that every real place ofF splits in E. We consider a cuspidal automorphic representa
π0 of GL(n,FA). We assume that at a fixed split placevcusp the local component ofπ0 is
supercuspidal. We letS be a finite set of places ofF containing the places at infinity, the ev
places, the placesv where the local componentπ0

v is ramified, all the places ofF inert and
ramified inE, all the finite placesv where the characterψv has a conductor different fromOv .
In particularS containsvcusp. Fors ∈ S we takeΦv so that

Bπ0
v
(Φv) �= 0.

We take, as we may, the functionΦvcusp to be a supercuspidal function. At each inert placev /∈ S
we have the linear mapβv :

βv :Hw →Hv,

wherew is the place abovev. Recall thatβv takes the unit element to the unit element. Moreo
βv is so defined that it satisfies the matching assertion of the main theorem.

We fix a placevrel inert and not inS. We denote bywrel the corresponding place ofE. Our
goal in this section is to prove the following proposition.

PROPOSITION 6. –The map

f �→ S
(
βvrel(f)

)(
π0

vrel

)
is a character ofHwrel .
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Proof. –We follow step by step the construction of Section 3. Simply we replace at each
placev /∈ S the base change mapbv by βv . The set of placesT1 may be chosen not to conta
vrel. It is convenient to have the setT2 not to containvrel. For that purpose we appeal to a lemm

LEMMA 20. –One can choose the representativesξ in such a way thatξvrel is in Kwrel .

Proof. –Recall that the onlyξ which appear havedet ξ is a norm in the extensionEwrel/Fvre .
At any rate there isg ∈GL(n,Ewrel) such that

ξ = tḡg.

Thus there is a sequenceγi ∈GL(n,E) such that

lim tγ̄iξγi = 1

where the limit is in the spaceS(Fvrel). SinceKwrel ∩ S(Fvrel) is open, we have

tγ̄iξγi ∈ Kwrel ∩ S(Fvrel)

for somei. �
Since Φvcusp is a supercuspidal function the functionfξ

vcusp,1,vcusp,2
can be taken to b

supercuspidal, as function of the second variable.
Because of the supercuspidality condition the expression (12) is equal to the sum∑

ξ∈Ξ

∑
Π

Rξ
Π

(
fξ

)
where the sum is over all cuspidal automorphic representationsΠ with a supercuspida
component atvcusp,2 (and hence atvcusp,1). Likewise, the expression (14) is equal to∑

π

Bπ(Φ)

where the sum is over all cuspidal automorphic representationsπ with a supercuspida
component atvcusp.

At this point we have the analogue of (21):∑
Π∞=π0

∞⊗π0
∞

∑
ξ∈Ξ

Rξ
Π

(
fξ

)
= cBπ0

∞
(Φ∞)

∏
v/∈S2

S(Φv)
(
π0

v

)
.(61)

The sum on the left is finite. We remind ourselves of the relation between the functions. LU2

be the set of places ofE above a place inS2. Each functionfξ is a tensor product. The facto
fξ

u corresponding to a finite place inu ∈ U2 are fixed. All the factorsfξ
u corresponding to a plac

u /∈ U2 are equal to an arbitrary Hecke functionfu. If v /∈ S2 splits intov1, v2 thenΦv is the
base change offv1 ⊗ fv2 , that is, the convolutionfv1 ∗ fv2 . If v /∈ S2 is inert andw /∈ U2 is the
corresponding place ofE thenΦv = βv(fw). We fix a functionΦ∞ such that

Bπ0
∞

(Φ∞) �= 0.

We fix then correspondinglyΨ∞ and the functionsfξ
∞.
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We label the representations on the left-hand sideΠγ , 0 � γ � s. We set

Cγ =
∑
ξ∈Ξ

Rξ
Πγ

(
fξ

U2
⊗ 1U2

)
.

Then the left-hand side takes the form∑
0�γ�s

Cγ
∏

u/∈U2

S(fu)
(
Πγ

u

)
.

If we chooseΦv = Φ1
v for all v /∈ S2 we obtain on the right of Equation (61) a non-zero re

namely

cBπ0
∞

(Φ∞).

Thus there is a least one representationΠ0 such thatC0 �= 0

C0 :=
∑
ξ∈Ξ

Rξ
Π0

(
fξ

)
, fu = f1

u , u /∈ U2.

ThenC0 �= 0. We can choose a finite set of placesT3 = {uγ | 1 � γ � s} not containingwrel

such that

Π0
uγ

�
 Πγ
uγ

.

As before, we use strong multiplicity one. We choose then Hecke functionsfuγ such that

∀γ,S
(
fuγ

)
(Π0

uγ
) = 1, S(fuγ )

(
Πγ

uγ

)
= 0.

If uγ is above an inert place ofF we denote this place byvγ . If uγ is above a placevγ which
splits into uγ , u′

γ then Πγ
uγ


 Πγ
u′

γ
. Thus we may as well assume thatu′

γ is not in T3. Now

at all placesu /∈ U2 ∪ T3 and distinct fromwrel we takefu = f1
u . Then the left-hand side o

Equation (61) reduces to

C0S(fwrel)
(
Π0

wrel

)
.

The right-hand side of Equation (61) is then the product of the following factors

S
(
βvrel(fwrel)

)(
π0

vrel

)
,

cBπ∞(f∞),∏
vγ split

S(fuγ )
(
π0

vγ

)
,

∏
vγ inert

S
(
βvγ (fuγ )

)(
π0

vγ

)
.

SinceC0 �= 0 we see that the three last factors are non-zero and we conclude that

S
(
βvrel(fwrel)

)(
π0

vrel

)
= c1S(fwrel)

(
Π0

wrel

)
.

By taking fwrel to be the unit element we see thatc1 = 1. This concludes the proof of th
proposition. �
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14. End of proof

Now we letE/F be an unramified quadratic extension of local fields. We can always
it as Ewrel/Fvrel for a suitable quadratic extension of number fields of the type consider
the previous section. We can chooseψ so that the conductor ofψvrel is Ovrel . Consider the
representationsπ0 of the type discussed in the previous section. The Langlands classx ∈ C

×n

of their componentsπ0
vrel

is Zariski dense.
For the convenience of the reader we recall the proof. We have to prove that iffvrel is a non-

zero element ofHvrel then there exists aπ0 of the above type such thatπ0
vrel

(fvrel) �= 0. To that
end we set

f2
vrel

(g) = fvrel(g),

f1
vrel

(x) =
∫

Gvrel

f2
vrel

(xg)fvrel(g)dg.

Thusf1
vrel

(e) �= 0. For each finite placev we choose a smooth function of compact supporfv

such thatfv(e) �= 0. At the placevcusp we furthermore assume thatfvcusp is a cuspidal function
Of course, at almost all places,fv is the characteristic function ofKv . We letf∞ be a smooth
function of compact support onZ+\G∞. We consider the following functions, wherei = 1,2,

f i(g) = f∞(g∞)f i
vrel

(gvrel)
∏

v 	=vrel

fv(gv),

φi(g) =
∑

γ∈G(F )

f i(γg).

If we write f1(g) = f∞(g∞)f∞(g∞) we see thatf∞(γ) �= 0 implies thatγ is in a discrete
subsetΓ of G∞ containinge. We choosef∞ so thatf∞(e) �= 0 andf∞(γ) �= 0, γ ∈ Γ, imply
γ = e. Thusφ1(e) �= 0. The functionsφ1 andφ2 belong to the closure of the space spanned by
cusp forms. Moreoverφ1(g) =

∫
φ2(gx)fvrel(x)dx. Therefore there is at least one automorp

cuspidal representationπ0 such that the image ofφ1 under the orthogonal projectionP on the
space ofπ0 is non-zero. We have

Pφ1(g) =
∫ (

Pφ2
)
(gx)fvrel(x)dx,

that is,

π0
vrel

(fvrel)Pφ2 = Pφ1.

This implies thatπ0
vrel

(fvrel) �= 0 and we are done.
Thus the map

f �→ S
(
β(f)

)
(x)

is a character ofHwrel for x in a Zariski dense set. As we have seen this implies thatβ = b.
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15. Three lemmas on Bessel distributions

15.1. Proof of Lemma 1

We prove Lemma 1. For the proof of this lemma we drop the index infinity. We will nee
positive type Bessel distribution

Pπ(Φ) =
∑

π(Φ)Wi(e)W i(e).

Note that

Bπ(Φ) = Pπ(Φ′)

whereΦ′(g) = Φ(wng). Thus we can rewrite the assumption as∑
π

c(π)Pπ(Φ) = 0

for all Φ. By taking the functionsΦ to be of positive type we see that we have∑
π

�c(π)Pπ(f) = 0,
∑

π

�c(π)Pπ(f) = 0

Thus it suffices to prove the lemma when the coefficients are real. We derive a contradic
not all terms are0. We can regroup together the terms withc(π) > 0 and the terms withc(π) < 0.
After a change of notation, we have now an identity∑

π∈X

c(π)Pπ(f) =
∑
π∈Y

c(π)Pπ(f),

whereX andY are disjoint, in general, infinite sets andc(π) > 0 for all π. We then derive a
contradiction. At the cost of changing the Hilbert norm onπ we can rewrite this expression
the form ∑

π∈X

Pπ(f) =
∑
π∈Y

Pπ(f).

Recall that to a distribution of positive typeθ we can associate a unitary representation in
following way. Indeed, on the spaceC∞

c (G∞)

(f1, f2) �→ θ(f∗
2 ∗ f1)

is a positive semi-definite Hermitian form, invariant under right shifts. Passing to the quotie
get a positive definite Hermitian form on a quotient ofC∞

c (G∞). Then we complete the spa
for this norm. We obtain a Hilbert space on whichG∞ acts. Applying this construction toPπ we
recoverπ. In a more precise way, we can regard the Whittaker linear formλπ as a generalize
vector (i.e. a vector which has scalar product with smooth vectors). Then

Pπ(f∗ ∗ f) =
(
π(f)λπ, π(f)λπ

)
.

Applying this construction to the two sides of our equality we recover the direct Hilbert su⊕
π,

⊕
π

π∈X π∈Y
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respectively. To see it is so consider the direct sum

H :=
⊕
π∈X

π.

RecallH can be viewed as the space oft-uples(vπ)π∈X such that∑
π

(vπ, vπ) < +∞.

Since ∑
π∈X

Pπ(f∗ ∗ f) =
∑(

π(f)λπ, π(f)λπ

)
< +∞

we can consider the closureV in H of the space spanned byt-uples(
π(f)λπ

)
π∈X

.

Since the projection ofV on eachπ is non-zero, we see thatV is the Hilbert direct sum of th
π ∈X . On the other hand callingθ the sum of thePπ we have

θ(f∗ ∗ f) =
∑
π∈X

(
π(f)λπ, π(f)λπ

)
.

Thusθ(f∗ ∗ f) = 0 if and only if π(f)λπ = 0 for all π. Our assertion follows. Thus we have⊕
π∈X

π =
⊕
π∈Y

π.

SinceX ∩ Y = ∅ this is a contradiction.

15.2. A formal lemma

We now go back to the situation discussed before (20). Consider one of the distributionRξ
Π.

We writef for the functionfξ. Let ∞F be the set of infinite places ofF . Eachv ∈∞F splits
into v1, v2 andΠv1 
 Πv2 . Call πv the equivalence class of this representation. The compo
fv1,v2 of f is arbitrary. We set

Φv(g) =
∫

GL(n,Fv)

fv1,v2

(
ξ−1th−1, hg

)
.

We can define the local Bessel distributionBπv . On the other hand we have chosen a finite
R of finite places ofE and for eachv ∈ R we have fixed the local componentfv . At the finite
placesv /∈R the functionfv is a Hecke function.

LEMMA 21. – With the above notations, there is a constantc such that

Rξ
Π(f) = c

∏
v∈∞F

Bπv(Φv)
∏

v finite /∈R

S(fv)(Πv).
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Proof. –

Rξ
Π(f) =

∑
µ
(
Π(f)φi

)∫
φi(u)θ̄(uū)du.

Here

µ(φ) =
∫

Hξ(F )\Hξ(FA)

φ(h)dh.

In view of our choice of functions, the functionsφi belong to a sub vector spaceV invariant
under

∏
v∈∞E

Gv . In turn V is a finite direct sum of subspacesVi invariant and irreducible
under

∏
v∈∞E

Gv . The representation of
∏

v∈∞E
Gv on eachVi is equivalent to⊗

v∈∞F

Πv1 ⊗Πv2 .

The restrictionµi of µ to Vi is a constantci times a tensor product⊗
v∈∞F

µv

whereµv is a linear form onπv ⊗ πv invariant underHξ
v . Likewise the restriction of the linea

form

φ �→
∫

φ(u)θ̄(uū)du

is a constant times a tensor product ⊗
v∞F

µv,1 ⊗ µv,1

whereµv,1 is a linear form on the space ofπv transforming under the characterθv . It follows
that

Rξ
Π(f) = c

∏
v∈∞F

Rv(fv1,v2)
∏

v finite /∈R

S(fv)(Πv)

where

Rv(fv1,v2) =
∑

µv

(
πv ⊗ πv(fv1,v2)φi

)
µv,1 ⊗ µv,1(φi)

andφi is an orthonormal basis ofπv ⊗ πv .
To conclude we apply another formal lemma, valid for any local field (see [6, (7)]).

LEMMA 22. –Suppose thatF is a local field. Letπ be a unitary irreducible generi
representation ofGL(n,F ). Letλ be a linear form onπ ⊗ π invariant under the groupHξ(F ).
Letµ1 be a linear form onπ transforming under the characterθ. Consider the distributions

R(f) =
∑

λ
(
π ⊗ π(f)φi

)
µ1 ⊗ µ1(φi),

B(Φ) =
∑

µ2

(
π(Φ)φi

)
µ1(φi).

Then there is a constantc such that

R(f) = cB(Φ)
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where

Φ(g) =
∫

f
(
ξ−1th−1, hg

)
dh.

15.3. A lemma of Shalika

LEMMA 23. –Let π be a unitary irreducible generic representation ofGL(n,R). The Besse
distributionBπ has a non-zero restriction to the open set

tN(R)A(R)N(R).

Proof. –We may replaceBπ by the positive type Bessel distribution

Pπ(f) =
∑

π(f)Wi(e)Wi(e).

Our assertion is then that the restriction ofPπ to the open set

N(R)wnA(R)N(R)

is non-zero. Suppose it is. ThenPπ is a distribution supported on the complement of that
Moreover it is an eigenfunction of the Casimir operator and transforms on both sides
non-degenerate characters ofNn(F ). By Proposition 2.10 of [16] it follows thatPπ = 0, a
contradiction. �

16. Concluding remarks

We briefly indicate how to obtain more precise global results. Assumen is even. LetH̃ξ be the
similitude group corresponding toHξ andλ : H̃ξ → F× the similitude ratio. Letχ be an idele
class character ofF . We say that an automorphic representationΠ is distinguished by(H̃ξ, χ) if
the central character ofΠ is the characterz �→ χ(zz̄) and the following integral is non-zero fo
at least oneφ in the space ofΠ: ∫

Z(EA)H̃ξ(F )\H̃ξ(FA)

φ(h̃)χ−1
(
λ(h̃)

)
dh̃.

PROPOSITION 7. –A representationΠ is the base change of a representationπ of central
characterω if and only if it is distinguished by a pair(H̃ξ, ωηn/2).

Proof (Sketch). –We simply indicate which modifications must be made to the proo
Theorem 2. At a placev of F inert inE we have

γv(az) = γv(a)ηn/2
v (z).

Thus globally ifΨ↔ Φ then for eachz ∈ F×
A

the function

X �→ Ψ(Xz)

matches the function

X �→ η(z)n/2Φ(Xz).
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For eachz ∈ F×
A

we have∫
KΨ(zu)θ(uū)du = ηn/2(z)

∫
KΦ(u1, u2z)θ(u1)−1θ(u2)du2.

Integrating overz we get instead of (18)∫
F×

A
×N(E)\N(EA)

KΨ(zu)θ(uū)χ(z)dz du

=
∫

F×
A

×(N(F )\N(FA))2

KΦ(u1, u2z)θ(u1)−1θ(u2)du2χηn/2(z)dz.

Now we choose a set of representatives{ξ} for the orbits ofF× × GL(n,E) in S(F ), where
F× operates by multiplication. For eachξ we replace (11) by∫

fξ(h̃g)χ
(
λ(h̃)

)
dh̃ =

∫
Ψ
[
tḡξzg

]
χ(z)dz.

We now define a new kind of relative Bessel distributions

MRξ
Π

(
fξ

)
=

∑∫
Π
(
fξ

)
φi(h̃)χ

(
λ(h̃)

)
dh̃

∫
φi(u)θ̄(uū)du.

We now get instead of (19) ∑
ξ

∑
Π

MRξ
Π

(
fξ

)
=

∑
π

Bπ(Φ).(62)

The end of the proof is the same as before.�
Historical remarks. – Forn = 2, the study of the poles of the Asai L-function in [5] proves t

the base changeΠ of a representationπ with central characterω is distinguished by the charact
ωη ◦ det of the groupGL(2, FA) andnot distinguished by the characterω ◦ det of GL(2, FA)
(this fact is used explicitly in [6, (1), middle of p. 388]). Equivalently, the representationΠ is
distinguished by the characterωη of the split unitary similitude group but not distinguished
the characterω. We recall the proof. Letω1 be an idele class character ofF . Let Π be a cuspida
automorphic representation ofGL(2,EA) with central characterΩ. Assume that the restrictio
of Ω to F is ω2

1 . Recall the AsaiL-functionL(s,Π, ω−1
1 ,Asai). In this context, it is essentiall

defined by the condition that an integral of the form∫
Z(FA)GL(2,F )\GL(2,FA)

φ(g)E(g,Φ, s)ω−1
1 (detg)dg

is an entire multiple of theL function. Hereφ is in the space ofΠ andE(g,Φ, s) is the Eisenstein
series onGL(n,FA) associated with a Schwartz–Bruhat functionΦ on Fn

A
. In particular the

(partial) AsaiL−function has a pole ats = 1 if and only ifΠ is distinguished by(GL(2, FA), ω1).
Now if Π is the base change ofπ with central characterω then we have the following relation
between (partial)L functions:
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L
(
s,Π, ω−1η,Asai

)
= L(s,π × π̃ ⊗ η)

L(s,1F )
L(s, η)

,

L
(
s,Π, ω−1,Asai

)
= L(s,π × π̃)

L(s, η)
L(s,1F )

,

L(s,Π× Π̃) = L(s,π × π̃)L(s,π × π̃ ⊗ η).

The functionL(s,π × π̃) has a pole ats = 1 while the last relation shows that the functi
L(s,π× π̃⊗η) does not have a pole ats = 1 and does not vanish ats = 1. The assertion follows

The result of Proposition 7 is conjectured in [8, (1)] in the context ofGL(n) and reproved by a
relative trace formula as in the original work of Ye [18, (1)] in the context ofn = 2. At the time,
the general conjecture with the exponentn/2 was motivated by the results of [5] as referenc
in [6, (1)] in the casen = 2 and by preliminary computations of Ye in the casen = 4.

On the other hand, the author of [3] discusses distinction by the unitary group, first
context ofGL(2). Earlier, he had proved the result of [5] that we recalled in the caseω = η but
not in the caseω = 1. For the caseω = 1 he only discusses an example in [3].2

It is natural to conjecture that one can choose the unitary group which distinguishesΠ to be
quasi-split.

THEOREM 3. –Suppose each real place ofF splits in E. Supposen is even. IfΠ is a base
change thenΠ is distinguished by a quasi-split unitary group.

Proof. –The groupHξ is quasi-split if and only if at every inert placev, det ξ is equal to
detwn = (−1)n/2 times a norm ofEw/Fv . We restrict the functionΨv by demanding that i
be supported on the setS′

v of elements whose determinant is(−1)n/2 times a norm. We tak
the functionΦv to be supported on the setG′

v of elementsg such thatdetg is (−1)n/2 times a
norm. As before, we introduce the functionΦ′ defined byΦ′[g] = Φ[wng]. We now get a spectra
identity ∑

Π

Rξ
Π(fξ) =

∑
π

Pπ(Φ′)

where

Pπ(Φ′) =
∑∫

φi(u)θ(u1)du1

∫
φ(u)θ̄(u2)du2.

The functionΦ′
v is now supported on the groupG+

v of elements whose determinant is a nor
Moreover,

Pπ(Φ′) = Pπ⊗η(Φ′).

To conclude we have to see that the local Bessel distributionPπv has a non-zero restriction
G+

v . This is checked in [6, (7)].
If the quadratic extensionE/F is arbitrary we have only a partial result.

THEOREM 4. –Suppose thatΠ is an automorphic cuspidal representation ofGL(n,EA).
ThenΠ is distinguished by a unitary group if and only if it is a base change.

We proceed as before except that at any inert real placev we choose the functionΦv supported
on the open settNvAvNv . Let w be the place ofE abovev. It is elementary that there is

2 In connection with this example the author makes a claim of priority. However, he does not acknowledge
references [5] and [6, (1)].
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functionΨv supported on the open set ofHv of matrices of the form

tūau, u ∈Nw, a ∈Av

which matchesΦv . Equating the discrete parts of the spectral expansions in the standard w
get again: ∑

π

Bπ(Φ) =
∑

ξ

∑
Π

Rξ
Π

(
fξ

)
.(63)

Fix a representationπ0 of GL(n,FA) such thatπ0 ⊗ ηE/F is not equivalent toπ0. Thus the
base changeΠ0 of π0 is automorphic cuspidal. Sayn is even. Then using the principle of line
independence of the characters of the Hecke algebra we get

Bπ0(Φ) +Bπ0⊗ηE/F
(Φ) =

∑
ξ

Rξ
Π0

(
fξ

)
.

As before

Bπ0(Φ) =
∏
v

Bπ0,v (Φv), Bπ0⊗ηE/F
(Φ) =

∏
v

Bπ0,v⊗ηv (Φv).

At a real placev inert inE, by Lemma 23 we chooseΦv so that

Bπ0,v(Φv) �= 0.

There is at least one finite placeu inert inE such that

π0,u �
 π0,u ⊗ ηu.

We chooseΦu so that

Bπ0,u(Φu) �= 0, Bπ0,u⊗ηu(Φu) = 0.

Then we find

Bπ0(Φ) =
∑

ξ

Rξ
Π0

(
fξ

)
.

We conclude thatRξ
Π0

(fξ) is non-zero for at least oneξ and the theorem follows. Ifn is odd the
proof is similar but simpler. �
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