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STARK–HEEGNER POINTS ON MODULAR JACOBIANS

BY SAMIT DASGUPTA

ABSTRACT. – We present a construction which lifts Darmon’s Stark–Heegner points from elliptic c
to certain modular Jacobians. LetN be a positive integer and letp be a prime not dividingN . Our essentia
idea is to replace the modular symbol attached to an elliptic curveE of conductorNp with the universal
modular symbol forΓ0(Np). We then construct a certain torusT overQp and latticeL ⊂ T , and prove tha
the quotientT/L is isogenous to the maximal toric quotientJ0(Np)p-new of the Jacobian ofX0(Np). This
theorem generalizes a conjecture of Mazur, Tate, and Teitelbaum on thep-adic periods of elliptic curves
which was proven by Greenberg and Stevens. As a by-product of our theorem, we obtain an efficient
of calculating thep-adic periods ofJ0(Np)p-new.

 2005 Elsevier SAS

RÉSUMÉ. – Nous donnons une construction qui relève celle des points de Stark–Heegner de Darm
courbes elliptiques à certaines variétés jacobiennes de courbes modulaires. SoitN un entier strictemen
positif et p un nombre premier ne divisant pasN . Notre idée principale est de remplacer le symb
modulaire attaché à une courbe elliptiqueE de conducteurNp par le symbole modulaire universel d
Γ0(Np). Nous construisons alors un certain toreT surQp et un résauL ⊂ T , et nous montrons que
quotientT/L est isogène au quotient torique maximalJ0(Np)p-new de la variété jacobienne deX0(Np).
Ce théorème généralise une conjecture de Mazur, Tate et Teitelbaum sur les périodesp-adiques des courbe
elliptiques, qui a été démontré par Greenberg et Stevens. En à-côté de notre théorème, nous obte
méthode efficace de calcul des périodesp-adiques deJ0(Np)p-new.

 2005 Elsevier SAS
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1. Introduction

The theory of complex multiplication allows the construction of a collection of po
on arithmetic curves overQ, defined over Abelian extensions of quadratic imaginary fie
Foremost among these are Heegner points on modular curves, as described for example
By embedding a modular curve in its Jacobian (typically by sending a rational cusp
origin), one may transfer Heegner points on the curve to each factor of its Jacobian. A
of the arithmetic properties of the points constructed in this fashion has yielded many s
results, most notably, the theorems of Gross and Zagier [21], Kolyvagin [26], and Kolyvag
Logachëv [27].

The goal of [6] was to define certain points on elliptic curves analogous to Heegner p
except that they would be defined over Abelian extensions of real quadratic fields inst
imaginary quadratic fields. In the setting considered, the existence of such points is predi
the conjecture of Birch and Swinnerton-Dyer. Darmon constructs these “Stark–Heegner
analytically by replacing complex integration with a certainp-adic integral. The conjecture th
Stark–Heegner points are defined over global number fields remains open.

The goal of the present article is to lift the construction of Stark–Heegner points from e
curves to certain modular Jacobians. LetN be a positive integer and letp be a prime no
dividing N . Our essential idea is to replace the modular symbol attached to an elliptic
E of conductorNp (a key tool in [6]) with the universal modular symbol forΓ0(Np). We
then construct a certain torusT overQp and latticeL ⊂ T , and prove that the quotientT/L is
isogenous to the maximal toric quotientJ0(Np)p-new of the Jacobian ofX0(Np). This theorem
generalizes a conjecture of Mazur, Tate, and Teitelbaum [32] on thep-adic periods of elliptic
curves, which was proven by Greenberg and Stevens [16,17]. Indeed, our proof borrows
from theirs.

Our isogeny theorem allows us to define Stark–Heegner points on the Abelian v
J0(Np)p-new. The points we define map to the Stark–Heegner points onE under the projection
J0(Np)p-new → E. We conjecture that they satisfy the same algebraicity properties.
interesting difference from the case of classical Heegner points is that our points, while
on modular Jacobians, do not appear to arise from points on the modular curves themsel

Although the construction of Stark–Heegner points is the most significant arithmetic ap
tion of our isogeny theorem, the result is interesting in its own right because it allows the pr
computation of thep-adic periods ofJ0(Np)p-new.

In Section 2 we summarize known uniformization results, beginning with the complex an
construction ofJ0(N) and classical Heegner points. We then discussp-adic uniformization
of Mumford curves via Schottky groups, and present the Manin–Drinfeld theorem o
uniformization of the Jacobian of a Mumford curve in the language ofp-adic integration. In
Section 3 we construct our analytic spaceT/L and state the isogeny theorem. We then
the isogeny theorem to define Stark–Heegner points onJ0(Np)p-new. The remainder of the
4e SÉRIE– TOME 38 – 2005 –N◦ 3
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article is devoted to proving the isogeny theorem. Section 5.1 describes precisely how ou
generalizes the Mazur–Tate–Teitelbaum conjecture.

There are some differences to note between our presentation and that of [16]. First, by
with the entire Jacobian rather than a component associated to a particular newform, w
some technicalities arising in Hida theory. Furthermore, the role of−2a′

p(2) in [16] is played by

Lp := the “derivative” of1−U2
p ,

as defined in Section 5.2; accordingly we treat the cases of split and non-split red
simultaneously. The proof that theL -invariant ofT/L is equal toLp is somewhat differen
from (though certainly bears commonalities with) what appears in [16]. Indeed, the spacT/L
is constructed from the group

Γ :=
{(

a b
c d

)
∈PSL2

(
Z[1/p]

)
such thatN |c

}
and a study of its cohomology. The construction of Stark–Heegner points is contingent
splitting of a certain 2-cocycle forΓ, which is proven by lifting measures onP1(Qp) to theZ×

p -
bundleX = (Zp × Zp)′ of primitive vectors over this space. The connection between inte
onX andp-adicL-functions is described in [2,7].

In Section 6, we give some computational data to demonstrate how the isogeny theore
be used to calculate thep-adic periods ofJ0(Np)p-new.

2. Previous uniformization results

The classical theory of Abel–Jacobi gives a complex analytic uniformization of the Jac
of a nonsingular proper curve overC. We begin this section by recalling this construction
X0(N) and giving the definition of Heegner points onJ0(N) using this uniformization. Manin
and Drinfeld have also given ap-adic uniformization for the Jacobians of Mumford curves.
give a restatement of their result in the language ofp-adic integration, which may thus be view
as ap-adic Abel–Jacobi theory. Unfortunately, thep-adic uniformization ofJ0(p) that arises in
this fashion does not allow the natural construction of Heegner-type points in an obvious m
The constructions which occupy the remainder of this paper remedy this problem by find
alternatep-adic uniformization ofJ0(Np)p-new. This section is entirely expository and on
provides motivation for what follows.

2.1. Archimedean uniformization

The Abel–Jacobi theorem states that the Jacobian of a nonsingular proper curveX overC is
analytically isomorphic to the quotient of the dual of its space of 1-forms by the image o
natural integration map fromH1(X(C),Z). To execute this uniformization in practice, one of
wants to understand the space of 1-forms and the first homology group ofX explicitly. A general
approach to this problem is given by Schottky uniformization. (See [37] for the original wor
[23] for a modern summary and generalization.) The “retrosection” theorem of [25] state
there exists a Schottky groupΓ ⊂ PGL2(C) and an open setHΓ ⊂ P1(C) such thatX(C) is
analytically isomorphic toΓ\HΓ. Among its other properties, the groupΓ is free of rankg, the
genus of the curveX . Under certain convergence conditions, one may describe the Jacob
X as the quotient of a split torus(C×)g by the image of an explicit homomorphism fromΓ.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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While Schottky uniformization is useful as a general theory, it does not necessarily p
a method of constructing rational points onX or its Jacobian in cases of arithmetic intere
Furthermore, if the parameterizing groupΓ cannot be found explicitly, one may not even be a
to calculate the periods ofX in practice.

In our case of study, namely the modular curvesX0(N), it is essential to exploit th
“arithmeticity” given by modularity. By its moduli description, the set of complex points
X0(N) can be identified with the quotient of the extended upper half planeH∗ = H ∪ P1(Q)
by the discrete groupΓ0(N) acting on the left via linear fractional transformations:

X0(N)(C) ∼= Γ0(N)\H∗.(1)

Denote byg the genus ofX0(N), and letS2(N) denote the space of cusp forms of levelN . For
anyτ1, τ2 ∈H∗, we can define a homomorphism denoted

∫ τ2

τ1
from S2(N) to C via a complex

line integral:
τ2∫

τ1

:f �→ 2πi

τ2∫
τ1

f(z)dz.

Sincef is a modular form of levelN , this value is unchanged ifτ1 andτ2 are replaced byγτ1

andγτ2, respectively, forγ ∈ Γ0(N). Thus ifDiv0H∗ denotes the group of degree-zero divis
on the points of the extended upper half plane, we obtain a homomorphism

(Div0H∗)Γ0(N) →Hom
(
S2(N),C

)
(2)

[τ1]− [τ2] �→
(

f �→ 2πi

τ1∫
τ2

f(z)dz

)
.

The short exact sequence

0 →Div0H∗ → DivH∗ →Z→ 0

gives rise to a boundary map in homology:

δ :H1

(
Γ0(N),Z

)
→ (Div0H∗)Γ0(N).(3)

Denote the composition of the maps in (2) and (3) by

Φ1 :H1

(
Γ0(N),Z

)
→ Hom

(
S2(N),C

)
,

and letL denote the image ofΦ1. The groupL is free Abelian of rank2g and is Hecke-stable
For x ∈H∗, let x̃ represent the image ofx in X0(N)(C) = Γ0(N)\H∗. Under these notation
the Abel–Jacobi theorem may be stated as follows:

THEOREM 2.1. – The map[x̃] − [ỹ] �→
∫ x

y
induces a complex analytic uniformization of t

Jacobian ofX0(N):

J0(N)(C) ∼= Hom
(
S2(N),C

)
/L.

Let τ ∈H∗ lie in an imaginary quadratic subfieldK of C. Then

Pτ :=

τ∫
∈ Hom

(
S2(N),C

)
/L = J0(N)(C)
∞

4e SÉRIE– TOME 38 – 2005 –N◦ 3
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is aHeegner pointon J0(N). The theory of complex multiplication shows that this analytica
defined point is actually defined over an Abelian extension ofK, and it furthermore prescribe
the action of the Galois group ofK on this point.

The goal of the remainder of this section is to present the theory ofp-adic uniformization of
Jacobians of degenerating curves via Schottky groups, as studied by Tate, Mumford, Man
Drinfeld, in the language ofp-adic integration. The standard presentation of this subject (see
for example) involves certain theta functions that often have no direct analogue in the co
analytic situation because of convergence issues. Thus our new notation, inspired by [1],
one to draw a more direct parallel between the complex analytic andp-adic settings. (The idea
we have drawn from in [1] appear in the construction of certainp-adicL-functions.)

2.2. Non-Archimedean uniformization

Let K be a local field (a locally compact field, complete with respect to a discrete valua
Denote byC the completion of an algebraic closure ofK, and byk the residue field ofK.
A discrete subgroupΓ of PGL2(K) is called a Schottky group if it is finitely generated a
has no nontrivial elements of finite order; such a group is necessarily free. The groupΓ acts on
P1(K) by linear fractional transformations. The set of limit pointsL of Γ is defined to be the se
of P ∈P1(K) such that there existQ ∈P1(K) and distinctγn ∈ Γ with γnQ converging toP.
For any extensionF ⊂ C of K, defineHΓ(F ) = P1(F )−L.

A curveX overK is called a Mumford curve if the stable reduction ofX contains only rationa
curves that intersect at normal crossings defined overk. The curveX0(p) over the quadratic
unramified extension ofQp is such a curve. Mumford has proven that for every Mumford cu
X , there exists a Schottky groupΓ ⊂ PGL2(K) and aGal(C/K)-equivariant rigid analytic
isomorphism

X(C)∼= Γ\HΓ(C).(4)

Furthermore, the Schottky groupΓ satisfying (4) is unique up to conjugation inPGL2(K). It is
free of rankg, the genus ofX .

To proceed onwards to ap-adic uniformization of the Jacobian ofX , we must first presen
an analogue of the complex line integrals appearing in Theorem 2.1. LetL have the induced
topology fromP1(K).

DEFINITION 2.1. – LetH be a free Abelian group of finite rank. The groupMeas(L,H) of
additive measures onL with values inH is the group of mapsµ which assign to each compa
open subsetU of L an elementµ(U) of H , such that

– µ(U) + µ(V ) = µ(U ∪ V ) for disjoint open compactsU andV , and
– µ(L) = 0.

The groupMeas(L,H) has a naturalΓ action, given by(γµ)(U) := µ(γ−1U). Let µ denote
aΓ-invariant element ofMeas(L,H).

DEFINITION 2.2. – Letd ∈Div0HΓ(C) be a degree-zero divisor. Choose a rational func
fd onP1(C) with divisord, and define themultiplicative integral:

×
∫
d

ωµ :=×
∫
L

fd(t)dµ(t)(5)

:= lim
‖U‖→0

∏
U∈U

fd(tU )⊗ µ(U) ∈C× ⊗Z H.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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Here the limit is taken over uniformly finer disjoint coversU of L by nonempty open compa
subsetsU , andtU is an arbitrarily chosen point ofU .

Remark2.2. – The products in (5) are finite sinceL is compact. The limit converges sinceµ
is a measure. Also, sinceµ(L) = 0, the multiplicative integral onL of a constant (with respec
to µ) vanishes, so Definition 2.2 is independent of the choice offd.

For a complete field extensionF of K lying in C, denote byHΓ(F ) the spaceP1(F )−L. It
is clear that ifd ∈Div0HΓ(F ), then

×
∫
d

ωµ ∈ F× ⊗H.

TheΓ-invariance ofµ implies:

PROPOSITION 2.3. –The multiplicative integral isΓ-invariant:

×
∫
d

ωµ =×
∫
γd

ωµ ∈C× ⊗H

for d ∈HΓ(C) andγ ∈ Γ.

Thus the multiplicative integral defines a map

×
∫

ωµ : (Div0HΓ)Γ →Gm ⊗H.(6)

Here we viewHΓ and Gm as functors on the category of complete field extensions oK
contained inC. Let T denote the torusGm ⊗H .

Remark2.4. – If τ1, τ2 ∈HΓ(C) andτi �= ∞, we write

×
τ2∫

τ1

ωµ = ×
∫

[τ2]−[τ1]

ωµ = ×
∫
L

(
t− τ2

t− τ1

)
dµ(t)

as in [6].

As we saw in (3) above, there is a canonical map

H1(Γ,Z)→ (Div0HΓ)Γ,(7)

which composed with(6) yields

Φ1 :H1(Γ,Z)→ T.

Let L denote the image ofΦ1.
As we will describe, there is a universal groupH admitting aΓ-invariant measureµ, in

the sense that ifµ′ ∈ Meas(L,H ′)Γ, then there exists a homomorphismf :H → H ′ such that
µ′(U) = f(µ(U)) for all compact opensU ⊂ L. To properly express this fact, we introduce
Bruhat–Tits tree associated toL. We then analyze the rigid analytic spaceT/L in the universa
setting.
4e SÉRIE– TOME 38 – 2005 –N◦ 3
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2.3. Generalities onp-adic measures

We begin by recalling the Bruhat–Tits treeT of PGL2(K) (see [15] for a general reference
Denote byO the ring of integers ofK, by π a uniformizer ofO, and byk = O/πO the residue
field of K. The vertices ofT are equivalence classes of free rank twoO-submodules ofK ⊕K,
where two such modules are considered equivalent if they are homothetic by an elementK×.
Two vertices are connected by an edge if they can be represented by modulesM andN with
N ⊂ M and M/N ∼= k; this is clearly a symmetric relation. The unoriented graphT which
results from these definitions is a regular tree of degree#P1(k). The groupPGL2(K) acts
naturally on the tree.

Let v∗ denote the vertex corresponding toO⊕O and letw∗ denote the vertex correspondi
to O ⊕ πO. The stabilizer ofv∗ in PGL2(K) is PGL2(O). The matrixP =

(
π 0
0 1

)
sendsw∗

to v∗, and hence the stabilizer ofw∗ is P−1PGL2(O)P . Let e∗ denote the oriented edge fro
w∗ to v∗. The stabilizer ofe∗ in PGL2(K) is the intersection of the stabilizers ofv∗ andw∗,
namely, the set of matrices ofPGL2(O) that are upper triangular moduloπ. This group equals
the stabilizer ofO in PGL2(K) under linear fractional transformations. Thus if we associa
the oriented edgee∗ the compact open setUe∗ := O ⊂P1(K), this extends to an assignment
a compact open subset ofP1(K) to each oriented edge of the tree viaPGL2(K)-invariance:

Uγe∗ := γO for all γ ∈PGL2(K).

We note some essential properties of this assignment:
– For an oriented edgee, the oppositely oriented edgee satisfiesUe = P1(K)−Ue.
– For each vertexv, the setsUe ase ranges over the edges emanating fromv form a disjoint

cover ofP1(K).
– The setsUe form a basis of compact open subsets ofP1(K).
Let us now return to our Schottky groupΓ.

DEFINITION 2.3. – TheBruhat–Tits tree ofΓ is the subtreeTΓ ⊂ T spanned by all edges su
that both open sets corresponding to the two possible orientations of the edge contain an
of L.

The groupΓ acts on the treeTΓ. To each oriented edgee of TΓ we associate the compact op
setUe(Γ) = Ue ∩L. The setsUe(Γ) satisfy the properties above withP1(K) replaced byL.

An endof a tree is a path without backtracking that is infinite in exactly one direction, mo
the relation that two such paths are equivalent if they are eventually equal.1 The ends ofTΓ are
naturally in bijection withL, by sending an end to the unique point in the intersection o
Ue(Γ) for the oriented edgese of the end.

The spaceHΓ may be viewed as a thickening of the treeTΓ by means of the reduction map

red :HΓ →TΓ.

We will define the reduction map only on the points ofHΓ defined over finite unramifie
extensionsF of K. In this case, the treeT of PGL2(K) is naturally a subtree of the Bruha
Tits treeTF of PGL2(F ), and hence the treeTΓ may be viewed as a subtree ofTF as well.
A point u ∈HΓ(F ) corresponds to an end ofTF ; this end may be represented by a unique p
originating from a vertexvu in TΓ and intersectingTΓ only atvu. The vertexvu is defined to be
the reduction ofu.

1 Rigorously, an end is an infinite sequencev0, v1, . . . of distinct vertices of the tree such that(vi, vi+1) is an oriented
edge, modulo the relation that{vi} ∼ {wi} if there existn,m such thatvn+i = wm+i for all i � 0.
ANNALES SCIENTIFIQUES DE L’ÉCOLE NORMALE SUPÉRIEURE
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The Bruhat–Tits tree ofΓ allows one to understand measures onL combinatorially. Denote by
EΓ (respectivelyVΓ) the set of all oriented edges (respectively vertices) of the treeTΓ. Denote
by CE the groupDivEΓ/(e+e), the Abelian group generated freely by the oriented edges oTΓ

modulo the relation that oppositely oriented edges add to zero. Denote byCV the groupDivVΓ.
Define a trace mapTr :CV → CE by sending each vertexv to the sum of the edges ofTΓ with
source vertexv. The trace map is injective. The correspondencee �→ Ue(Γ) shows that for eac
H , the groupMeas(L,H) is the kernel of the dual of the trace map:

Meas(L,H)Γ = ker
(
Hom(CE ,H) Tr∗−→Hom(CV ,H)

)Γ
(8)

= ker
(
Hom

(
(CE)Γ,H

) Tr∗−→ Hom
(
(CV )Γ,H

))
.(9)

The right-hand side of (8) is called the group ofΓ-invariant harmonic cocycles onTΓ with values
in H . Now (CE)Γ ∼= CE′ and(CV )Γ ∼= CV ′ whereCE′ andCV ′ are the corresponding grou
for the finite quotient graphΓ\TΓ. Thus from basic topology, one identifies (9) with

H1(Γ\TΓ,H) = Hom
(
H1(Γ\TΓ,Z),H

)
.

Since Γ acts freely on the contractible spaceTΓ the cohomology groupH1(Γ\TΓ,Z) is
canonically identified with

H1(Γ,Z) = Hom(Γ,Z).

Hence the universal free Abelian group admitting aΓ-invariant measure onL is precisely the
rankg groupH = Hom(Γ,Z). The associated universalΓ-invariant measureµ may be describe
explicitly as follows. Lete be an oriented edge ofTΓ, and letγ ∈ Γ. Choose any vertexv of TΓ

and consider the unique pathP from v to γv in TΓ. For each oriented edge in the pathP , count
+1 if the edge isΓ-equivalent toe, count−1 if the edge isΓ-equivalent toe, and count0
otherwise. The total sum of these counts is independent ofv and equals the valueµ(Ue)(γ) ∈Z.

2.4. The Manin–Drinfeld theorem

Let H = Hom(Γ,Z) be as above and letµ be the associated universalΓ-invariant measure o
L. In Section 2.2 we associated to the pair(H,µ) a torusT and subgroupL of T via the technique
of p-adic integration. Forx ∈HΓ(C), let x̃ represent the image ofx in X(C) = HΓ(C)/Γ.

THEOREM 2.5 (Manin–Drinfeld). –The map

[x̃]− [ỹ] �→ ×
x∫

y

ωµ

induces aGal(C/K)-equivariant rigid analytic isomorphism between the rigid analytic sp
associated to theC-valued points of the Jacobian of the curveX andT (C)/L.

Proof. –The original statement of the Manin–Drinfeld theorem is given in terms of a
morphic functions for the groupΓ. Recall from [15, §II.2] the definition of the theta functio
Θ(a, b;z) for a, b, z ∈HΓ(C), andz /∈ Γa,Γb:

Θ(a, b;z) =
∏
γ∈Γ

z − γa

z − γb
∈C×.

(One must assume that∞ is not a limit point ofΓ to ensure convergence of the product abo
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The following result relates our multiplicative integral to values of theta functions, and a
one to derive our version of Theorem 2.5 from the original statement [15,29].

PROPOSITION 2.6. – Let a, b be elements ofHΓ(F ). Viewing the universal multiplicativ
integral as a homomorphism fromΓ to F×, we have(

×
a∫

b

ωµ

)
(δ) =

Θ(a, b; δz)
Θ(a, b;z)

(10)

for any z ∈ HΓ(C) − (Γa ∪ Γb) and δ ∈ Γ. (The automorphy properties ofΘ imply that the
right-hand side is independent ofz.)

The proof of this proposition is given in [10, Proposition 2.3.1], but the ideas of the proo
present already in [1].

Theorem 2.5 is thep-adic analogue of the Abel–Jacobi theorem. However, it does not a
for the obvious construction of any Heegner-type points in the caseX = X0(p). In fact, since
Mumford’s groupΓ is not given in an explicit way and is probably not an arithmetic grou
appears unclear how to calculate the periods ofJ0(p) (i.e. calculateL) using this uniformization
(See [14] for the calculation ofL modulop using this theory, however.) Accordingly, one nee
to find an alternative uniformization for modular Jacobians which uses arithmetic group
crucial way; this is taken up in the next section.

3. An arithmetic uniformization and Stark–Heegner points

Let p be a prime number andN � 1 an integer not divisible byp. Write M = Np. In this
section we will present ap-adic uniformization of the maximal quotient ofJ0(M) with toric
reduction atp. A key idea, suggested by the definitions of [6], is that thep-adic arithmetic of
J0(M) is intimately linked with the group

Γ =
{(

a b
c d

)
∈PSL2

(
Z[1/p]

)
such thatN |c

}
(11)

and its homology. The groupΓ is not discrete as a subgroup ofPGL2(Qp) and hence acts wit
dense orbits onP1. In this setting, withK = Qp, the limit point set equalsL := P1(Qp). (Since
Γ is not discrete, if the ground fieldK is enlarged then the limit point setL(K) = P1(K) is
enlarged as well; thus our definition ofL= P1(Qp) is slightly ad hoc.) We also have

HΓ(Cp) = Hp := P1(Cp)−P1(Qp),

whereCp is the completion of an algebraic closure ofQp.
A measure onP1(Qp) is given by a harmonic cocycle on the entire Bruhat–Tits treT

of PGL2(Qp). Repeating the analysis of Section 2.3, one finds that there are no non-
Γ-invariant measures onP1(Qp). This problem can be remedied by introducing aΓ-invariant
measure-valuedmodular symbolas follows.

Let M := Div0 P1(Q) be the group of degree-zero divisors onP1(Q), viewed as cusps o
the complex upper half plane. The groupM is defined by the exact sequence

0 →M→ DivP1(Q) →Z→ 0.(12)
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The groupΓ acts onM via its action onP1(Q) by linear fractional transformations. For a fr
Abelian groupH , aMeas(P1(Qp),H)-valued modular symbol is a homomorphism

M→ Meas
(
P1(Qp),H

)
, m �→ µm.

The group of modular symbolsµ has aΓ-action given by(
γ−1µ

)
m

(U) = µγm(γU).

Motivated by Sections 2.3 and 2.4, we will explore the universalΓ-invariant modular symbol o
measures onP1(Qp).

3.1. The universal modular symbol

One can interpret the group of co-invariants

MΓ0(M) = H0

(
Γ0(M),M

)
geometrically as follows. Given a divisor[x]− [y] ∈M, consider a path fromx to y in H∗. If we
make the identificationΓ0(M)\H∗ = X0(M)(C), the image of this path gives a well defin
element ofH1(X0(M), cusps,Z), the singular homology of the Riemann surfaceX0(M)(C)
relative to the cusps. Manin [28] proves that this map induces an isomorphism be
H1(X0(M), cusps,Z) and the maximal torsion-free quotient ofMΓ0(M). This maximal torsion-
free quotient will be denotedH0(Γ0(M),M)T . The torsion ofH0(Γ0(M),M) is finite and
supported at 2 and 3. The projection

M→MΓ0(M) → H1

(
X0(M), cusps,Z

)
is called theuniversal modular symbol forΓ0(M).

The points ofX0(M) over C correspond to isomorphism classes of pairs(E,CM ) of
generalized elliptic curvesE/C equipped with a cyclic subgroupCM ⊂ E of orderM. To such
a pair we can associate two points ofX0(N), namely the points corresponding to the pa
(E,CN ) and(E/Cp,CM/Cp), whereCp andCN are the subgroups ofCM of orderp andN ,
respectively. This defines two morphisms of curves

f1 :X0(M) → X0(N) and f2 :X0(M) → X0(N),(13)

each of which is defined overQ. The mapf2 is the composition off1 with the Atkin–Lehner
involutionWp onX0(M). Write f∗ = f1∗ ⊕ f2∗ andf∗ = f∗

1 ⊕ f∗
2 (respectivelyf∗ andf∗) for

the induced maps on (relative) singular homology:

f∗ :H1

(
X0(M),Z

)
→ H1

(
X0(N),Z

)2
,

f∗ :H1

(
X0(N),Z

)2 →H1

(
X0(M),Z

)
,

f∗ :H1

(
X0(M), cusps,Z

)
→ H1

(
X0(N), cusps,Z

)2
,

f∗ :H1

(
X0(N), cusps,Z

)2 → H1

(
X0(M), cusps,Z

)
.

Via the universal modular symbol, the last two maps are identified with maps2

2 In purely homological terms,f1∗ is corestriction, andf2∗ is the compositionf1∗ ◦ Wp; similarly for f∗ and
restriction.
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f∗ :H0

(
Γ0(M),M

)
→ H0

(
Γ0(N),M

)2
,

f∗ :H0

(
Γ0(N),M

)2 →H0

(
Γ0(M),M

)
.

Define

H :=
(
H1

(
X0(M), cusps,Z

)
/f∗

(
H1

(
X0(N), cusps,Z

)2))
T

(14)

∼=
(
H0

(
Γ0(M),M

)
/f∗

(
H0(Γ0(N),M)2

))
T
;(15)

H :=
(
H1

(
X0(M),Z

)
/f∗(H1(X0(N),Z)2

))
T
.(16)

PROPOSITION 3.1. – LetH be as in(15). There is a uniqueΓ-invariantMeas(P1(Qp),H)-
valued modular symbolµ such thatµm(Zp) = m for all m ∈M. Furthermore, the pair(H,µ)
is universal.

Proof. –Let CE denote the free Abelian group on the oriented edges ofT modulo the relation
e + e = 0 for all edges, and letCV denote the free Abelian group on the vertices ofT . Let
Tr :CV → CE denote the trace map which sends a vertexv to the sum of the oriented edg
with source vertexv. The correspondence between harmonic cocycles and measures sho
a Γ-invariant modular symbol of measures onP1(Qp) with values in a groupA is equivalent to
an element of

ker
(
Hom(CE ⊗M,A) Tr∗−→Hom(CV ⊗M,A)

)Γ
.

Hence there is a universal such modular symbol taking values in

(CE ⊗M)Γ/Tr(CV ⊗M)Γ.(17)

The action ofΓ on the treeT is particularly easy to describe [38, §II]. Each oriented edg
T is equivalent to eithere∗ or e∗; each vertex is equivalent to eitherv∗ or w∗. The stabilizers
of v∗ andw∗ in Γ areΓ0(N) andP−1Γ0(N)P , respectively, whereP is the matrix

(
p 0
0 1

)
. The

stabilizer ofe∗ is the intersection of these, namelyΓ0(M); also,Ue∗ = Zp. Shapiro’s Lemma
identifies (17) with

MΓ0(M)/Tr(MΓ0(N) ⊕MP−1Γ0(N)P ).(18)

Noting that the mapm �→ Pm defines an isomorphism

H∗
(
P−1Γ0(N)P,M

)
→ H∗

(
Γ0(N),M

)
and that the mapTr in (18) is nothing but the map denotedf∗ in (15) proves the result.�
3.2. Statement of the uniformization

The Abelian varietyJ0(M)p-new is defined to be the quotient ofJ0(M) by the sum of the
images of the Picard maps on Jacobians associated to the mapsf1 andf2 of (13). This is the
Abelian variety with purely toric reduction atp for which we will provide a uniformization (up
to isogeny).

PROPOSITION 3.2. – If we writeg for the dimension ofJ0(M)p-new, the free Abelian group
H andH have ranks2g and2g + 1 respectively, and the natural mapH → H is an injection.
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Proof. –It is well known thatf∗ is injective and thatH has rank2g. Consider the following
commutative diagram of relative homology sequences:

0 H1(X0(N),Z)2

f∗

H1(X0(N), cusps,Z)2

f∗

C(N)2 0

0 H1(X0(M),Z) H1(X0(M), cusps,Z) C(M) 0

(19)

HereC(N) andC(M) denote the groups of degree-zero divisors on the set of cusps ofX0(N)
andX0(M), respectively. Ifc denotes the number of cusps ofX0(N), these are free Abelia
groups of rankc − 1 and2c − 1, respectively. Above each cusp ofX0(N) (under the mapf1)
lie two cusps ofX0(M), one of which has ramification indexp and the other one of which
unramified. The mapWp on X0(M) interchanges these two cusps. This implies that the
C(N)2 → C(M) of (19) is injective and that the torsion subgroup of its cokernel has expo
dividing p2 − 1. SinceH andH are the cokernels off∗ andf∗, the snake lemma yields th
proposition. (Note that we have also shown thatf∗ is injective.) �

To define a modular symbol that takes values inH rather thanH , we choose a map

ψ :H → H.

We will require two properties of the mapψ, whose uses will later become evident:
– The groupsH andH have natural Hecke actions described in Section 4.2. We assum

the mapψ is Hecke-equivariant.
– We assume that the composition ofψ with the inclusionH ⊂ H is an endomorphism ofH

with finite cokernel.
Let µ be the universalΓ-invariant modular symbol of measures onP1(Qp) from Proposi-

tion 3.1, and defineµ := ψ ◦ µ. Thenµ is a Γ-invariant Meas(P1(Qp),H)-valued modular
symbol.

DEFINITION 3.1. – Let d ∈ Div0Hp be a degree-zero divisor, and letm ∈ M. Choose
a rational functionfd onP1(Cp) with divisord, and define themultiplicative double integral:

×
∫
d

∫
m

ωµ := ×
∫

P1(Qp)

fd(t)dµm(t)(20)

:= lim
‖U‖→0

∏
U∈U

fd(tU )⊗ µm(U) ∈C×
p ⊗Z H,

with the notation as in Definition 2.2.

TheΓ-invariance ofµ implies that this integral isΓ-invariant:

×
∫
γd

∫
γm

ωµ = ×
∫
d

∫
m

ωµ for γ ∈ Γ.

LettingT denote the torusT = Gm ⊗Z H , we obtain a homomorphism(
(Div0Hp)⊗M

)
→ T.(21)
Γ

4e SÉRIE– TOME 38 – 2005 –N◦ 3



STARK–HEEGNER POINTS ON MODULAR JACOBIANS 439

sors
al

-
pies

rimes
ement
is

r

nt
ter
ion

nstein
k–
res
Consider the short exact sequence ofΓ-modules definingDiv0Hp:

0 → Div0Hp → DivHp →Z→ 0.

After tensoring withM, the long exact sequence in homology gives a boundary map

δ :H1(Γ,M)→
(
(Div0Hp)⊗M

)
Γ
.(22)

The long exact sequence in homology associated to the sequence (12) definingM gives a
boundary map

δ :H2(Γ,Z)→ H1(Γ,M).(23)

Denote the composition of the homomorphisms in (21) and (22) by

Φ1 :H1(Γ,M)→ T (Cp),

and the further composition with (23) by

Φ2 :H2(Γ,Z)→ T (Cp).

Each element in the image ofΦ1 may be expressed in terms of double integrals involving divi
d supported onHΓ(F ) for any nontrivial extensionF of Qp. By the independence of the integr
from the choice ofF , it follows that the image ofΦ1, and henceΦ2 as well, lies inT (Qp).

Denote byL the image ofΦ2. The torusT inherits a Hecke action fromH . We may now state
our main result.

THEOREM 3.3. – Let Kp denote the quadratic unramified extension ofQp. The groupL is
a discrete, Hecke-stable subgroup ofT (Qp) of rank 2g. The quotientT/L admits a Hecke
equivariant isogeny overKp to the rigid analytic space associated to the product of two co
of J0(M)p-new.

During the course of proving Theorem 3.3, we will give some control over the set of p
appearing in the degree of this isogeny. Also, we will see that if one lets the nontrivial el
of Gal(Kp/Qp) act onT/L by the Hecke operatorUp (defined in Section 4.2), this isogeny
defined overQp.

Remark3.4. – If we had not used the auxiliary projectionψ :H → H and continued ou
construction with integrals valued inGm ⊗ H , the corresponding quotientT/L would be
isogenous to two copies ofJ0(M)p-new, with one copy ofGm, arising from the rank one quotie
H/H . However, as the projections to thisGm of the Stark–Heegner points we will define la
bear little arithmetic interest (see [10, Chapter 8]), we lose little in employing the projectψ
in exchange for the technical simplicity gained. The Eisenstein quotientH/H has eigenvalue
+1 for complex conjugation. In [7], partial modular symbols are used to construct Eise
quotients where complex conjugation acts as−1, and the resulting projections of the Star
Heegner points toGm are related to thep-units arising in Gross’s variant of Stark’s Conjectu
[19].

Remark3.5. – The moduleH can be expressed up to finite index as a sumH+ ⊕H−, where
the modulesH+ andH− are the subgroups on which complex conjugation (denotedW∞) acts
as1 or −1, respectively; these each have rankg overZ. This decomposition ofH explains the
two components ofT/L described in Theorem 3.3.
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Remark3.6. – In Section 5.1, we will show how Theorem 3.3 is a generalization of the Ma
Tate–Teitelbaum conjecture [32, Conjecture II.13.1] proven by Greenberg and Stevens [1

Granting Theorem 3.3, we next describe the construction of Stark–Heegner poin
J0(M)p-new.

3.3. Stark–Heegner points

Fix τ ∈Hp andx ∈P1(Q). Consider the 2-cocycle inZ2(Γ, T (Cp)) given by

dτ,x(γ1, γ2) :=

γ1τ

×
∫
τ

γ1γ2x∫
γ1x

ωµ :=

γ1τ

×
∫
τ

∫
[γ1x]−[γ1γ2x]

ωµ,(24)

where here as alwaysΓ acts trivially on T . It is an easy verification that the imaged of
dτ,x in H2(Γ, T (Cp)) is independent of the choice ofτ andx. SinceT (Cp) is divisible and
H1(Γ,Z) is finite (see Proposition 3.7 below), the universal coefficient theorem identifiesd with
a homomorphism

H2(Γ,Z)→ T (Cp);

this homomorphism is preciselyΦ2. ThusL, which was defined to be the image ofΦ2, is the
minimal subgroup ofT (Cp) such that the image ofd in H2(Γ, T (Cp)/L) is trivial.

Thus there exists a mapβτ,x : Γ→ T/L such that

βτ,x(γ1γ2)− βτ,x(γ1)− βτ,x(γ2) =

γ1τ

×
∫
τ

γ1γ2x∫
γ1x

ωµ (modL).(25)

The 1-cochainβτ,x is defined uniquely up to an element ofHom(Γ, T/L). The following
proposition allows us to deal with this ambiguity.

PROPOSITION 3.7. – The abelianization ofΓ is finite, and every prime dividing its size divid
6ϕ(N)(p2 − 1).

Proof. –This is a result of Ihara [24]; we provide a quick sketch. In (33) we described an
sequence that identifiesH1(Γ,Z) with the cokernel of the natural map

H1

(
Γ0(M),Z

)
→ H1

(
Γ0(N),Z

)2
.

SinceΓ0(N) acts on the complex upper half planeH with isotropy groups supported at th
primes 2 and 3, the groupH1(Γ0(N),Z) may be identified with the corresponding singu
homology ofY0(N)(C) = Γ0(N)\H outside of a finite torsion group supported at 2 and
Hence we must show that

fY
∗ :H1

(
Y0(M),Z

)
→ H1

(
Y0(N),Z

)2
(26)

has finite cokernel.
Poincaré duality identifiesH1(Y0(N),Z) with the Z-dual of the relative homology grou

H1(X0(N), cusps,Z). We are thus led to reconsider the diagram (19) of Proposition
The injectivity of f∗ implies that the cokernel of (26) is finite; furthermore, this cokerne
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isomorphic to a subgroup of the cokernel off∗. A result of Ribet [36] implies that the torsio
subgroup of the cokernel off∗ is supported on the set of primes dividingϕ(N). We saw in
the proof of Proposition 3.2 that the torsion subgroup of the cokernel ofC(N)2 → C(M) has
exponentp2 − 1. The snake lemma completes the proof.�

We may now define Stark–Heegner points onJ0(M)p-new. Define the ring

R :=
{(

a b
c d

)
∈ M2

(
Z[1/p]

)
such thatN dividesc

}
.(27)

Let K be a real quadratic field such thatp is inert inK; choose an embeddingσ of K into R, and
also an embedding ofK into Cp. For eachτ ∈Hp ∩K, consider the collectionOτ of matrices
g ∈R satisfying

g

(
τ

1

)
= λg

(
τ

1

)
for someλg ∈K.(28)

The ringOτ is isomorphic to aZ[1/p]-order inK, via the mapg �→ λg = cτ + d. The group
of units inO×

τ of norm 1 is a free Abelian group of rank 1. Letγτ be the generator such th
σ(λγτ ) > 1 if σ(τ) > σ(τ ′), and such thatσ(λγτ ) < 1 if σ(τ) < σ(τ ′). Hereτ ′ denotes the
conjugate ofτ over Q; the definition ofγτ is independent of choice ofσ. Finally, choose an
x ∈P1(Q), and lett denote the exponent of the abelianization ofΓ.

DEFINITION 3.2. – TheStark–Heegner point associated toτ is given by

Φ(τ) := t · βτ,x(γτ ) ∈ T (Kp)/L.

Multiplication by t ensures that this definition is independent of choice ofβτ,x satisfying (25),
and one also checks thatΦ(τ) is independent ofx. Furthermore, the pointΦ(τ) depends only on
theΓ-orbit of τ , so we obtain a map

Φ:Γ\(Hp ∩K)→ T (Kp)/L.

Let us now denote byν± the two mapsT/L → J0(M)p-new of Theorem 3.3, where the± sign
denotes the corresponding eigenvalue of complex conjugation onH . ComposingΦ with the
mapsν±, we obtain

Φ± : Γ\(Hp ∩K)→ J0(M)p-new(Kp).

The images ofΦ± are the Stark–Heegner points onJ0(M)p-new.
As in [6,7], we conjecture that the images ofΦ± satisfy explicit algebraicity properties. Fix

Z[1/p]-orderO in K; let us assume that the discriminant ofO is prime toM . Let K×
+ denote

the multiplicative group of elements ofK of positive norm. Define thenarrow Picard group
Pic+(O) to be the group of projective rank oneO-submodules ofK modulo homothety byK×

+ .
Class field theory canonically identifiesPic+(O) with the Galois group of an extensionH+ of
K called thenarrow ring class fieldof K attached toO:

rec :Pic+(O)→ Gal
(
H+/K

)
.

Denote byHO
p the set ofτ ∈Hp ∩K such thatOτ

∼= O. The basic conjecture regarding Star
Heegner points is:

CONJECTURE 3.8. –If τ ∈HO
p , thenΦ±(τ) ∈ J0(M)p-new(H+).
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We now proceed to refine this statement into a “Shimura reciprocity law” for Stark–He
points. AZ[1/p]-lattice inK is aZ[1/p]-submodule ofK that is free of rank2. Define

ΩN (K) =
{

(Λ1,Λ2), with
Λj aZ[1/p]-lattice inK,

Λ1/Λ2 
Z/NZ.

}
/K×

+ .

There is a natural bijectionτ from ΩN (K) to Γ\(Hp ∩K), which tox = (Λ1,Λ2) assigns

τ(x) = ω1/ω2,

where〈ω1, ω2〉 is aZ[1/p]-basis ofΛ1 satisfying

ω1ω
′
2 − ω′

1ω2 > 0, ordp(ω1ω
′
2 − ω′

1ω2)≡ 0 (mod 2),

andΛ2 = 〈Nω1, ω2〉. Here we have writtenω �→ ω′ for the action of the nontrivial automorphis
of Gal(K/Q). Denote byΩN (O) the set of pairs(Λ1,Λ2) ∈ ΩN (K) such thatO is the larges
Z[1/p]-order of K preserving bothΛ1 and Λ2. Note thatτ(ΩN (O)) = Γ\HO

p . The group
Pic+(O) acts naturally onΩN (O) by translation:

a : (Λ1,Λ2) �→ (aΛ1,aΛ2),

and hence it also acts onτ(ΩN (O)) = Γ\HO
p . Denote this latter action by

(a, τ) �→ a � τ, for a ∈ Pic+(O), τ ∈ Γ\HO
p .

Our conjectural reciprocity law then states:

CONJECTURE 3.9. – If τ ∈HO
p , thenΦ±(τ) ∈ J0(M)p-new(H+), and

Φ±(a � τ) = rec(a)−1Φ±(τ)

for all a ∈ Pic+(O).

Remark3.10. – SinceH+ is a ring class field, the complex conjugation associate
either real place ofK is the same inGal(H+/K). Let a∞ denote an element ofPic+(O)
corresponding to this complex conjugation. Then for either choice of signε = ±, we have

Φε(a∞ � τ) = εΦε(τ).

The proof of this fact is identical to Proposition 5.13 of [6], since the mapνε factors through
a torus on which the Hecke operatorW∞ (see Definition 4.3) acts asε.

The general conjecture that Stark–Heegner points are defined over global fields, and c
the full Conjecture 3.9, are very much open. However, theoretical evidence is provided in
Computational evidence is provided in [8,9,11]. Theorem 3.3 is proven over the cou
the next two sections. We start with some combinatorial observations that lead to a co
understanding of thep-adic valuation of the integration map.
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4. Combinatorial observations

We now review the exact sequence in homology which arises when a group acts w
inversion on a tree (see [38, Chapter II, §2.8]), and apply these observations in our c
Define homomorphisms

∂ :CE → CV , ∂
(
[y]

)
=

[
t(y)

]
−

[
s(y)

]
,(29)

ε :CV →Z, ε
(
[x]

)
= 1.

SinceT is a tree, the sequence

0 → CE
∂−→ CV

ε−→Z→ 0,(30)

is exact. LetA be anyΓ-module. SinceZ is free, we may tensor (30) withA without losing
exactness, and then taking homology gives the long exact sequence

· · · →Hi(Γ,CE ⊗A) →Hi(Γ,CV ⊗A) → Hi(Γ,A)→ Hi−1(Γ,CE ⊗A) → · · · .(31)

As we saw from the description of the action ofΓ on T described in the proof o
Proposition 3.1 (namely, thatΓ acts onV with 2 orbits and transitively onE, with stabilizers
isomorphic toΓ0(N) andΓ0(M) respectively), Shapiro’s Lemma gives natural identification

Hi(Γ,CE ⊗A) = Hi

(
Γ0(M),A

)
,(32)

Hi(Γ,CV ⊗A) = Hi

(
Γ0(N),A

)2
.

The long exact sequence (31) in conjunction with (32) yields the exact sequence:

· · · →Hi

(
Γ0(M),A

)
→ Hi

(
Γ0(N),A

)2 → Hi(Γ,A)→ Hi−1

(
Γ0(M),A

)
→ · · · .(33)

4.1. Thep-adic valuation of the integration map

Let the valuationordp of Qp be normalized so that the valuation ofp is 1. In this section we
will analyze the composite map

ordp Φ1 :H1(Γ,M) Φ1−→Q×
p ⊗H

ordp ⊗ Id−−−−−→Z⊗H = H.

By definition (see (15)),H is a quotient ofH0(Γ0(M),M), so we have natural maps

H1(Γ,M)
φ−→ H0(Γ0(M),M)→ H,(34)

whereφ is the last arrow of (33) withi = 1 andA = M. Denote byι the composition of the ma
H1(Γ,M)→ H in (34) withψ :H → H .

PROPOSITION 4.1. – The mapordp Φ1 is equal toι.

We first prove a lemma.

LEMMA 4.2. – Let τ1, τ2 ∈Hp reduce to vertices connected by an oriented edgee of T :

∂(e) =
[
red(τ2)

]
−

[
red(τ1)

]
.
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Extend the valuationordp to the maximal unramified extension ofQp. Then we have

ordp

(
×
τ2∫

τ1

∫
m

ωµ

)
= µm(Ue).

Proof. –The groupPGL2(Qp) acts transitively on the edges of its Bruhat–Tits tree, and
reduction map isPGL2(Qp)-equivariant. Thus it suffices to consider the case whereτ1 reduces
to the standard vertex corresponding toZp ⊕ Zp andτ2 reduces to the vertex corresponding
Zp⊕pZp. In this case, we haveUe = P1(Qp)−Zp. Let τ1 ∈P1(F ) for an unramified extensio
F of Qp. The fact thatτ1 reduces tov∗ implies that the image ofτ1 in P1(kF ) does not equa
the image of any pointt ∈P1(Qp) in P1(kF ), wherekF is the residue field ofF . In particular,
τ1 ∈OF . Thus fort ∈P1(Qp), we have

ordp(τ1 − t) =
{

0 if t ∈Zp,
ordp(t) otherwise.

Similarly,

ordp(τ2 − t) =
{
−1 if t ∈Zp,
ordp(t) otherwise.

Without loss of generality, in the definition of the multiplicative integral, we need consider
open coveringsU that refine the open covering{Ue,Ue}. For eachU in such a covering, th
previous calculation shows thatordp((tU − τ2)/(tU − τ1)) equals−1 or 0 according to whethe
U ⊂ Ue or not. Thus the valuation of each product inside the limit defining the multiplica
integral equals−µm(Ue) = µm(Ue). �

Lemma 4.2 explains thep-adic valuation of the double integral in terms of the combinato
of T , and allows us to prove Proposition 4.1.

Proof. –We give a quick sketch; see [10] for a more detailed exposition. Letm be a 1-cycle
representing a class inH1(Γ,M); this is a formal linear combination

∑
γ∈Γ mγ [γ] such that all

but finitely many of themγ ∈M are zero, and
∑

γ(γmγ −mγ) = 0. Choose anyτ ∈Hp; then

Φ1(m) =
∏
γ

γ−1τ

×
∫
τ

∫
mγ

ωµ ∈ T (Qp).

Chooseτ such that it reduces to the standard vertexv∗. For eachγ let cγ be the unique element o
CE such that∂(cγ) = [γ−1v∗]− [v∗]. Then Lemma 4.2 implies thatordp Φ1(m) equalsψ applied
to the image of

∑
γ cγ ⊗mγ in H , with H viewed as in (17). Understanding the sequence

at i = 1 shows that this is exactlyι(m). �
4.2. Hecke actions

Let ∆Q = PGL2(Q), and let∆ denote one of the groupsΓ, Γ0(N), or Γ0(M), considered
as a subgroup of∆Q. Forα ∈∆Q, let

∆α∆ =
⊔

αi∆, αi ∈∆Q(35)

i
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be a decomposition of the indicated double coset into left cosets.

DEFINITION 4.1. – LetA be a∆Q-module, and letα ∈ ∆Q. Define the Hecke operator
T (α) on the group of∆-co-invariants ofA as follows. Letm ∈ A represent the eleme
m̃ ∈H0(∆,A), and let

T (α)m̃ :=
∑

i

α̃−1
i m ∈ H0(∆,A).

This definition is clearly independent of the choice ofαi. Also, for eachγ ∈ ∆ and eachαi,
there exist uniquej andγi ∈∆ such that

γ−1αi = αjγ
−1
i .(36)

For γ fixed, the correspondencei �→ j is a permutation. This implies that the definition ofT (α)
is independent of choice of representativem for m̃.

DEFINITION 4.2. – Define the Hecke operatorT (α) on H1(∆,A) as follows. Letm =∑
mγ [γ] be a 1-cycle representing a classm̃ ∈H1(∆,A).

T (α)m̃ :=
∑
γ,i

α−1
i (mγ)[γi],

where theαi andγi are as in (36).

Once again one may check that this definition is independent of all choices.

Remark4.3. – It is more natural to define Hecke operators on all the homology gr
Hi(∆,A) for i > 0 by “dimension shifting” with Definition 4.1 as the base case. Procee
in this fashion gives a definition which is consistent with Definition 4.2; see [10] for details

When∆ = Γ0(M) or Γ and� is prime, we writeT� or U� for T ( � 0
0 1

), according to whether�
dividesM or not. For these two groups, the situation for Hecke operators atp is subtle. LetN
denote the normalizer ofΓ0(Np) in

Γ̃ := R×/U =
{(

a b
c d

)
∈PGL2

(
Z[1/p]

)
such thatN dividesc

}
,(37)

where U = Z[1/p]× is embedded inR× via scalar matrices. The determinant onΓ̃ maps
to U/U2, which is a Klein 4-group. When restricted toN , the determinant map induces
isomorphism

N/Γ0(Np) ∼= U/U2 ∼= Z/2Z×Z/2Z.

Let αp denote any matrix inN which maps to the image ofp under the determinant map, and
α∞ be any matrix which maps to the image of−1. To be explicit, we may take

αp =
(

p y
Np px

)
and α∞ =

(
−1 0
0 1

)
,(38)

wherepx−Ny = 1.

DEFINITION 4.3. – LetA be a∆Q-module. TheAtkin–Lehner involution atp acting on the
homology groups ofΓ0(M) is given byWp := T (αp). The Atkin–Lehner involution at infinity
is defined byW∞ := T (α∞).
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Remark4.4. – If H0(Γ0(M),M)T is identified withH1(X0(M), cusps,C), then the action
of W∞ coincides with that induced by complex conjugation on the manifoldX0(M)(C).

LEMMA 4.5. – The operatorsT�, U�, Up, Wp, andW∞ preserve the kernel off∗ and the
image off∗. In the induced actions onkerf∗ andcokerf∗, we haveUp + Wp = 0.

In particular, Lemma 4.5 provides a Hecke action onH . The subgroupH ⊂ H is Hecke-
stable. For the groupΓ, the double coset ofP is the right coset of any one matrix ofR× of
determinantp. Thus the operatorUp = Wp is an involution on the homology groups ofΓ. Also,
Up = −Wp is an involution onH . We writeW for the involutionsUp on H and the homology
groups ofΓ.

We relegate the proof of the following proposition to Appendix A:

PROPOSITION 4.6. – EndowT with a Hecke action via the action onH . The integration
map(21)

×
∫ ∫

ωµ :
(
(Div0Hp)⊗M

)
Γ
→ T

is equivariant for all the Hecke operators: T� for � � M , U� for �|N , W , andW∞.

4.3. The latticeL

From (33) we have

H1(Γ0(N),M)2 →H1(Γ,M)
φ→H0(Γ0(M),M)

f∗−→ H0(Γ0(N),M)2.(39)

The sequence (39) combined with Proposition 4.1 implies that the image ofH1(Γ0(N),M)2 in
H1(Γ,M) under the integration mapΦ1 has trivialp-adic valuation. Thus, for the image of th
integration map to be discrete inT , it must be the case that the image ofH1(Γ0(N),M)2 in T
is finite. We will prove this by exploiting Hecke actions. We exclude the proof of the follow
Lemma (see [10, Section 5.3]).

LEMMA 4.7. – The groupsH1(Γ0(N),M) and H1(Γ0(M),M) are isomorphic toZ, and
are Eisenstein as Hecke modules: T� acts as� + 1 for � � M (and for� = p onH1(Γ0(N),M)),
W∞ acts as−1, andW acts as1 onH1(Γ0(M),M).

Define a modified Eisenstein idealI of the (abstract) Hecke algebra by lettingI be generated
by T� − (� + 1) for � � M , (p + 1)W − (p + 1), andW∞ + 1.

LEMMA 4.8. – The idealI annihilates the image ofH1(Γ0(N),M)2 under the integration
mapΦ1.

Proof. –The mapH1(Γ0(N),M)2 → H1(Γ,M) is Hecke-equivariant forT�, � � M , andW∞
by basic computation; the boundary mapH1(Γ,M)→ ((Div0Hp)⊗M)Γ is Hecke-equivarian
by a formal computation (see [10, Lemma 5.1.3]). Thus Proposition 4.6 implies thatΦ1 is
Hecke-equivariant. Also, the action ofTp on H1(Γ0(N),M) is given byp + 1 matricesαi

of determinantp, hence the action ofTp on H1(Γ0(N),M) becomes that of(p + 1)W on its
image inH1(Γ,M). The result now follows from Proposition 4.7.�

Let H∗ = Hom(H,Z) denote the dual ofH , soT (Qp) = Hom(H∗,Q×
p ). It is a standard fac

thatH∗/IH∗ is finite: after tensoring withC, one obtains the space of holomorphic Eisens
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series that are cusp forms (of which there are none).3 Thus Lemma 4.8 implies that the ima
of H1(Γ0(N),M)2 under the integration mapΦ1 is finite.

PROPOSITION 4.9. – The group of periodsL⊂ T (Qp) is a Hecke-stable lattice of rank2g.

Proof. –As already mentioned, a formal calculation (see [10, Lemma 5.1.3]) implie
Hecke-equivariance of the boundary maps

H2(Γ,Z) →H1(Γ,M) and H1(Γ,M)→ H0

(
Γ, (Div0Hp)⊗M

)
.

Hence Proposition 4.6 implies thatΦ2 is Hecke-equivariant, and thus thatL is Hecke-stable.
From (39), the kernel of the map

H1(Γ,M)→ H ′ := kerf∗

is the image ofH1(Γ0(N),M)2, which has finite image under the integration map. Thu
remains to show that the image ofH2(Γ,Z) in H ′ has rank2g and injects intoH ⊂ H . The
groupH2(Γ,Z) may be understood using the sequence (33) again:

H2

(
Γ0(N),Z

)2 → H2(Γ,Z)→ H1

(
Γ0(M),Z

)
→H1

(
Γ0(N),Z

)2
.(40)

As in the proof of Proposition 3.7, the homology ofΓ0(N) may be identified with that o
Y0(N) outside of 2 and 3-torsion. SinceY0(N) is a noncompact Riemann surface, the gro
H2(Y0(N),Z) vanishes. And the right-hand arrow of (40) may be identified with

fY
∗ :H1

(
Y0(M),Z

)
→ H1

(
Y0(N),Z

)2
.

Thus the image ofH2(Γ,Z) in H ′ = kerf∗ is preciselyH ′ := kerf∗. We need to show
that H ′ injects intoH = cokerf∗ and has finite cokernel. Yet the endomorphismf∗ ◦ f∗ of
H1(X0(N),Z)2 can be given explicitly by the matrix

f∗ ◦ f∗ =
(

p + 1 Tp

Tp p + 1

)
.

Since the eigenvalues ofTp are bounded by2
√

p, this endomorphism is injective and has fin
cokernel; the result follows. �

Remark4.10. – The finite groupH/H ′ reflects congruences between modular forms of l
N andM . In [3], the images of Stark–Heegner points in this finite Hecke-module unde
p-adic valuation map is related to special values of certain RankinL-series.

5. Proof of Theorem 3.3

Let T denote the Hecke algebra ofH (that is, the subring of the ring of endomorphisms
the groupH generated overZ by T� for � � M , U� for �|N , andW ). In Proposition 4.1 we gav

3 In the case whereN = 1, Mazur [30] has conducted a detailed analysis of the groupH∗/IH∗. WhenI includes
the elementW − 1 rather than just(p + 1)(W − 1) as in our setting, Mazur finds thatH∗/IH∗ is cyclic of sizen,
wheren is the numerator of the fraction(p− 1)/12.
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a combinatorial description of the mapordp :L→ H ⊗Zp given by

L⊂ T (Qp)
ordp−→H ⊗Z→ H ⊗Zp.

Consider now the logarithmlogp :L→ H ⊗Zp given by

L⊂ T (Qp)
logp−→ H ⊗Zp,

where now and throughout this article we choose the branch of the logarithm for whichlogp(p) =
0.

PROPOSITION 5.1. – There exists an elementLp ∈T ⊗Zp such that

Lp ordp λ = logp λ for all λ ∈ L.(41)

Proposition 5.1 will be proved in Section 5.3.

DEFINITION 5.1. – The elementLp is called theL -invariant ofT/L.

Remark5.2. – LetH± = H/(W∞ ∓ 1) be the maximal quotients ofH on which complex
conjugation acts as a scalar±1. The fact that there is an elementLp in T ⊗Qp satisfying (41)
for each of the factorsH− ⊗Qp andH+ ⊗Qp follows from the fact that each of these modu
is free of rank one overT ⊗Qp and thatordp :L⊗Qp → H± ⊗Qp is surjective. The fact tha
the sameLp works on each factor, and that this element is integral, follows from our spe
construction and proof in Section 5.3.

Our goal is to connectT/L with the Abelian varietyJ = J0(M)p-new. This Abelian variety
has purely toric reduction atp, and itsp-adic uniformization can be described as follows.
S denote the set of supersingular points in characteristicp on X0(N), and letX := Div0 S
denote the group of degree-zero divisors onS. The groupX has a natural Hecke action: b
T� for � � M (U� for �|N , andUp) by sending a supersingular point onX0(N) to the formal
sum of the� + 1 (respectively2� + 1 and 1) �-isogenous supersingular points, counted w
multiplicity; the operatorW = Up has order two and is also given by the action ofGal(Fp2/Fp)
on the supersingular points. It is well known that the Hecke algebra ofX equals that ofH ; in
other words, there is a ring homomorphismT → End(X) sendingT� �→ T�, etc.4 Thus we
may considerX as a module forT . Let Gp = Gal(Qp/Qp) act onX (via theGal(Fp2/Fp)-

action onS) and onHom(X,Q
×
p ) byσ(h)(x) = σ(h(σ−1(x))). There is a rigid analyticT [Gp]-

equivariant isomorphism

J(Qp) ∼= Hom
(
X,Q

×
p

)
/X,

where the inclusion

Q :X →Hom
(
X,Q×

p

)
= X∗ ⊗Q×

p

is given by a symmetric pairing

X ×X →Q×
p .(42)

(Here we have writtenX∗ = Hom(X,Z).) The Hecke operators are self-adjoint for this pairi

4 This is because after tensoring withC, the spectrum ofT� on X consists of the�th Fourier coefficients of a basis o
p-new forms of levelM ; the spectrum ofT� onH consists of each of these eigenvalues repeated twice.
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Remark5.3. – Although this description ofJ(Qp) seems to be well known to the exper
we could not find this description in the literature except for the case whenN = 1 andX0(p)
is a Mumford curve [13,14]. For the general case, [12, Chap VI, Theorem 6.9] des
a regular proper model forX0(Np) over Zp whose special fiber consists of two copies
X0(N) intersecting transversely at the supersingular points. From [5, Example 8] (see a
Corollary 9.7.2] and the comments following), this implies that the character group of the
part of the reduction of the Néron model ofJ0(Np) is canonically identified withX . Sections
1 and 2 of [4] (in particular Theorems 1.2 and 2.1) combined with the self-duality ofJ yield
our given description; the functoriality of these constructions under correspondences yie
Hecke-equivariance.

Composing (42) with thep-adic valuation gives aZ-valued pairing (the “monodromy pairing
onX which is nondegenerate,5 and hence yields an injection

ordp Q :X → X∗.

Similarly, composingQ with logp yields

logp Q :X →X∗ ⊗Zp.

PROPOSITION 5.4. – LetLp be as in Proposition5.1. We have

Lp ordp Q(x) = logp Q(x) for all x ∈X.

Proposition 5.4 will be proved in Section 5.4. Propositions 5.1 and 5.4 imply Theore
as follows. For a set of primesP , we say that two analytic spaces areP-isogenous if there i
an isogeny between them whose degree is supported on the elements ofP . Let π± :H → H±
denote the natural projections. SinceΦ2 is equivariant forW∞, andH → H−⊕H+ has cokerne
supported at2, it follows thatT/L is {2}-isogenous to

(T/L)− ⊕ (T/L)+ := (Gm ⊗H−)/π−L⊕ (Gm ⊗H+)/π+L.

We will show that each of(T/L)± is isogenous toJ .
Recall the Hecke-equivariant mapψ :H → H from Section 3.2 used to define our modu

symbol valued inH , and denote byψ− :H− → H− the induced map obtained by modding o
by W∞ + 1. Recall thatH ′ = kerf∗ and letH ′

− be its corresponding quotient.
Since all of the groups below are free of rank 1 overT ⊗ Q after tensoring withQ, it is

possible to find Hecke-equivariant mapsξ− andξ′− fitting into a commutative diagram

H ′
−

ξ′
−

H−
ψ−

H−

ξ−

X
ordp Q

X∗

(43)

where the horizontal arrowH ′
− → H− is the natural inclusion. Recall that

5 The monodromy pairing is given simply as follows: define a pairing onDivS by requiring that distincts, t ∈ S are
orthogonal, while an elements paired with itself equals1/2 the number of automorphisms ofs; this pairing restricted to
X = Div0 S is ordp Q.
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(1) The mapΦ2 :H2(Γ,Z)→ T factors throughΦ1 :H1(Γ,M)→ T.
(2) The composite

H1

(
Γ0(N),M

)2 →H1(Γ,M) Φ1−→ T

has finite image.
(3) The image ofH2(Γ,Z) in H1(Γ,M)/H1(Γ0(N),M)2 is canonically identified withH ′

(see the proof of Proposition 4.9).
The identification of (43) implies thatξ′− induces a mapH2(Γ,Z)− → X , also denotedξ′−.
Consider the diagram

H2(Γ,Z)−
π−Φ2

ξ′
−

Q×
p ⊗H−

ξ−

X
Q

Q×
p ⊗X∗

(44)

Proposition 4.1 implies that the composition of the top row of (44) withordp is equal to
the composition ofH2(Γ,Z)− → H ′

− with the top row of (43). Thus the commutativity
(43) implies the commutativity of thep-adic valuation of (44). Since all the maps in (4
are Hecke-equivariant, Propositions 5.1 and 5.4 show that the commutativity of theordp of
(44) automatically impliesthe commutativity of thelogp of (44). Thus the diagram (44) itse
commutes, up to elements in the kernel of bothlogp andordp; these elements are torsion of ord
dividing p− 1 (or 2 if p = 2).

Hence the map

Id ⊗ ξ− :Gm ⊗H− →Gm ⊗X∗

induces an isogeny(T/Λ)− → J. Furthermore, the kernel of this isogeny is identified with
cokernel of

ξ′− :H ′
− →X.

A similar argument forH+ then proves Theorem 3.3 and furthermore bounds the pr
dividing the degree of the isogeny to lie in

P =
{
�: � divides2(p− 1) or the size of either cokerξ′± :H ′

± →X
}
.

5.1. Connection with the Mazur–Tate–Teitelbaum conjecture

Let E be an elliptic curve with conductorNp and split multiplicative reduction atp. In this
section, we show that Theorem 3.3 implies the Mazur–Tate–Teitelbaum conjecture forE. The
conjecture, stated below in Theorem 5.5, was proven by Greenberg and Stevens in [16].

Let I+
E denote the ideal of the Hecke algebra ofH corresponding toE and the “plus”

modular symbol (that is, the ideal generated byT� − a� for � � Np, Wp − 1, andW∞ − 1,
wherea� = � + 1−#E(F�)). The quotientH/I+

E has rank 1 overZ; the projection

Ψ+
E :H → H+

E :=
(
H/I+

E

)
T
∼= Z

is the plus modular symbolattached toE. We retain the notation of [32] and write

λE(a,M) := Ψ+
E

([
− a

M

]
− [∞]

)
.
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THEOREM 5.5 (Greenberg and Stevens [16], conjectured by Mazur–Tate–Teitelbau
Conjecture II.13.1 of [32]). –Let ψ be a Dirichlet character of conductorc prime top such
thatψ(p) = 1. Then

lim
n→∞

∑
a mod pnc

ψ(a) logp(a)λE

(
a, pnc

)
=

logp(qE)
ordp(qE)

∑
a mod c

ψ(a)λE(a, c),

whereqE ∈Q×
p is the Tate period ofE.

After tensoring withGm, the projectionΨ+
E yields a mapϕ :T → Gm. According to

Theorem 3.3, the quotientGm/ϕ(L) is an analytic space isogenous to the elliptic curveE.
This implies that every element ofϕ(L) is commensurable with the Tate periodqE of E. By
evaluating a particular element ofϕ(L), we will deduce the MTT conjecture. In what follow
we denote

ϕ

(
×
τ2∫

τ1

y∫
x

ωµ

)
by

τ2

×
∫
τ1

y∫
x

ω+
E ∈C×

p .

Consider the classc ∈ H1(Γ,M) represented by the 1-cycle([0]− [∞])[( 1/p 0
0 p

)]. The elemen
c is in the image of the boundary map fromH2(Γ,Z), since a simple calculation shows that t
image ofc in the next term of the exact sequence

H2(Γ,Z)→ H1(Γ,M)→ H1

(
Γ,DivP1(Q)

)
= Γab

∞(45)

vanishes (this is true for any class represented by([x]− [y])[γ], for γ stabilizingx andy). Here
Γ∞ denotes the stabilizer of∞ in Γ, and the equality of (45) follows from Shapiro’s Lemm
Thus the double integral

q′ :=

p2τ

×
∫
τ

∞∫
0

ω+
E ∈Q×

p

lies in ϕ(L), and in particular does not depend on the choice ofτ . In fact, sinceWp = W∞ = 1
on H+

E , it follows (see [6, Proposition 5.13]) that the multiplicative double integral is invar
under the full group̃Γ (defined in (37)). In particular, one finds that

q :=

τ

×
∫
τ/p

∞∫
0

ω+
E ∈Q×

p

is independent ofτ and thatq′ = q2. Thusq is commensurable withqE as well, so

logp(q)
ordp(q)

=
logp(qE)
ordp(qE)

.(46)

To evaluateq, chooseτ to reduce to the standard vertexv∗ of the treeT . Since the matrixP−1

sendsv∗ to w∗, Lemma 4.2 implies that

ordp(q) = Ψ+
E

(
[0]− [∞]

)
= λE(0,1).(47)
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Let n � 1; for a = 0, . . . , pn − 1 defineUa := a + pnZp. To evaluatelogp q ∈ Zp modulopn,
it suffices to take a cover ofP1(Q) by the sets

U∞ :=
{
t ∈P1(Qp): ordp(t) < −n

}
,(48)

1
pn

Ua,
1

pn−1
Ua, . . . ,

1
p
Ua for a �≡ 0 (mod p),(49)

andUa for all a = 0, . . . , pn − 1. The contributions to the integral defininglogp q from each of
these terms are as follows:

U∞: 0,(50)

1
pk

Ua: logp

(
a/pk − τ

a/pk − τ/p

)
λE

(
a, pn

)
= logp

(
a− pkτ

a− pk−1τ

)
λE

(
a, pn

)
,

Ua: logp

(
a− τ

a− τ/p

)
λE

(
a, pn

)
= logp

(
a− τ

pa− τ

)
λE

(
a, pn

)
.(51)

Summing these values (the terms of (50) fork = 1, . . . , n telescope, and the distribution relati

λE

(
a′, pn−1

)
=

∑
a mod pn

a≡a′ mod pn−1

λE

(
a, pn

)

allows one to cancel terms in the denominator of (51) for alla with the terms in the numerato
for p|a) one obtains

logp(q) ≡
pn−1∑
a=1

(a,p)=1

logp(a)λE

(
a, pn

) (
mod pn

)
.(52)

Eqs. (46), (47), and (52) yield Theorem 5.5 for the trivial character. The more general sta
for a character of conductorc > 1 may be obtained by repeating our analysis above for e
(v, c) = 1 with the 1-cycle (

[v/c]− [∞]
)
[γ],

with γ ∈ Γ stabilizingv/c and∞. We omit the details (see [6, §2.3]).

5.2. Hida families and the definition ofLp

In this section we define the elementLp ∈ T ⊗ Zp. Let X0 = X0(Np), and define a towe
of curvesXr aboveX0 corresponding to the congruence subgroupsΓr := Γ0(N) ∩ Γ1(pr), for
r � 1:

Xr(C) = Γr\H∗.

The points ofXr classify triples(E,C,P ), whereE is an elliptic curve,C a cyclic subgroup o
sizeN , andP a point of orderpr. The natural mapsXr+1 → Xr send(E,C,P ) �→ (E,C,pP )
for r � 1, and the mapX1 → X0 sends(E,C,P ) �→ (E, 〈C,P 〉). ComposingXr → X0 with
the two mapsX0 → X0(N) from (13), we obtain two degeneracy mapsXr → X0(N) for each
r � 0 (there are actuallyr + 1 natural degeneracy maps for eachr � 1, but we will be interested
in only these two). Letf∗

r denote the pullback on homology from the two copies ofX0(N) toXr,
and define

Hr =
[
H1(Xr,Zp)/f∗

r

(
H1

(
X0(N),Zp

)2)]
,

T
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so thatH0 = H⊗Zp. Let Tr denote the Hecke algebra ofHr, generated overZp by T� for � � M ,
U� for �|M , and the diamond operators〈d〉 for d ∈ (Z/prZ)×. HereT0 = T ⊗Zp. Define the
Hida Hecke algebra

T := lim
←−

Tr,

which has the structure ofΛ := Zp[[Z×
p ]]-module, where the group elements ofZ×

p act via the
diamond operators. LetI denote the augmentation ideal ofΛ. If To denotes the image ofT
under Hida’s ordinary projector, Hida has shown:

THEOREM 5.6 (Hida [22, Corollary 3.2]). –TheΛ-moduleTo is free of finite rank and

To/ITo ∼= T0.

Remark5.7. – The mapTo → T0 of Theorem 5.6 is the natural projection. It is clear thatITo

lies in the kernel; Hida’s “control theorem” 5.6 is thatITo is the entire kernel.

The standard identification〈d〉 − 1 �→ d yields an isomorphism

I/I2 ∼= lim
←−

Z×
p /

(
Z×

p

)pn

,

since the groupZ×
p is Abelian. Composing withlogp :Z×

p → Zp, we obtain a map also denote
logp : I/I2 →Zp.

Let t be an element ofT whose image inT0 vanishes. By Hida’s Theorem 5.6,to lies in ITo

(whereto is the image oft under the ordinary projector). Consider the image ofto in

ITo/I2To = I/I2 ⊗Λ To.

Using the map

logp ⊗ Id : I/I2 ⊗Λ To →Zp ⊗Λ To

we further map our elementt to

Zp ⊗Λ To = Λ/I ⊗Λ To = To/ITo = T0.

The image oft under this series of maps is denotedt′ ∈ T0, to reflect the intuition that i
represents the derivative oft in the direction of the level (i.e., the fact thatto ∈ ITo means
that the “value” of the “function”t is 0 at the base of the tower, so its image inITo/I2To is its
“derivative”).

SinceUp = −Wp onH , andWp is an involution, the element1−U2
p vanishes inT .

DEFINITION 5.2. – We define the element

Lp :=
(
1−U2

p

)′ ∈T0.

5.3. Proof of Proposition 5.1

Let τ ∈ Hp lie in the quadratic unramified extensionKp of Qp, and assume further thatτ
reduces to the central vertexv∗ of the treeT . Consider the map

βLp :K×
p ⊗H → Kp ⊗H, k ⊗ h �→ logp(k)⊗ h−Lp

(
ordp(k)⊗ h

)
.
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Composing the 2-cocycledτ,x ∈ Z2(Γ, T (Kp)) from Section 3.3 withβLp yields

dLp
τ,x ∈ Z2(Γ,Kp ⊗H), dLp

τ,x(γ1, γ2) := βLp

( γ1τ

×
∫
τ

γ1γ2x∫
γ1x

ωµ

)
.

As in Section 3.3, the latticeβLp(L) is the smallest subgroup ofKp ⊗H such that the cocycl

d
Lp
τ,x splits in the quotient; thus to prove equation Proposition 5.1, it suffices to prove thad

Lp
τ,x

splits.
We will in fact show a stronger result. Define a 1-cocycle

cτ ∈ Z1
(
Γ,Hom

(
M, T (Kp)

))
by the rule

cτ (γ)(m) := ×
γτ∫
τ

∫
m

ωµ.

Composingcτ with βLp , we obtain a 1-cocycle

cLp
τ ∈ Z1

(
Γ,Hom(M,Kp ⊗H)

)
.

It is a basic calculation6 that the splitting ofcLp
τ implies the splitting ofdLp

τ,x; the splitting of
c
Lp
τ is in fact what we will show.

The main idea for splitting the cocyclecLp
τ is to lift the modular symbolµ of measures

on P1(Qp) to a modular symbol of measures̃µ on aZ×
p -bundleX over P1(Qp). The space

X := (Zp × Zp)′ is defined to be the set of pairs(a, b) ∈ Zp × Zp such thata and b are not
both divisible byp; this set of “primitive vectors” makes an appearance in the earlier wo
Greenberg and Stevens [17]. The spaceX admits a map

π :X→P1(Qp),

(a, b) �→ a/b.

The fibers ofπ are principal homogeneous spaces forZ×
p . If we consider the elements ofX

as column vectors and letGL2(Zp) act on the left, the mapπ is GL2(Zp)-equivariant. In this
section, we will consider the groupsΓ0(N),Γr,Γ, etc. as subgroups ofGL2 (rather thanPGL2

as in previous sections).

Remark5.8. – If the functionf(t) = t − τ were integrable onP1(Qp), a formal calculation
would show that

ρτ (m) =
∫

P1(Qp)

logp(t− τ)dµm(t)

is an explicit splitting of the cocyclelogp cτ , i.e. thatdρτ = logp cτ . However, this is not the cas
sincef(t) has a pole att = ∞. This explains the role of the spaceX: the functionf(a, b) = a−bτ
is integrable onX, has a zero along the fiber overτ , and no poles.

6 If the 0-chainρτ splitsc
Lp
τ , then the 1-chainητ,x defined byητ,x(γ) = ρτ ([x]− [γx]) splitsd

Lp
τ,x.
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PROPOSITION 5.9. –There exists aΓ0(N)-invariant Meas(X,H ⊗ Zp)-valued modular
symbolµ̃ such that

µ̃m

(
Z×

p × pZp

)
= µm

(
P1(Qp)−Zp

)
= −ψ(m)(53)

for all m ∈M.

(Recall that the mapψ was defined in Section 3.2 to create a modular symbol valuedH
rather thanH .)

Remark5.10. – Since theΓ0(N)-translates ofP1(Qp) − Zp form a disjoint open cover o
P1(Qp), the Γ0(N)-invariance ofµ̃ combined with (53) implies that̃µ has the same tota
measure asµ, namely 0:

µ̃m(X) = 0 for all m ∈M.

Proof. –Our methods follow those of Greenberg and Stevens [17, p. 203]. LetA denote a free
Zp-module of finite rank, viewed as a trivialΓ0(N)-module. AΓ0(N)-invariantMeas(X,A)-
valued modular symbol is an element of

M(A) := H0
(
Γ0(N),Hom

(
M,Meas(X,A)

))
.(54)

For eachr � 1, let Γr = Γ0(N) ∩ Γ1(pr) as in Section 5.2. TheΓ0(N)-moduleMeas(X,A)
is isomorphic to an inverse limit of induced modules from the groupsΓr as follows. Let
Xr := (Z/prZ×Z/prZ)′, the set of primitive vectors in(Z/prZ)2. Then we have

Meas(X,A) = lim
←−

Meas(Xr,A),

where the mapsMeas(Xr+1,A) →Meas(Xr,A) are given byµr+1 �→ µr, where

µr(x) =
∑

y≡x (mod pr)

µr+1(y).

The mapΓ0(N)/Γr →Xr given by (
a b
c d

)
�→

(
a

c

)
is a bijection and hence induces an isomorphism

Meas(Xr,A) ∼= IndΓ0(N)
Γr

(A).

Thus by Shapiro’s Lemma and the universal coefficient theorem, (54) can be identified wi

lim
←−

Hom
(
H0(Γr,M),A

)
.(55)

Concretely, an element of (55) is a sequence of mapsϕr :H0(Γr,M) → A, compatible in the
sense that

ϕr(m) =
∑

ϕr+1

(
γ−1

i m
)
∈A,
i
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for all m ∈M, where theγi range over a set of coset representatives forΓr/Γr+1. The sequenc
{ϕr} defines aΓ0(N)-invariantMeas(X,A)-valued modular symbol by the rule:

µ̃m

({
x ∈X: x ≡

(
a
c

) (
mod pr

)})
= ϕr

(
γ−1m

)
whereγ is a matrix inΓ0(N) that is equivalent to

(a ∗
c ∗

)
modulopr.

For an element̃µ of (55) representing an element ofM(A), the measure of the compact op
set Z×

p × pZp (the inverse image underπ of P1(Qp) − Zp) is given by the image of̃µ in
Hom(H0(Γ0(Np),M),A).

Extending our maps viaZp-linearity, and identifyingH0(Γr,M)T geometrically with
H1(Xr, cusps,Z), we may write

M(A) = lim
←−

HomZp

(
H1(Xr, cusps,Zp),A

)
.

In relating the moduleM(A) to the work of Hida, it will be convenient to dualize the descript
above. Denote byǍ the Zp-dual HomZp(A,Zp); then for two finite freeZp-modulesA

and B, it is clear thatHomZp(A,B) = HomZp(B̌, Ǎ); we write the map corresponding
f ∈ HomZp(A,B) as f̌ ∈ HomZp(B̌, Ǎ), so f̌(g)(a) := g ◦ f(a). Identifying the dual of
H1(Xr, cusps,Zp) with H1(Yr,Zp) (whereYr = Xr − cusps) via Poincaré duality, we the
have

M(A) = lim
←−

HomZp

(
Ǎ,H1(Yr,Zp)

)
.

The statement of the proposition is that there exists an element ofM(H ⊗ Zp) such that
its image inHomZp(Ȟ,H1(Y0,Zp)) is preciselyψ̌. Such an element exists since the m
H1(Yr,Zp) →H1(Yr−1,Zp) are surjective. �

In the course of the above proof, we showedM(A) = HomZp(M,A), where

M = lim
−→

H1(Xr, cusps,Zp).

As usualM has a Hecke algebra generated overZp by the diamond operators and the opera
T�, etc.

Remark5.11. – A point of caution is in order: since the tower definingM is (essentially) dua
to the tower of Section 5.2, one must correspondingly take the dual Hecke operators. I
words,T� is given byT

(
1 0
0 �

)
in the notation of Section 4.2, since these are the operators th

compatible with the maps in thedirect limit defining M. In particular, the action ofUp is given
by T

( 1 0
0 p

)
, for which theαi in (35) can be chosen to be

{(
1 0

Npri p

)}p−1

i=0

for the group∆ = Γr.

Define the ordinary partM(A)o ⊂M(A) to be the set of homomorphisms that factor throu
the ordinary projectorM → Mo ⊂ M. In order to haveUp invertible, we will always assum
that the modular symbol̃µ arises fromMo.
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Let the modular symbol̃µ correspond to aZp-module homomorphismf :Mo → A. For each
elementt ∈ End(Mo) of the Hecke algebra ofMo, the mapf ◦ t :Mo → A yields another
measure-valued modular symbol, which we denote byµ̃t.

We also extend all measures onX to the larger spaceY := Q2
p − 0 by imposing invariance

under multiplication byp:

µ̃m(pU) = µ̃m(U)

for all compact opensU ⊂ Y; this extension is well defined becauseX forms a fundamenta
domain for the action of multiplication byp on Y. The purpose of this extension is thatY
(considered as column vectors) has a natural action ofΓ by left multiplication, whereasX does
not. Recall thatP denotes the matrix

(
p 0
0 1

)
.

PROPOSITION 5.12. – LetU be a compact open subset ofX and letµ̃ be as above. We hav

µ̃Pm(PU) =

 µ̃
Up
m (U) if U ⊂Z×

p × pZp,

µ̃
U−1

p
m (U) if U ⊂Zp ×Z×

p .

Proof. –Let U(a, c; r, s) denote the basic compact open set

U(a, c; r, s) =
{(

x
y

)
∈X: x ≡ a

(
mod pr

)
, y ≡ c

(
mod ps

)}
.

We will demonstrate the first case of the proposition by consideringU = U(a, c; r, r) with Np|c
and(a, p) = 1. Then

µ̃Pm(PU) = µ̃Pm

(
U

(
a,

c

p
; r, r − 1

))

=
p−1∑
i=0

µ̃Pm

(
U

(
a,

c

p
+ Npr−1i; r, r

))

= ϕr

(
p−1∑
i=0

(
a ∗

c
p + Npr−1i ∗

)−1

Pm

)

= ϕr

(
p−1∑
i=0

(
1 0

Npri p

)−1 (
a ∗
c ∗

)−1

m

)
= µ̃Up

m (U),

where the∗’s are chosen so that the resulting matrices lie inΓ0(N). This proves the first case o
the proposition. Similarly, one shows that

µ̃P−1m

(
P−1V

)
= µ̃Up

m (V )

for V ⊂ pZp ×Z×
p ; lettingU = P−1V proves the second case of the proposition.�

COROLLARY 5.13. –The push forward underπ of the modular symbol̃µ is preciselyµ, i.e.,

µ̃m

(
π−1(U)

)
= µm(U)

for all m ∈M and all compact openU ⊂P1(Qp).
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Proof. –The fact that̃µ is Γ0(N)-invariant means that

µ̃γm(γU) = µ̃m(U)(56)

for all γ ∈ Γ0(N). Furthermore, we showed in Proposition 5.12 that we can choose aΓ-stable
basis of compact opensU of X satisfying

µ̃Pm(PU) = µ̃
U±1

p
m (U).(57)

Combining (56) and (57) we find

µ̃P−1γPm

(
P−1γPU

)
= µ̃

Ue
p

m (U)(58)

for γ ∈ Γ0(N), wheree denotes some even power depending onγ. SinceΓ is generated by
its subgroupsΓ0(N) and P−1Γ0(N)P (our description of the action ofΓ on the treeT in
Section 3.1 shows thatΓ is the amalgam of these two subgroups with respect to their interse
Γ0(M), cf. [38, §II.1.4]), Eqs. (56) and (58) imply that

µ̃γm(γU) = µ̃
Ue

p
m (U)(59)

for all γ ∈ Γ. Let us apply this rule withU = Z×
p × pZp:

µ̃m(γU) = µ̃
Ue

p

γ−1m(U)

=−Ue
p

(
ψ

(
γ−1m

))
(60)

= µm

(
γ
(
P1(Qp)−Zp

))
.(61)

Here (60) follows from property (53) defining̃µ; (61) uses the fact thatU2
p = 1 on H , and the

definition of µ. Since theΓ translates ofP1(Qp) − Zp and its complement form a basis
compact opens forP1(Qp), the result follows. �

The modular symbol̃µ can be used to split the cocyclecLp
τ explicitly. Define a 0-chain

ρτ ∈C0(Γ,Hom(M,Kp ⊗H)) by the rule

ρτ (m) :=
∫
X

logp(a− bτ)dµ̃m(a, b)

:= lim
‖U‖→0

∑
U∈U

logp(aU − bUτ)⊗ µ̃m(U),

where the limit is over uniformly finer coversU of X by disjoint compact opensU , and(aU , bU )
is an arbitrary point ofU . We will show in stages thatdρτ = c

Lp
τ .

PROPOSITION 5.14. – If γ ∈ Γ0(N), then

ρτ

(
γ−1m

)
− ρτ (m) = logp

(
×
γτ∫
τ

∫
m

ωµ

)

= cLp
τ (γ)(m).
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Proof. –Recall our assumption thatτ reduces to the distinguished vertexv∗ of the Bruhat–Tits
tree ofPGL2(Qp). SinceΓ0(N) preserves this vertex, Lemma 4.2 shows that

ordp

(
×
γτ∫
τ

∫
m

ωµ

)
= 0,

and hence the first equality of the proposition implies the second. Writeγ =
(

a b
c d

)
. Using the

Γ0(N) invariance of̃µ we calculateρτ (γ−1m)− ρτ (m):∫
X

logp(x− yτ)dµ̃m

(
γ(x, y)

)
−

∫
X

logp(x− yτ)dµ̃m(x, y)

=
∫
X

[
logp

(
(dx− by)− (−cx + ay)τ

)
− logp(x− yτ)

]
dµ̃m(x, y)

=
∫
X

logp

(
(dx− by)− (−cx + ay)τ

x− yτ

)
dµ̃m(x, y).

Since the integrand depends only ont = x/y and the push forward of̃µ is µ, the above expressio
equals ∫

P1(Qp)

logp

(
(dt− b)− (−t + a)τ

t− τ

)
dµm(t)

=
∫

P1(Qp)

logp

(
t(d + cτ)− (aτ + b)

t− τ

)
dµm(t)

=
∫

P1(Qp)

logp

(
t− γτ

t− τ

)
dµm(t) +

∫
P1(Qp)

logp(d + cτ)dµm(t)

= logp

(
×
γτ∫
τ

∫
m

ωµ

)
,

where the last equality follows sinceµ has total measure zero.�
For the matrixP /∈ Γ0(N), the situation is somewhat different.

PROPOSITION 5.15. –∫
X

logp(x− yτ)dµ̃
Up

Pm(x, y)−
∫
X

logp(x− yτ)dµ̃m(x, y)(62)

= (logp −Lp ordp)

(P−1τ

×
∫
τ

∫
m

ωµ

)
.

Proof. –We use the change of variables(x, y) �→ (px, y) and the decomposition

P−1X =
(
Zp ×Z×

p

)
�

(
p 0
0 p

)−1 (
Z×

p × pZp

)
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to break up the first integral (note alsologp(px− yτ) = logp(x− yτ
p )):∫

X

logp(x− yτ)dµ̃
Up

Pm(x, y)

=
∫

Zp×Z×
p

logp

(
x− yτ

p

)
dµ̃

Up

Pm(px, y) +
∫

Z×
p ×pZp

logp

(
x− yτ

p

)
dµ̃

Up

Pm(x, y/p)

=
∫

Zp×Z×
p

logp

(
x− yτ

p

)
dµ̃m(x, y) +

∫
Z×

p ×pZp

logp

(
x− yτ

p

)
dµ̃

U2
p

m (x, y),

by Proposition 5.12. Thus the left-hand side of (62) becomes∫
X

logp

(
x− yτ

p

x− yτ

)
dµ̃m(x, y)−

∫
Z×

p ×pZp

logp

(
x− yτ

p

)
dµ̃

1−U2
p

m (x, y).(63)

The first integral of (63) can be pushed forward toP1(Qp) as in the proof of Proposition 5.1
and equals

logp

(P−1τ

×
∫
τ

∫
m

ωµ

)
.

The second integral of (63) may be further decomposed:∫
Z×

p ×pZp

logp

(
x− yτ

p

)
dµ̃

1−U2
p

m (x, y)(64)

=
∫

Z×
p ×pZp

logp(x)dµ̃
1−U2

p
m (x, y) +

∫
Z×

p ×pZp

logp

(
1− yτ

px

)
dµ̃

1−U2
p

m (x, y).

The second integral of (64) is again a push forward toP1(Qp)−Zp; since the push forward o

µ̃
1−U2

p
m is evidently the zero measure, this integral vanishes. Thus the proposition results fr

lemma below (and Lemma 4.2).�
Recall the notation of Section 5.2.

LEMMA 5.16. –Let t be an element ofT whose image inT0 vanishes. We have∫
Z×

p ×pZp

logp(x)dµ̃t
m(x, y) = −t′ ·ψ(m).

Proof. –By Hida’s Theorem 5.6, we need only consider elements of the formt = (〈d〉 − 1)h,
with h ∈T. Modulopr,∫

Z×
p ×pZp

logp(x)dµ̃t
m(x, y) ≡

∑
γ∈Γ0(Np)/Γr

logp(a)ϕr

(
h
(
〈d〉 − 1

)
γ−1m

)
,(65)
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wherea represents the upper left entry of the matrixγ. The action of〈d〉 is given by a matrix
γd ∈ Γ0(N) such that

γd ≡
(

d−1 ∗
0 d

) (
mod pr

)
,

so (65) becomes∑
γ∈Γ0(Np)/Γr

log(a)ϕr

(
hγ−1

d γ−1m
)
−

∑
γ∈Γ0(Np)/Γr

log(a)ϕr

(
hγ−1m

)
.(66)

As γ ranges through coset representatives forΓ0(Np)/Γr , the matricesγγd do as well; the
change of variablesγ �→ γγd in the first sum of (66) simplifies the entire expression to∑

γ∈Γ0(Np)/Γr

(
logp(ad)− logp(a)

)
ϕr

(
hγ−1m

)
= logp(d)

∑
γ∈Γ0(Np)/Γr

ϕr

(
hγ−1m

)
= logp(d)µ̃h

m

(
Z×

p × pZp

)
=− logp(d) · h · ψ(m).

This proves the desired result.�
Propositions 5.14 and 5.15 together imply that forγ ∈ Γ0(N), we have

ρτ

(
P−1γPm

)
− ρτ (m) = cLp

τ

(
P−1γP

)
(m).(67)

Since the groupsΓ0(N) andP−1Γ0(N)P generateΓ, Propositions 5.14 and Eq. (67) yie
the following proposition, which implies Proposition 5.1:

PROPOSITION 5.17. –The chainρτ splits the1-cocyclecLp
τ for the groupΓ, i.e.,dρτ = c

Lp
τ .

5.4. Proof of Proposition 5.4

The methods of this section follow very closely those of [16], but we include the argume
completeness. The mapQ yields an exact sequence ofT [Gp]-modules:

0 → X → Hom
(
X,Q

×
p

)
→ J(Qp)→ 0.(68)

The image of the first nontrivial map above lies inHom(X,Q×
p ).

DEFINITION 5.3. – TheL -invariant ofJ is the element ofEnd(X ⊗Qp) such that

logp Q(x) = ordp Q(L x) for all x ∈X,

wherelogp Q andordp Q have been extended viaQp-linearity.

Following Greenberg and Stevens, we will interpret theL -invariant ofJ as arising from the
deformation theory of the Galois action on its Tate moduleTap J . Let rec :Q×

p → Gab
p be the

Artin reciprocity map. WriteFrobp for rec(p)−1; this is a lifting toGab
p of the Frobenius ma

on the maximal unramified extension ofQp.
From (68) one finds (by connecting (68) with itself via the multiplication bypr map,

employing the snake lemma, and taking the inverse limit over allr):

0 → Hom
(
X,Tap Q

×
p

)
→ Tap J →X ⊗Zp → 0.
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Twist the above sequence by the unramified characterϕ :Gp → T × that sendsFrobp to Up (so
the moduleX(ϕ) has trivialGp-action), and tensor withQp. We then have

0 → Hom
(
X(ϕ),Vp Q

×
p

)
→ Vp J(ϕ) →X(ϕ)⊗Qp → 0,(69)

whereVp denotesQp ⊗ Tap. We will denote the three terms in this sequence byA,B, and
C, respectively. As noted by Greenberg and Stevens, theL -invariant of J can be deduce
from knowledge about deformations of the sequence (69). A deformation of the modulA is
aTo[Gp]-moduleA such thatA/IA∼= A as(To/ITo)[Gp] = T0[Gp]-modules, whereI is the
augmentation ideal ofΛ as in Section 5.2. Suppose we have a deformation of the sequenc
that is, a commutative diagram

0 IA IB IC 0

0 A B C 0

0 A B C 0

(70)

where we have omitted the 0 terms on both ends of the vertical short exact sequences. S
further thatA is a trivial deformation, in the sense that the action ofGp on A is given by the
cyclotomic character (as it is onA). Let Ψ:Gp → End(C) define the Galois action onC. Since
Gp acts trivially onC, for eachc ∈C we haveσ(c)− c ∈ IC. Consider the image ofσ(c)− c
in

IC/I2C = I/I2 ⊗Λ C.(71)

As in Section 5.2, we map this vialogp ⊗ Id to

Zp ⊗Λ C = Λ/I ⊗Λ C = C/IC = C.(72)

Thus to eachσ ∈ Gp andc ∈C, we have associated an element denotedΨ′(σ)(c). Furthermore
Ψ′(σ)(IC) = 0, soΨ′(σ) factors through the quotientC/IC = C, and may thus be viewed a
an element ofEnd(C). It is trivial to check thatΨ′(σ) depends only on the image ofσ ∈ Gab

p .
We now relate theL -invariant ofJ to Ψ′.

PROPOSITION 5.18. – Letu ∈ 1 + pZp be a nontrivial unit. Then we have

Ψ′(Frobp) = L ◦ 1
logp u

Ψ′(rec(u)
)

(73)

as elements ofEnd(C) = End(X ⊗Qp).

Proof. –Denote by∆C : IC → C the composition of the maps in (71) and (72). Define∆A

similarly, and use the same notation for the induced maps on cohomology. A basic calc
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verifies the commutativity of the following diagram ofGp-cohomology groups:

H0(C)
δC

−δ1

H1(IC)
∆C

δ2

H1(C)

δ3

H1(A)
δA

H2(IA)
∆A

H2(A)

(74)

All of the maps labelledδ arise from coboundary maps in (70). NowGp acts trivially onC, so
H0(C) = C andH1(C) = Homcont(Gab

p ,C). Furthermore, for each nontrivial unitu ∈ 1+pZp,
the mapH1(C)→C ⊕C given by

π : ξ �→
(

ξ(Frobp),
1

logp u
ξ
(
rec(u)

))
(75)

is an isomorphism independent ofu.
By definition,Ψ′(σ)(c) = ∆C ◦δC(c)(σ). Also, sinceA is a trivial deformation,δA = 0. Thus

from the commutativity of (74), we have

δ3

(
Ψ′(Frobp)(c),

1
logp u

Ψ′(rec(u)
)
(c)

)
= 0(76)

for all c ∈C. We will determine the kernel ofδ3 via the perfect pairings of Tate duality (see [4
§3] for a general reference and [16, p. 422 of §3] for the present application):

Hi(C)×H2−i(A) →H2
(
Qp(1)

)
= Qp, i = 0,1,2.

This pairing may be described explicitly fori = 1 as follows. For each element̂c ∈
Hom(X,Q×

p ), we define an elementγĉ ∈H1(A); choose apnth rootĉ1/pn

of ĉ in Hom(X,Q
×
p )

for eachn, compatible in the sense that(ĉ1/pn+1
)p = ĉ1/pn

. The assignment

σ �→ (σ − 1)
(
ĉ1/pn)

∈Hom
(
X,Tap Q

×
p

)
is a cocycle representing a class denotedγĉ ∈ H1(A). The definition ofγĉ is independent of th
choice ofpnth roots ofĉ. If

ĉ =
∑

f ⊗ q ∈ X∗ ⊗Q×
p = Hom

(
X,Q×

p

)
andξ ∈H1(C), the Tate duality pairing is given by

〈ξ, γĉ〉=
∑

f
(
ξ
(
rec(q)

))
∈Qp.

From this description, it one verifies that the dualπ∗ of the isomorphismπ from (75) satisfies

(π∗)−1 :H1(A)→C∗ ⊕C∗,(77)

γĉ �→
(
−ordp(ĉ), logp(ĉ)

)
.

By the self-duality of (69), the kernel ofδ3 is dual to the image ofδ1. Yet δ1 is the map
c �→ γQ(c). Thus (77) implies that the kernel ofδ3 consists of elements of the form(L a,a);
hence (76) yields the result.�
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The following theorem of Mazur and Wiles is the main arithmetic ingredient towards pro
L = Lp.

THEOREM 5.19 (Mazur and Wiles [34]). –There exists a deformation sequence as in(70)
with the Galois action onC given byΨ:Gp →To → End(C) satisfying

Ψ(Frobp) = U2
p ∈To and Ψ

(
rec(u)

)
= 〈u〉

for u ∈ 1 + pZp.

Proof. –This is Proposition 2 of Chapter 8 in [34]; see the comments at the end of that c
for a description of the Galois action. Although [34] deals only withN = 1, the constructions o
[33] from which the result is derived are carried out for higher levelN as well. �

We may now verify Proposition 5.4:

PROPOSITION 5.20. –TheL -invariant ofJ is equal toLp.

Proof. –With Ψ as in Theorem 5.19, it is clear thatΨ′(Frobp) = Lp andΨ′(rec(u)) = logp u.
Thus the proposition follows from Proposition 5.18.�

6. Computational examples

Definition 3.1 of the multiplicative double integral is explicitly calculable on a computer.
fixedp, this definition allows one to calculate a given double integral to an accuracy ofM p-adic
digits in time exponential inM . Darmon and Pollack [9] have devised an algorithm to calcu
these double integrals in time polynomial inM , but we use only the naive definition in the pres
article. The computations of this section were done in PARI/GP to3 significantp-adic digits.

In this section we restrict to the caseN = 1. As noted by Manin [28], the groupH =
H0(Γ0(p),M) has a presentation with generatorsĩ for i ∈ P1(Fp) subject to the relation

ĩ+ S̃i = 0 and̃i+ T̃ i+ T̃ 2i = 0, where the matricesS =
(

0 −1
1 0

)
andT =

(−1 1
−1 0

)
act onP1(Fp)

by linear fractional transformations. Here the generatorĩ corresponds to the element[1/i]− [0]
for an arbitrary lift ofi in Z, and the generator̃∞ corresponds to[0]− [∞].

For simplicity, we will only consider the minus quotientH−, and takeψ− to be the natura
projectionH → H−.

Recall sequence (45):

H2(Γ,Z)→ H1(Γ,M)→ H1

(
Γ,DivP1(Q)

)
= Γab

∞ .(78)

There is an explicit isomorphismΓab
∞

∼= Z × Z/(p2 − 1)Z given by
(

a b
0 a−1

)
�→ (ordp(a), ab).

We identify the image ofH2(Γ,Z) in H1(Γ,M) as those elements whose images inΓab
∞ vanish.

As discussed in the proof of Proposition 4.9, the groupH2(Γ,Z) is isomorphic toH1(Y0(p),Z)
(perhaps modulo some 2- and 3-torsion, which we will ignore). The kernel ofH1(Y0(p),Z) →
H1(X0(p), cusps,Z) is generated by a small loop� around one of the cusps. By sequence (3
the image of� in H1(Γ,M) lies in the image ofH1(PSL2(Z),M)2. But an explicit calculation
shows that a generatorg of H1(PSL2(Z),M) maps to(0,6) in Γab

∞ ; thus the image of� in
H1(Γ,M) is precisely((p2 − 1)/6)g. But this multiple ofg vanishes under the integration m
Φ1 (we saw already thatΦ1(g) is torsion, and hence of order dividingp− 1; in fact by Mazur’s
work on the Eisenstein ideal it follows thatg has order dividing the numerator of(p− 1)/12).
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Thus, we may calculateΦ2(y) for an elementy ∈ H2(Γ,Z) as follows. We find the image o
y in H , calculate a pre-image inH1(Γ,M), and modify this pre-image by a multiple ofg so that
its image inΓab

∞ vanishes; this defines an elementy′ ∈H1(Γ,M), and we have

Φ2(y) = Φ1(y′) =

γ−1τ

×
∫
τ

∫
mγ

ωµ ∈Q×
p ⊗H−,

where
∑

mγ [γ] is a 1-cycle representingy′.

6.1. Genus one

Consider the casep = 11. The groupH is generated bỹ0, 2̃, and 4̃. The subgroupH+ on
which complex conjugation acts as+1 is generated bỹ0 and 2̃, so the quotientH− ∼= Z is
generated by the image of4̃. We calculate a lift of̃4 from H to H1(Γ,M) whose image inΓab

∞
vanishes, and find that its image under the integration map is

q ⊗ 4̃, whereq = 10 · 11 + 4 · 112 + 9 · 113 + O
(
114

)
.

This q is the Tate period of the elliptic curve labelled 11A2 in Cremona’s tables, with min
Weierstrass equation

E11A2 :y2 + y = x3 − x2 − 7820x− 263580.

This elliptic curve is 5-isogenous toE11A1 = X0(11) = J0(11). The Tate period ofE11A1 is
q5, and an explicit isogenyE11A2 = Gm/q → E11A1 = Gm/q5 is given byx �→ x5. Thus the
conjecture that the Stark–Heegner points we define onE11A2 are global implies that the Stark
Heegner points which Darmon defines onX0(11) should be images of global points fromE11A2.
Computationally, Darmon and Green [8] found even more to be true: their results suggest
Stark–Heegner points onX0(11) constructed from the minus modular symbol are all glob
multiples of 5.

The casesp = 17 andp = 19 are similar.

6.2. Genus two

For the cases whereJ0(p) has genus two and is simple (p = 23,29,31), Teitelbaum [39] has
provided an explicit power series expression for theta series which can be used to comp
p-adic expansions of the periods. We now compare our results to those which he obtains

For p = 23, the groupH is generated bỹ0, 2̃, 5̃, 7̃, and1̃6. The subgroupH+ is generated by
0̃, 2̃, and7̃ + 1̃6. The quotientH− is generated by the images of5̃ and 7̃. Lifting the elements
5̃ and 7̃ to elements ofH1(Γ,M) in the image ofH2(Γ,Z), we find the following periods in
Q×

p ⊗H−:

q̃
5
= 23

(
5 + 13 · 23 + 19 · 232 + O

(
233

))
⊗ 5̃ +

(
1 + 18 · 23 + 12 · 232 + O

(
233

))
⊗ 7̃,

q̃
7
=

(
18 + 0 · 23 + 8 · 232 + O

(
233

))
⊗ 5̃ + 23

(
19 + 22 · 23 + 19 · 232 + O

(
233

))
⊗ 7̃.

The supersingularj-invariants in characteristic23 are−4, 1728, and0; the corresponding
elliptic curves have automorphism groups of size2, 4, and 6, respectively. The elemen
γ1 = e1728 − e0 and γ2 = e0 − e−4 form a basis forX . There is an isomorphism of Heck
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modulesξ′− :H− → X given byξ′−(5̃) = γ1 andξ′−(7̃) = γ1 +γ2. Lettingξ− be the composition

H−
ξ′
−−→ X

ordp Q−→ X∗,

the commutativity of (44) implies that the pairingQ :X ×X →Q×
p is given by the matrix

Q(γi, γj) =
[

235(20 + 11 · 23 + 13 · 232 + O(233)) 23−3(7 + 17 · 23 + 20 · 232 + O(233))
23−3(7 + 17 · 23 + 20 · 232 + O(233)) 234(4 + 3 · 23 + 5 · 232 + O(233))

]
.

This agrees with Teitelbaum’s matrix for the periods ofJ0(23) with respect to this basis; th
casesp = 29 andp = 31 are similar.

6.3. Genus three

Forp = 41, the groupH is generated bỹ0, 2̃, 3̃, 4̃, 1̃4, and1̃6. The subgroupH+ is generated
by 0̃, 2̃, 3̃ − 1̃4, and 4̃; the quotientH− is generated bỹ3, 6̃, and 1̃6. To an accuracy of thre
41-adic digits, we calculate the periods:

q
3̃
= 41

(
23782 + O

(
413

))
⊗ 3̃ +

(
59512 + O

(
413

))
⊗ 6̃ +

(
25675 + O

(
413

))
⊗ 1̃6,

q
6̃
=

(
12226 + O

(
413

))
⊗ 3̃ + 41

(
32593 + O

(
413

))
⊗ 6̃ +

(
23174 + O

(
413

))
⊗ 1̃6,

q
1̃6

=
(
62438 + O

(
413

))
⊗ 3̃ +

(
25675 + O

(
413

))
⊗ 6̃ + 41

(
4828 + O

(
413

))
⊗ 1̃6.

The supersingularj-invariants in characteristic41 are0,3,28, and32. The groupX has a
basis given byγ1 = e0 − e3, γ2 = e3 − e28, andγ3 = e28 − e32, and there is a Hecke-equivaria
isomorphismH− → X given by3̃ �→ γ2, 6̃ �→ γ1 + 3γ2 − γ3 and1̃6 �→ −γ1 − 2γ2. We then find
the following period matrix forJ0(41):

Q(γi, γj) =

414(44694 + O(413)) 41−1(584 + O(413)) 44659 + O(413)
41−1(584 + O(413)) 412(33290 + O(413)) 41−1(61525 + O(413))

44659 + O(413) 41−1(61525 + O(413)) 412(37136 + O(413))

 .

Appendix A. Hecke equivariance of the integration map

In Section 3.2 we defined an integration map:

×
∫ ∫

ωµ :
(
(Div0Hp)⊗M

)
Γ
→ T = Gm ⊗H.(A.1)

In Section 4.2 we defined a Hecke action on((Div0Hp)⊗M)Γ and also onT .

PROPOSITION A.1. – The integration map(A.1) is equivariant forT�, U� for � �= p, andW∞.

Proof. –The first observation is that since� �= p, we may take the same set ofαi in defining
the Hecke operators forΓ andH . Also, we haveαie

∗ = e∗ for the distinguished edgee∗. We
now show that this implies

�∑
µα−1

i
m

(
α−1

i U
)

= T�

(
µm(U)

)
.(A.2)
i=0
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Forγ ∈ Γ, write γ−1αi = αγ(i)γ
−1
i for some indexγ(i) andγi ∈ Γ. Then

�∑
i=0

µα−1
i

m

(
α−1

i Uγe∗
)

=
�∑

i=0

µα−1
i

m

(
γiU

∗
e

)
=

�∑
i=0

γ−1
i α−1

i m =
�∑

j=0

α−1
j γ−1m.

This proves Eq. (A.2).
We now calculate, fork = ([τ2]− [τ1])⊗m ∈ ((Div0Hp)⊗M)Γ,

(
×
∫ ∫

ωµ

)
(T�k) =

∏
i

α−1
i

τ2

×
∫

α−1
i

τ1

∫
m

ωµ(A.3)

=
∏

i

lim
‖U‖→0

∏
U∈U

(
tU − α−1

i τ2

tU − α−1
i τ1

)
⊗ µα−1

i
m(U)

=
∏

i

lim
‖U‖→0

∏
U∈U

(
α−1

i tU − α−1
i τ2

α−1
i tU − α−1

i τ1

)
⊗ µα−1

i
m

(
α−1

i U
)

=
∏

i

lim
‖U‖→0

∏
U∈U

(
tU − τ2

tU − τ1

)
⊗ µα−1

i
m

(
α−1

i U
)

(A.4)

= lim
‖U‖→0

∏
U∈U

(
tU − τ2

tU − τ1

)
⊗ T�

(
µm(U)

)
.(A.5)

Eq. (A.4) uses the fact thatµm(P1(Qp)) = 0, and (A.5) uses (A.2). The right-hand side of (A
is

T�

((
×
∫ ∫

ωµ

)
(k)

)
,

as desired. �
PROPOSITION A.2. –The integration map(A.1) is W -equivariant.

Proof. –The key to this proposition is that the matrixαp definingWp on H interchanges th
verticesv∗ andw∗, and hence sends the edgee∗ to its opposite. The action ofW on theΓ-co-
invariants of aPGL2(Q)-module is given by the action of a matrix inR of determinantp. Thus
for eachγ ∈ Γ, if we let β = α−1

p γαp ∈ Γ, we find that

µα−1
p m

(
α−1

p Uγe∗
)
= µα−1

p m

(
α−1

p γZp

)
= µα−1

p m

(
βα−1

p Zp

)
=−µα−1

p m(βZp) = −β−1α−1
p m

=−α−1
p γ−1m = W

(
µm(Uγe∗)

)
.

The proof of the proposition now follows along the proof of Proposition A.1.�
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