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#### Abstract

We obtain the existence of global-in-time weak solutions for the Cauchy problem of a modified two-component Camassa-Holm equation. The global weak solution is obtained as a limit of viscous approximation. The key elements in our analysis are the Helly theorem and some a priori one-sided supernorm and space-time higher integrability estimates on the first-order derivatives of approximation solutions.
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## Résumé

Nous obtenons l'existence globale en temps de solutions faibles pour le problème de Cauchy d'une équation modifiée CamassaHolm à deux composantes. La solution faible globale est obtenue comme une limite de par approximation visqueuse. Les éléments clé dans notre analyse sont le théorème de Helly et certaines estimations a priori de supernorme d'un seul côté et d'intégrabilité dans l'espace-temps des dérivées premières des solutions approchées.
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## 1. Introduction

In this paper we consider the Cauchy problem of the following modified two-component Camassa-Holm equation:

$$
\begin{cases}m_{t}+u m_{x}+2 m u_{x}=-\rho \bar{\rho}_{x}, & t>0, x \in \mathbb{R},  \tag{1.1}\\ \rho_{t}+(\rho u)_{x}=0, & t>0, x \in \mathbb{R}, \\ m(0, x)=m_{0}(x), & x \in \mathbb{R}, \\ \rho(0, x)=\rho_{0}(x), & x \in \mathbb{R},\end{cases}
$$

where $m=u-u_{x x}$ and $\rho=\left(1-\partial_{x}^{2}\right)\left(\bar{\rho}-\bar{\rho}_{0}\right)$.

[^0]The Camassa-Holm equation has been recently extended to a two-component integrable system ( CH 2 ) by combing its integrability property with compressibility, or free-surface elevation dynamics in its shallow-water interpretation [7,25]. Eq. (1.1) was recently introduced by Holm et al. in [40]. The modified two-component Camassa-Holm equation (MCH2) is written in terms of velocity $u$ and locally averaged density $\bar{\rho}$ (or depth, in the shallow-water interpretation) and $\bar{\rho}_{0}$ is taken to be constant. MCH2 is defined as geodesic motion on the semidirect product Lie group with respect to a certain metric and is given as a set of Euler-Poincaré equations on the dual of the corresponding Lie algebra [39].

For $\rho \equiv 0$, Eq. (1.1) becomes the Camassa-Holm equation, modeling the unidirectional propagation of shallow water waves over a flat bottom. Here $u(t, x)$ stands for the fluid velocity at time $t$ in the spatial $x$ direction [5,14]. The Camassa-Holm equation is also a model for the propagation axially symmetric waves in hyperelastic rods [27]. It has a bi-Hamiltonian structure [ 9,32 ] and is completely integrable [5,12]. Its traveling waves (periodic as well as solitary) are peaked [6], capturing thus the shape of solitary wave solutions to the governing equations for water waves $[13,19]$. The orbital stability of the peaked solutions is proved in [24]. The explicit interaction of the peaked solutions is given in [2].

The Cauchy problem for the Camassa-Holm equation has been studied extensively [16,28,47,52]. It has been shown that this equation is locally well posed $[15,28,47,52]$ for initial data $u_{0} \in H^{s}(\mathbb{R}), s>\frac{3}{2}$. More interesting, it has global strong solutions [11,15] and also finite time blow-up solutions [11,15-17,28,47]. On the other hand, it has global weak solutions in $H^{1}(\mathbb{R})$ [3,4,8,23,36-38,51]. Recently, it was claimed in [46] that the Camassa-Holm equation might be relevant to the modeling of tsunamis (see also the discussion in [20]).

The advantage of the Camassa-Holm equation in comparison with the KdV equation lies in the fact that while both KdV and Camassa-Holm equations are completely integrable Hamiltonian systems [10,22,30]; while the inverse scattering approach was obtained in [18] (see also [33]), in addition to KdV the Camassa-Holm equation has peaked solitons and models wave breaking [6,16] (by wave breaking we understand that the wave remains bounded while its slop becomes unbounded in finite time [50]).

Recently, two types of 2 -component Camassa-Holm equations have been studied in [7,25,31,34]. These works have established the local well-posedness [25,31], derived precise blow-up scenarios [31], and proved the existence of strong solutions which blow up in finite time [25,31,34]. More recently, the Cauchy problem of Eq. (1.1) has been studied in [35].

However, the existence of global weak solutions to Eq. (1.1) has not been discussed yet. Our aim of this paper is to prove the existence of global week solutions to Eq. (1.1) provided the initial data satisfying some certain conditions. We hope that our result sheds some light on important physical phenomena of Eq. (1.1) such as wave breaking. Up to now, we have no uniqueness result for the obtained global weak solutions to Eq. (1.1). This problem will be discussed later on. Note that no global existence results for strong solutions to Eq. (1.1) are available so far. Thus, we have to use the viscous approximation method to prove the existence of global weak solution to Eq. (1.1).

We now provide the framework in which we shall reformulate problem (1.1). With $m=u-u_{x x}, \rho=\gamma-\gamma_{x x}$ and $\gamma=\bar{\rho}-\bar{\rho}_{0}$, we can rewrite Eq. (1.1) as follows:

$$
\begin{cases}m_{t}+m_{x} u+2 m u_{x}=-\rho \gamma_{x}, & t>0, x \in \mathbb{R},  \tag{1.2}\\ \rho_{t}+(u \rho)_{x}=0, & t>0, x \in \mathbb{R}, \\ m(0, x)=u_{0}(x)-u_{0, x x}(x), & x \in \mathbb{R}, \\ \rho(0, x)=\gamma_{0}-\gamma_{0, x x}, & x \in \mathbb{R} .\end{cases}
$$

Note that if $p(x):=\frac{1}{2} e^{-|x|}, x \in \mathbb{R}$, then $\left(1-\partial_{x}^{2}\right)^{-1} f=p * f$ for all $f \in L^{2}(\mathbb{R}), p * m=u$ and $p * \rho=\gamma$. Here we denote by $*$ the convolution. Using this identity, we can rewrite Eq. (1.2) as follows:

$$
\begin{cases}u_{t}+u u_{x}=-\partial_{x} p *\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right), & t>0, x \in \mathbb{R},  \tag{1.3}\\ \gamma_{t}+u \gamma_{x}=-p *\left(\left(u_{x} \gamma_{x}\right)_{x}+u_{x} \gamma\right), & t>0, x \in \mathbb{R}, \\ u(0, x)=u_{0}(x), & x \in \mathbb{R}, \\ \gamma(0, x)=\gamma_{0}(x), & x \in \mathbb{R} .\end{cases}
$$

The main result of this paper is to give the existence of a globe-in-time weak solution $z=\binom{u}{\gamma}$ to the Cauchy problem (1.1) with the initial data $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$. Before giving the precise statement of the main result, we first introduce the definition of a weak solution to the Cauchy problem (1.1).

Definition 1.1. $z=\binom{u}{\gamma}$ is said to be an admissible weak solution to the Cauchy problem (1.1) if

$$
z(t, x) \in L^{\infty}\left((0, \infty) ; H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})\right)
$$

satisfies Eq. (1.3) and $z(t, \cdot) \rightarrow z_{0}$ as $t \rightarrow 0^{+}$in the sense of distributions, and for any $t>0$,

$$
\|z(t, \cdot)\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} .
$$

Notation. In our paper, the space of all Radon measures on $\mathbb{R}$ is denoted by $\mathcal{M}(\mathbb{R})$ and $\mathcal{M}^{+}(\mathbb{R})$ denotes the set of all positive Radon measures.

The main result of this paper can be stated as follows:
Theorem 1.1. Let $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$. If $\rho_{0}=\gamma_{0}-\gamma_{0, x x} \in \mathcal{M}^{+}(\mathbb{R})$, then Eq. (1.1) has an admissible weak solution in the sense of Definition 1.1.

Our paper is organized as follows. In Section 2, we give the approximate solutions $z_{\epsilon}=\binom{u_{\epsilon}}{\gamma_{\epsilon}}$ to Eq. (1.1) and derive the basic energy estimate on $z_{\epsilon}$. In Section 3 , the crucial uniform a priori one-side supernorm estimate and local space-time higher integrability estimate for $u_{\epsilon}$ are derived. Moreover, using Helly theorem we get that $\partial_{x} \gamma_{\epsilon}$ is convergent almost everywhere on $\mathbb{R}_{+} \times \mathbb{R}$. Finally, the strong convergence of $\partial_{x} u_{\epsilon}$ in $L_{\text {loc }}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ is carried out and we conclude the proof of the main result in Section 4.

## 2. Viscous approximate solutions

In the section, we construct the approximate solution sequence $z_{\epsilon}=z_{\epsilon}(t, x)=\binom{u_{\epsilon}(t, x)}{\gamma_{\epsilon}(t, x)}$ as solutions to the viscous problem of Eq. (1.1), i.e.,

$$
\begin{cases}u_{t}+u u_{x}+\partial_{x} p *\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right)=\epsilon u_{x x}, & t>0, x \in \mathbb{R}  \tag{2.1}\\ \gamma_{t}+u \gamma_{x}+\partial_{x} p *\left(u_{x} \gamma_{x}\right)+p *\left(u_{x} \gamma\right)=0, & t>0, x \in \mathbb{R} \\ u(0, x)=u_{\epsilon, 0}(x), & x \in \mathbb{R}, \\ \gamma(0, x)=\gamma_{\epsilon, 0}(x), & x \in \mathbb{R},\end{cases}
$$

or the equivalent form:

$$
\begin{cases}u_{t}+u u_{x}=-\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right)+\epsilon u_{x x}, & t>0, x \in \mathbb{R},  \tag{2.2}\\ \gamma_{t}+u \gamma_{x}=-\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(u_{x} \gamma_{x}\right)_{x}+u_{x} \gamma\right), & t>0, x \in \mathbb{R} \\ u(0, x)=u_{\epsilon, 0}(x), & x \in \mathbb{R}, \\ \gamma(0, x)=\gamma_{\epsilon, 0}(x), & x \in \mathbb{R},\end{cases}
$$

here $u_{\epsilon, 0}(x)=\left(\phi_{\epsilon} * u_{0}\right)(x), \gamma_{\epsilon, 0}(x)=\left(\phi_{\epsilon} * \gamma_{0}\right)(x) \in H^{s}(\mathbb{R}), s>2$, and

$$
\phi_{\epsilon}(x):=\left(\int_{\mathbb{R}} \phi(\xi) d \xi\right)^{-1} \frac{1}{\epsilon} \phi\left(\frac{x}{\epsilon}\right), \quad x \in \mathbb{R}, \epsilon>0
$$

where $\phi \in C_{c}^{\infty}(\mathbb{R})$ is defined by

$$
\phi(x)= \begin{cases}e^{1 /\left(x^{2}-1\right)}, & |x|<1 \\ 0, & |x| \geqslant 1\end{cases}
$$

Then, we have

$$
\left\|u_{\epsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leqslant\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}, \quad\left\|\gamma_{\epsilon, 0}\right\|_{H^{1}(\mathbb{R})} \leqslant\left\|\gamma_{0}\right\|_{H^{1}(\mathbb{R})},
$$

and

$$
u_{\epsilon, 0} \rightarrow u_{0}, \quad \gamma_{\epsilon, 0} \rightarrow \gamma_{0}, \quad \text { in } H^{1}(\mathbb{R}) .
$$

Theorem 2.1. Assume $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$ and $\rho_{0}=\gamma_{0}-\gamma_{0, x x} \in \mathcal{M}^{+}(\mathbb{R})$. Then there exists a unique solution $z_{\epsilon}=\binom{u_{\epsilon}}{\gamma_{\epsilon}} \in C\left(\mathbb{R}_{+} ; H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})\right) \cap C^{1}\left(\mathbb{R}_{+} ; L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$, $s>2$, to the Cauchy problem (2.1). Moreover, for each $t \geqslant 0$,

$$
\begin{align*}
& \int_{\mathbb{R}}\left(u_{\epsilon}^{2}+\gamma_{\epsilon}^{2}+\left(\frac{\partial u_{\epsilon}}{\partial x}\right)^{2}+\left(\frac{\partial \gamma_{\epsilon}}{\partial x}\right)^{2}\right)(t, x) d x+2 \epsilon \int_{0}^{t} \int_{\mathbb{R}}\left(\left(\frac{\partial u_{\epsilon}}{\partial x}\right)^{2}+\left(\frac{\partial^{2} u_{\epsilon}}{\partial x^{2}}\right)^{2}\right)(s, x) d x d s \\
& \quad=\left\|z_{\epsilon, 0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}, \tag{2.3}
\end{align*}
$$

or

$$
\left\|z_{\epsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}+2 \epsilon \int_{0}^{t}\left\|\frac{\partial u_{\epsilon}}{\partial x}(s, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2} d s=\left\|z_{\epsilon, 0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} .
$$

Before proving Theorem 2.1, we recall some useful lemmas.
Lemma 2.1. (See [44].) Let $f \in H^{s}(\mathbb{R}), s>\frac{3}{2}$. Then

$$
\left\|\Lambda^{-r}\left[\Lambda^{r+t+1}, M_{f}\right] \Lambda^{-t}\right\|_{L^{2}(\mathbb{R})} \leqslant c\|f\|_{H^{s}(\mathbb{R})}, \quad|r|,|t| \leqslant s-1,
$$

where $M_{f}$ is the operator of multiplication by $f$ and $c$ is a positive constant depending only on $r, t$.
Lemma 2.2. (See [43].) Let $r$, $t$ be real numbers such that $-r<t \leqslant r$. Then

$$
\begin{aligned}
& \|f g\|_{H^{t}(\mathbb{R})} \leqslant c\|f\|_{H^{r}}\|g\|_{H^{t}(\mathbb{R})}, \quad \text { if } r>\frac{1}{2}, \\
& \|f g\|_{H^{t+r-\frac{1}{2}}(\mathbb{R})} \leqslant c\|f\|_{H^{r}(\mathbb{R})}\|g\|_{H^{t}(\mathbb{R})}, \quad \text { if } r<\frac{1}{2},
\end{aligned}
$$

where $c$ is a positive constant depending on $r, t$.
Lemma 2.3. (See [26].) If $X_{1}$ and $X_{2}$ are Banach spaces and $A_{i} \in G\left(X_{i}, 1, \beta\right), i=1,2$, then the operator

$$
A=\left(\begin{array}{cc}
A_{1} & 0 \\
0 & A_{2}
\end{array}\right) \in G\left(X_{1} \times X_{2}, 1, \beta\right)
$$

with $D(A)=D\left(A_{1}\right) \times D\left(A_{2}\right)$.
The strategy of the proof of Theorem 2.1 is rather routine. We use some lemmas to prove this theorem. For the convenience of presentation, we will omit the subscripts in $z_{\epsilon}, u_{\epsilon}, \gamma_{\epsilon}$ in the following proofs.

Lemma 2.4. Given $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$, $s>2$, there exist a maximal $T=T\left(\left\|z_{0}\right\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}\right)>0$, and a unique solution $z=\binom{u}{\gamma}$ to Eq. (2.1) such that

$$
z=z\left(\cdot, z_{0}\right) \in C\left([0, T) ; H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})\right)
$$

Proof. Let $A(z)=\left(\begin{array}{cc}u \partial_{x}-\epsilon \partial_{x x} & 0 \\ 0 & u \partial_{x}\end{array}\right)=\left(\begin{array}{cc}A_{1}(z)+A_{0} & 0 \\ 0 & A_{1}(z)\end{array}\right)$ and

$$
f(z)=\binom{-\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right)}{-\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(u_{x} \gamma_{x}\right)_{x}+u_{x} \gamma\right)} .
$$

Set $Y=H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), X=L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}), \Lambda=\left(1-\partial_{x}^{2}\right)^{\frac{1}{2}}$ and $Q=\left(\begin{array}{cc}\Lambda^{s} & 0 \\ 0 & \Lambda^{s}\end{array}\right)$. Obviously, $Q$ is an isomorphism of $H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$ onto $L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$ and $\Lambda^{s}$ is an isomorphism of $H^{s}(\mathbb{R})$ onto $L^{2}(\mathbb{R})$. In order to prove Lemma 2.4, we use Kato's semigroup approach [43].

We know that $A_{1}(z) \in G\left(L^{2}(\mathbb{R}), 1, \beta_{0}(z)\right)$ in [52]. It is obvious that $A_{0}$ is a densely defined closed linear operator in $X$ and is self-adjoint. For every $u \in D\left(A_{0}\right)=H^{2}(\mathbb{R})$,

$$
\left(A_{0} u, u\right)_{L^{2}(\mathbb{R})}=-\epsilon\left(\partial_{x x} u, u\right)_{L^{2}(\mathbb{R})}=\epsilon\left\|\partial_{x} u\right\|_{L^{2}(\mathbb{R})}^{2} .
$$

By Corollary 4.4 in Chapter 1 of [49] we have that $-A_{0}$ is the infinitesimal generator of a $C_{0}$ semigroup of contractions on $L^{2}(\mathbb{R})$. By $A_{1}(z) \in G\left(L^{2}(\mathbb{R}), 1, \beta_{0}(z)\right)$, therefore $-A_{1}(z)-\beta I$ is dissipative for all $\beta \geqslant \beta_{0}(z)$. Moreover, for every $y \in D\left(A_{1}\right)$,

$$
\left\|-\left(A_{1}(z)+\beta I\right) y\right\|_{L^{2}(\mathbb{R})} \leqslant\|u\|_{L^{\infty}}\left\|\partial_{x} y\right\|_{L^{2}(\mathbb{R})}+\beta\|y\|_{L^{2}(\mathbb{R})}
$$

Using integration by parts, for every $y \in H^{2}(\mathbb{R})$, we have

$$
\left\|\partial_{x} y\right\|_{L^{2}(\mathbb{R})}^{2} \leqslant\|y\|_{L^{2}(\mathbb{R})}\left\|\partial_{x x} y\right\|_{L^{2}(\mathbb{R})}
$$

and

$$
\left\|-\left(A_{1}(z)+\beta I\right) y\right\|_{L^{2}(\mathbb{R})} \leqslant \frac{\epsilon}{2}\left\|\partial_{x x} y\right\|_{L^{2}(\mathbb{R})}+C\|y\|_{L^{2}(\mathbb{R})}=\frac{1}{2}\left\|-A_{0} y\right\|_{L^{2}(\mathbb{R})}+C\|y\|_{L^{2}(\mathbb{R})} .
$$

By Corollary 3.3.3 in [49], $-A_{0}-A_{1}(z)-\beta I$ is the infinitesimal generator of a $C_{0}$ semigroup of contractions of $L^{2}(\mathbb{R})$ for every $\beta \geqslant \beta_{0}(z)$. Therefore, $A_{1}(z)+A_{0} \in G\left(L^{2}(\mathbb{R}), 1, \beta(z)\right)$. Then, in view of Lemma 2.3 and $A_{1}(z) \in$ $G\left(L^{2}(\mathbb{R}), 1, \beta(z)\right)$, we have $A(z)=\left(\begin{array}{c}A_{1}(z)+A_{0} \\ 0\end{array} A_{1}(z)\right) \in G\left(L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R}), 1, \beta(z)\right)$.

Now we prove that $A(y) \in L\left(H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$ for $y \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$ and we have that

$$
\|(A(y)-A(z)) w\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \leqslant \mu_{1}\|y-z\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})}\|w\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})},
$$

for $y, z, w \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$.
Indeed, by the definition of $A(z)$, we deduce that for all $z, w \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$,

$$
\|A(z) w\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \leqslant\left(\|z\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}+\epsilon\right)\|w\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}
$$

For all $y, z, w \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$,

$$
\begin{aligned}
\|(A(y)-A(z)) w\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} & \leqslant\left(\left\|\partial_{x} w_{1}\right\|_{L^{\infty}(\mathbb{R})}+\left\|\partial_{x} w_{2}\right\|_{L^{\infty}(\mathbb{R})}\right)\|y-z\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \\
& \leqslant\|y-z\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})}\|w\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})} .
\end{aligned}
$$

Note that

$$
B(z) y=Q A(z) Q^{-1} y-A(z) y=\left(\begin{array}{cc}
{\left[\Lambda^{s}, u \partial_{x}\right] \Lambda^{-s} y_{1}} & 0 \\
0 & {\left[\Lambda^{s}, u \partial_{x}\right] \Lambda^{-s} y_{2}}
\end{array}\right)
$$

Let $w \in L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})$ and $y, z \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$. Then we have

$$
\begin{aligned}
\|(B(y) w-B(z) w)\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} & \leqslant\left\|\left[\Lambda^{s},\left(y_{1}-u\right) \partial_{x}\right] \Lambda^{-s} w_{1}\right\|_{L^{2}(\mathbb{R})}+\left\|\left[\Lambda^{s},\left(y_{1}-u\right) \partial_{x}\right] \Lambda^{-s} w_{2}\right\|_{L^{2}(\mathbb{R})} \\
& \leqslant\left\|\left[\Lambda^{s}, y_{1}-u\right] \Lambda^{1-s}\right\|_{L\left(L^{2}(\mathbb{R})\right)}\left(\left\|\Lambda^{-1} \partial_{x} w_{1}\right\|_{L^{2}(\mathbb{R})}+\left\|\Lambda^{-1} \partial_{x} w_{2}\right\|_{L^{2}(\mathbb{R})}\right) \\
& \leqslant c\left\|y_{1}-u\right\|_{H^{s}(\mathbb{R})}\|w\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \leqslant c\|y-z\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}\|w\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})},
\end{aligned}
$$

where we applied Lemma 2.1 with $r=0, t=s-1$ in view of $s>2$. Taking $y=0$ in the above inequality, we obtain that $B(z) \in L\left(L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})\right)$.

Finally, we have that (see [35])

$$
\|f(y)-f(z)\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})} \leqslant \mu_{3}\|y-z\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}, \quad \forall y, z \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})
$$

Thus, we only need to verify that

$$
\begin{aligned}
&\|f(y)-f(z)\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})} \\
& \leqslant\left\|\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(y_{1}^{2}-u^{2}\right)+\frac{1}{2}\left(y_{1, x}^{2}-u_{x}^{2}\right)+\frac{1}{2}\left(y_{2}^{2}-\gamma^{2}\right)-\frac{1}{2}\left(y_{2, x}^{2}-\gamma_{x}^{2}\right)\right)\right\|_{L^{2}(\mathbb{R})} \\
&+\left\|\left(1-\partial_{x}^{2}\right)^{-1}\left(\left(y_{1, x} y_{2, x}-u_{x} \gamma_{x}\right)_{x}+y_{1, x} y_{2}-u_{x} \gamma\right)\right\|_{L^{2}(\mathbb{R})} \\
& \leqslant\left\|\left(y_{1}^{2}-u^{2}\right)+\frac{1}{2}\left(y_{1, x}^{2}-u_{x}^{2}\right)+\frac{1}{2}\left(y_{2}^{2}-\gamma^{2}\right)-\frac{1}{2}\left(y_{2, x}^{2}-\gamma_{x}^{2}\right)\right\|_{H^{-1}(\mathbb{R})} \\
&+\left\|\left(y_{1, x} y_{2, x}-u_{x} \gamma_{x}\right)_{x}+y_{1, x} y_{2}-u_{x} \gamma\right\|_{H^{-2}(\mathbb{R})} \\
& \leqslant\left\|y_{1}-u\right\|_{L^{2}(\mathbb{R})}\left\|y_{1}+u\right\|_{L^{\infty}(\mathbb{R})}+\frac{c}{2}\left\|y_{1, x}-u_{x}\right\|_{H^{-1}(\mathbb{R})}\left\|y_{1, x}+u_{x}\right\|_{H^{s-1}(\mathbb{R})} \\
&+\frac{1}{2}\left\|y_{2}-\gamma\right\|_{L^{2}(\mathbb{R})}\left\|y_{2}+\gamma\right\|_{L^{\infty}(\mathbb{R})}+\frac{c}{2}\left\|y_{2, x}-\gamma_{x}\right\|_{H^{-1}(\mathbb{R})}\left\|y_{2, x}+\gamma_{x}\right\|_{H^{s-1}(\mathbb{R})} \\
&+\left\|y_{1, x} y_{2, x}-y_{1, x} \gamma_{x}\right\|_{H^{-1}(\mathbb{R})}+\left\|y_{1, x} \gamma_{x}-u_{x} \gamma_{x}\right\|_{H^{-1}(\mathbb{R})} \\
&+\left\|y_{1, x} y_{2}-y_{1, x} \gamma\right\|_{H^{-1}(\mathbb{R})}+\left\|y_{1, x} \gamma-u_{x} \gamma\right\|_{H^{-1}(\mathbb{R})} \\
& \leqslant\left\|y_{1}-u\right\|_{L^{2}(\mathbb{R})}\left\|y_{1}+u\right\|_{L^{\infty}(\mathbb{R})}+\frac{c}{2}\left\|y_{1, x}-u_{x}\right\|_{H^{-1}(\mathbb{R})}\left\|y_{1, x}+u_{x}\right\|_{H^{s-1}(\mathbb{R})} \\
&+\frac{1}{2}\left\|y_{2}-\gamma\right\|_{L^{2}(\mathbb{R})}\left\|y_{2}+\gamma\right\|_{L^{\infty}(\mathbb{R})}+\frac{c}{2}\left\|y_{2, x}-\gamma_{x}\right\|_{H^{-1}(\mathbb{R})}\left\|y_{2, x}+\gamma_{x}\right\|_{H^{s-1}(\mathbb{R})} \\
&+c\left\|y_{1, x}\right\|_{H^{s-1}(\mathbb{R})}\left\|y_{2, x}-\gamma_{x}\right\|_{H^{-1}(\mathbb{R})}+c\left\|y_{1, x}-u_{x}\right\|_{H^{-1}(\mathbb{R})}\left\|\gamma_{x}\right\|_{H^{s-1}(\mathbb{R})} \\
&+\left\|y_{1, x}\right\|_{H^{s-1}(\mathbb{R})}\left\|y_{2}-\gamma\right\|_{H^{-1}(\mathbb{R})}+c\left\|y_{1, x}-u_{x}\right\|_{H^{-1}(\mathbb{R})}\|\gamma\|_{H^{s-1}(\mathbb{R})} \\
&=(3+4 c)\left(\|y\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}+\|z\|_{H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})}\right)\|y-z\|_{L^{2}(\mathbb{R}) \times L^{2}(\mathbb{R})}
\end{aligned}
$$

where we applied Lemma 2.2 with $r=s-1, t=-1$. This proves Lemma 2.4.
Lemma 2.5. Let $z_{0} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$ and let $T>0$ be the maximal existence time of the corresponding solution $z=\binom{u}{\gamma}$ to Eq. (2.1). Then (2.3) holds for every $t \in(0, T)$.

Proof. Applying Lemma 2.4 and a simple density argument, we only need to show that the above lemma holds for some $s>2$. Here we assume $s=3$ to prove the lemma. Differentiating Eq. (2.1) with respect to $x$ and using the identity $\partial_{x}^{2} p * f=p * f-f$, we have

$$
\left\{\begin{array}{l}
u_{t x}+u u_{x x}+u_{x}^{2}=\epsilon u_{x x x}+f-p * f  \tag{2.4}\\
\gamma_{t x}+u_{x} \gamma_{x}+u \gamma_{x x}=-\partial_{x} p *\left(\left(u_{x} \gamma_{x}\right)_{x}+u_{x} \gamma\right)
\end{array}\right.
$$

where $f=u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}$. Denote $g=\left(u_{x} \gamma_{x}\right)_{x}+u_{x} \gamma$ and $E(t)=\int\left(u^{2}+u_{x}^{2}+\gamma^{2}+\gamma_{x}^{2}\right) d x$. Using Eq. (2.1) and Eq. (2.4), and integrating by parts, we obtain

$$
\begin{aligned}
\frac{d}{d t} E(t)= & 2 \int_{\mathbb{R}}\left(u u_{t}+u_{x} u_{x t}+\gamma \gamma_{t}+\gamma_{x} \gamma_{x t}\right) d x \\
= & 2 \int_{\mathbb{R}}\left[u\left(-u u_{x}-\partial_{x} p * f\right)+u_{x}\left(-u u_{x x}-u_{x}^{2}+f-p * f\right)\right. \\
& \left.+\gamma\left(-u \gamma_{x}-p * g\right)+\gamma_{x}\left(-u_{x} \gamma_{x}-u \gamma_{x x}-\partial_{x} p * g\right)\right] d x+2 \epsilon \int_{\mathbb{R}}\left(u u_{x x}+u_{x} u_{x x x}\right) d x \\
= & 2 \int_{\mathbb{R}}\left(-u \partial_{x} p * f-\frac{1}{2} u_{x}^{3}+u_{x} f-u_{x} p * f+\frac{1}{2} u_{x} \gamma^{2}\right.
\end{aligned}
$$

$$
\begin{aligned}
& \left.-\gamma p * g-\frac{1}{2} u_{x} \gamma_{x}^{2}-\gamma_{x} \partial_{x} p * g\right) d x-2 \epsilon \int_{\mathbb{R}}\left(u_{x}^{2}+u_{x x}^{2}\right)(s, x) d x \\
= & -2 \epsilon \int_{\mathbb{R}}\left(u_{x}^{2}+u_{x x}^{2}\right)(s, x) d x .
\end{aligned}
$$

Integrating the above equality over $(0, t)$, we get (2.3).
If $z \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$, then by the above lemma we have the following useful inequality

$$
\begin{align*}
\|u(t, \cdot)\|_{L^{\infty}(\mathbb{R})}^{2}+\|\gamma(t, \cdot)\|_{L^{\infty}(\mathbb{R})}^{2} & \leqslant \frac{1}{2}\|u\|_{H^{1}(\mathbb{R})}^{2}+\frac{1}{2}\|\gamma\|_{H^{1}(\mathbb{R})}^{2} \\
\leqslant \frac{1}{2}\left(\left\|u_{0}\right\|_{H^{1}(\mathbb{R})}^{2}+\left\|\gamma_{0}\right\|_{H^{1}(\mathbb{R})}^{2}\right) & =\frac{1}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \tag{2.5}
\end{align*}
$$

for all $t \in[0, T)$.
Now we present the blow-up scenario for the strong solutions to Eq. (2.1).
Lemma 2.6. Let $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$ be given and assume that $T$ is the maximal existence time of the corresponding solution $z=\binom{u}{\gamma}$ of Eq. (2.1) with the initial data $z_{0}$. Then the $H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R})$-norm of $z(t, \cdot)$ blows up if and only if

$$
\limsup _{t \rightarrow T}\left\{\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}+\left\|\gamma_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}\right\}=\infty
$$

Proof. Let $z=\binom{u}{\gamma}$ be the solution to Eq. (2.1) with the initial data $z_{0} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$, and let $T$ be the maximal existence time of the corresponding solution $z$, which is guaranteed by Lemma 2.4. Throughout this proof, $c>0$ stands for a generic constant depending only on $s$.

Applying the operator $\Lambda^{s}$ to the first equation in Eq. (2.2), multiplying by $\Lambda^{s} u$, and integrating over $\mathbb{R}$, we obtain

$$
\frac{d}{d t}\|u\|_{H^{s}(\mathbb{R})}^{2}=-2\left(u u_{x}, u\right)_{s}-2(u, f(u, \gamma))_{s}+2 \epsilon\left(u_{x x}, u\right)_{s}
$$

where

$$
f(u, \gamma)=\partial_{x}\left(1-\partial_{x}^{2}\right)^{-1}\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right)
$$

From the proof of Theorem 3.1 in [35], we know that

$$
\left|\left(u u_{x}, u\right)_{s}\right| \leqslant c\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}\|u\|_{H^{s}(\mathbb{R})}^{2}
$$

and

$$
\left|(f(u, \gamma), u)_{s}\right| \leqslant c\left(\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|\gamma_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right)\left(\|\gamma\|_{H^{s}(\mathbb{R})}^{2}+\|u\|_{H^{s}(\mathbb{R})}^{2}\right)
$$

Note that $2 \epsilon\left(u_{x x}, u\right)_{s}=-2 \epsilon\left\|u_{x}\right\|_{H^{s}(\mathbb{R})} \leqslant 0$. Combining the above three inequalities, we get

$$
\begin{equation*}
\frac{d}{d t}\|u\|_{H^{s}(\mathbb{R})}^{2} \leqslant c\left(\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|\left.\gamma_{x}\right|_{L^{\infty}(\mathbb{R})}+\right\| z_{0} \|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right)\left(\|\gamma\|_{H^{s}(\mathbb{R})}^{2}+\|u\|_{H^{s}(\mathbb{R})}^{2}\right) \tag{2.6}
\end{equation*}
$$

From the proof of Theorem 3.1 in [35] again, we have

$$
\begin{equation*}
\frac{d}{d t}\|\gamma\|_{H^{s}(\mathbb{R})}^{2} \leqslant c\left(\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|\gamma_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right)\left(\|\gamma\|_{H^{s}(\mathbb{R})}^{2}+\|u\|_{H^{s}(\mathbb{R})}^{2}\right) \tag{2.7}
\end{equation*}
$$

By (2.6) and (2.7), we obtain

$$
\frac{d}{d t}\left(\|u\|_{H^{s}(\mathbb{R})}^{2}+\|\gamma\|_{H^{s}(\mathbb{R})}^{2}\right) \leqslant c\left(\left\|u_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|\gamma_{x}\right\|_{L^{\infty}(\mathbb{R})}+\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right)\left(\|\gamma\|_{H^{s}(\mathbb{R})}^{2}+\|u\|_{H^{s}(\mathbb{R})}^{2}\right)
$$

If there exists $M>0$ such that $\limsup _{t \rightarrow T}\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}}+\left\|\gamma_{x}(t, \cdot)\right\|_{L^{\infty}} \leqslant M$, then an application of Gronwall's inequality and the assumption of the theorem yield

$$
\|u\|_{H^{s}(\mathbb{R})}^{2}+\|\gamma\|_{H^{s}(\mathbb{R})}^{2} \leqslant \exp \left(c M_{1} t\right)\left(\left\|u_{0}\right\|_{H^{s}(\mathbb{R})}^{2}+\left\|\gamma_{0}\right\|_{H^{s}(\mathbb{R})}^{2}\right)
$$

where $M_{1}=M+\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}$.

On the other hand, by Sobolev's imbedding theorem, we see that if

$$
\limsup _{t \rightarrow T}\left\{\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}+\left\|\gamma_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}\right\}=\infty
$$

then the solution will blow up in finite time. This completes the proof of the lemma.
Consider now the following initial value problem

$$
\begin{cases}q_{t}=u(t, q), & t \in[0, T)  \tag{2.8}\\ q(0, x)=x, & x \in \mathbb{R}\end{cases}
$$

where $u$ denotes the first component of the solution $z$ to Eq. (1.1). The introduction of $q$ is suggested by working in the Lagrangian framework, cf. [1] and [21] (see also [45]). Applying classical results in the theory of ordinary differential equations, one can obtain the following result on $q$ which is crucial in the proof of blow-up scenarios.

Lemma 2.7. (See [11].) Let $u \in C\left([0, T) ; H^{s}(\mathbb{R})\right) \cap C^{1}\left([0, T) ; H^{s-1}(\mathbb{R})\right)$, $s \geqslant 2$. Then Eq. (2.8) has a unique solution $q \in C^{1}([0, T) \times \mathbb{R} ; \mathbb{R})$. Moreover, the map $q(t, \cdot)$ is an increasing diffeomorphism of $\mathbb{R}$ with

$$
q_{x}(t, x)=\exp \left(\int_{0}^{t} u_{x}(s, q(s, x)) d s\right)>0, \quad \forall(t, x) \in[0, T) \times \mathbb{R} .
$$

Lemma 2.8. Let $z_{0} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$ and $T>0$ be the maximal existence time of the corresponding solution $z=\binom{u}{\gamma}$ to Eq. (2.1) guaranteed by Lemma 2.4. If $\rho_{0}=\gamma_{0}-\gamma_{0, x x}$ does not change sign on $\mathbb{R}$, then we have for all $t \in[0, T)$,

$$
\begin{equation*}
\left\|\gamma_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant\|\gamma(t, \cdot)\|_{L^{\infty}(\mathbb{R})} \leqslant \frac{\sqrt{2}}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \tag{2.9}
\end{equation*}
$$

Moreover, if $\rho_{0} \in L^{1}(\mathbb{R})$ we have

$$
\begin{equation*}
\|\gamma(t, \cdot)\|_{L^{1}(\mathbb{R})}=\|\rho(t, \cdot)\|_{L^{1}(\mathbb{R})}=\left\|\rho_{0}\right\|_{L^{1}(\mathbb{R})}, \quad \forall t \in[0, T) . \tag{2.10}
\end{equation*}
$$

Proof. Note that $\rho=\gamma-\gamma_{x x}$. Then, form the second equation of (2.4) we have

$$
\begin{equation*}
\rho_{t}+(u \rho)_{x}=0 . \tag{2.11}
\end{equation*}
$$

By (2.8) and (2.11), we get

$$
\frac{d}{d t}\left(\rho(t, q(t, x)) q_{x}(t, x)\right)=\left(\rho_{t}+\rho_{x} q_{t}\right) q_{x}+\rho q_{x t}=\left(\rho_{t}+\rho_{x} q_{t}+\rho u_{x}\right) q_{x}=0
$$

Thus, we obtain

$$
\begin{equation*}
\rho(t, q(t, x)) q_{x}(t, x)=\rho_{0}(x) \tag{2.12}
\end{equation*}
$$

In view of Lemma 2.7, if $\rho_{0}$ does not change sign on $\mathbb{R}$, then for any $t \in[0, T), \rho(t, x)$ and $\rho_{0}$ have the same sign by (2.12). Since $\gamma=p * \rho$ where $p=\frac{1}{2} e^{-|x|}$, we deduce

$$
\begin{aligned}
\left|\gamma_{x}\right| & =\frac{1}{2}\left|e^{x} \int_{x}^{\infty} e^{-y} \rho(y) d y-e^{-x} \int_{-\infty}^{x} e^{y} \rho(y) d y\right| \\
& \leqslant \frac{1}{2}\left|e^{x} \int_{x}^{\infty} e^{-y} \rho(y) d y+e^{-x} \int_{-\infty}^{x} e^{y} \rho(y) d y\right|=|\gamma| .
\end{aligned}
$$

Then, by (2.5) we obtain (2.9).
In view of (2.12) and Lemma 2.7, if $\rho_{0}$ does not change sign on $\mathbb{R}$ and $\rho_{0} \in L^{1}(\mathbb{R})$, by the relation $\gamma=p * \rho$ we have that $\gamma(t, \cdot)$ does not change sign on $\mathbb{R}$. Then, by Eq. (2.1) and (2.11) we obtain (2.10). This completes the proof of the lemma.

From Lemmas 2.6 and 2.8, we obtain the following corollary.
Corollary 2.1. Let $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$ be given. Assume that $T$ is the maximal existence time of the corresponding solution $z=\binom{u}{\gamma}$ to Eq. (2.1) with the initial data $z 0$. If $\rho_{0}=\gamma_{0}-\gamma_{0, x x}$ does not change sign on $\mathbb{R}$, then the $H^{s} \times H^{s}$-norm of $z(t, \cdot)$ blows up on $[0, T)$ if and only if

$$
\limsup _{t \rightarrow T}\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}=\infty
$$

Lemma 2.9. Let $z_{0} \in H^{s}(\mathbb{R}) \times H^{s}(\mathbb{R}), s>2$ and let $T>0$ be the maximal existence time of the corresponding solution $z=\binom{u}{\gamma}$ to Eq. (2.1) guaranteed by Lemma 2.4. If $\rho_{0}=\gamma_{0}-\gamma_{0, x x}$ does not change sign on $\mathbb{R}$, then we have

$$
\begin{equation*}
\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant C\left(t+e^{C t}\right), \quad \forall t \in[0, T) \tag{2.13}
\end{equation*}
$$

where $C$ depends on $\epsilon$ and $\left\|z_{0}\right\|_{H^{2}(\mathbb{R}) \times H^{2}(\mathbb{R})}$, but does not depend on $t$.
Proof. By Lemma 2.5, for $t \in[0, T)$ we have that $\|z(t, \cdot)\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \leqslant C$. Differentiating the first equation in (2.4) with respect to $x$ and using the identity $\partial_{x}^{2} p * f=p * f-f$, we get

$$
\begin{equation*}
u_{t x x}+u u_{x x x}-\epsilon u_{x x x x}=2 u u_{x}-2 u_{x} u_{x x}+\gamma \gamma_{x}-\gamma_{x} \gamma_{x x}-\partial_{x} p * f, \tag{2.14}
\end{equation*}
$$

where $f=u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}$. By Lemma 2.5 and Hölder's inequality, we obtain

$$
\left\|\partial_{x} p * f\right\|_{L^{2}(\mathbb{R})}^{2} \leqslant\|f\|_{L^{1}(\mathbb{R})}^{2} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{4},
$$

where we have used $\left\|\partial_{x} p\right\|_{L^{2}(\mathbb{R})} \leqslant 1$. By (2.3), (2.5) and Lemma 2.8, in view of (2.14), we find

$$
\begin{align*}
& \frac{1}{2} \frac{d}{d t} \int_{\mathbb{R}} u_{x x}^{2} d x+\epsilon \int_{\mathbb{R}} u_{x x x}^{2} d x \\
&=\int_{\mathbb{R}} u_{x x}\left(-u u_{x x x}+2 u u_{x}-2 u_{x} u_{x x}+\gamma \gamma_{x}-\gamma_{x} \gamma_{x x}-\partial_{x} p * f\right) d x \\
&=2 \int_{\mathbb{R}} u u_{x} u_{x x} d x+3 \int_{\mathbb{R}} u u_{x x} u_{x x x} d x+\int_{\mathbb{R}} \gamma \gamma_{x} u_{x x} d x+\frac{1}{2} \int_{\mathbb{R}}\left(\gamma_{x}\right)^{2} u_{x x x} d x-\int_{\mathbb{R}} u_{x x} \partial_{x} p * f d x \\
& \leqslant\|u\|_{L^{\infty}(\mathbb{R})}\left\|u_{x}\right\|_{H^{1}(\mathbb{R})}^{2}+\frac{\epsilon}{2}\left\|u_{x x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{9\|u\|_{L^{\infty}(\mathbb{R})}^{2}}{2 \epsilon}\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{\|\gamma\|_{L^{\infty}(\mathbb{R})}^{2}}{2}\left(\left\|\gamma_{x}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}\right) \\
& \quad+\frac{1}{2}\left(\left\|u_{x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{4}\right)+\frac{\epsilon}{2}\left\|u_{x x x x}\right\|_{L^{2}(\mathbb{R})}^{2}+\frac{1}{4 \epsilon}\left\|\gamma_{x}\right\|_{L^{4}(\mathbb{R})}^{4} \\
& \leqslant C_{1} \int_{\mathbb{R}} u_{x x}^{2} d x+C_{2}+\epsilon \int_{\mathbb{R}} u_{x x x}^{2} d x, \tag{2.15}
\end{align*}
$$

here $C_{1}$ and $C_{2}$ only depend on $\epsilon$ and $\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}$. Then, by (2.15) and Gronwall's inequality, we have

$$
\left\|u_{x x}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{2} \leqslant e^{C_{1} t}\left\|u_{0, x x}\right\|_{L^{2}(\mathbb{R})}^{2}+C_{2} t .
$$

Combining this with (2.3) shows that there exists a positive constant $C=C\left(\epsilon,\left\|z_{0}\right\|_{H^{2}(\mathbb{R}) \times H^{2}(\mathbb{R})}\right)$ such that

$$
\|u(t, \cdot)\|_{H^{2}(\mathbb{R})} \leqslant C\left(t+e^{C t}\right), \quad \forall t \in[0, T),
$$

which implies that $\left\|u_{x}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant C\left(t+e^{C t}\right)$ for all $t \in[0, T)$.
Combining Lemmas 2.3-2.9 and Corollary 2.1, using Kato's semigroup approach we have that Eq. (2.1) has a global strong solution and (2.3) holds true for all $t \geqslant 0$. This completes the proof of Theorem 2.1.

## 3. Uniform a priori estimates

Let $z_{0} \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$ and let $z_{\epsilon}(t, x)$ be the solution to (2.1). The long-time existence of $z_{\epsilon}(t, x)$ is guaranteed by Theorem 2.1. Moreover, it satisfies the energy identity (2.3). To obtain the compactness of this approximate solution sequence $\left\{z_{\epsilon}(t, x)\right\}$ in $L_{l o c}^{2}\left(\mathbb{R}_{+} ; H_{l o c}^{1}(\mathbb{R}) \times H_{l o c}^{1}(\mathbb{R})\right)$, a priori estimates in addition to (2.3) are needed. In this section, we derive the uniform one-sided supernorm estimate and the space-time higher integrability estimate on $\partial_{x} u_{\epsilon}(t, x)$, which are essential for our compactness argument.

We denote $q_{\epsilon}=\frac{\partial u_{\epsilon}}{\partial x}, \pi_{\epsilon}=\frac{\partial \gamma_{\epsilon}}{\partial x}$ and $\rho_{\epsilon}=\gamma_{\epsilon}-\gamma_{\epsilon, x x}$ in the following text.
Remark 3.1. Note that $\rho_{0, \epsilon}=\phi_{\epsilon} * \rho_{0} \geqslant 0$ and $\left\|\rho_{0, \epsilon}\right\|_{L^{1}(\mathbb{R})} \leqslant\left\|\rho_{0}\right\|_{\mathcal{M}(\mathbb{R})}$, for all $\epsilon>0$, provided $\rho_{0} \in \mathcal{M}^{+}(\mathbb{R})$. Thus, by Lemma 2.4 and Lemma 2.8, we have

$$
\begin{equation*}
\left\|\pi_{\epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant\left\|\gamma_{\epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant \frac{\sqrt{2}}{2}\left\|z_{0, \epsilon}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \leqslant \frac{\sqrt{2}}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} . \tag{3.1}
\end{equation*}
$$

Using Remark 3.1, we have the following uniform one-side supernorm estimate on $q_{\epsilon}(t, x)$.
Lemma 3.1. If $\rho_{0} \in \mathcal{M}^{+}(\mathbb{R})$, then for each $t>0$ and $x \in \mathbb{R}$, we have

$$
\begin{equation*}
q_{\epsilon}(t, x) \leqslant \frac{2}{t}+\sqrt{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} . \tag{3.2}
\end{equation*}
$$

Proof. By the first equation of (2.4), we have

$$
\begin{equation*}
\frac{\partial q_{\epsilon}}{\partial t}+u_{\epsilon} \frac{\partial q_{\epsilon}}{\partial x}+\frac{1}{2}\left(q_{\epsilon}\right)^{2}-\epsilon \partial_{x x} q_{\epsilon}=\left(u_{\epsilon}\right)^{2}+\frac{1}{2}\left(\gamma_{\epsilon}\right)^{2}-\frac{1}{2}\left(\pi_{\epsilon}\right)^{2}-p * f, \tag{3.3}
\end{equation*}
$$

where $f=\left(u_{\epsilon}\right)^{2}+\frac{1}{2}\left(q_{\epsilon}\right)^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}$. By Lemma 2.4, we get

$$
\left\|\left(u_{\epsilon}\right)^{2}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})}+\left\|\left(\gamma_{\epsilon}\right)^{2}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant \frac{1}{2}\left(\left\|u_{\epsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2}+\left\|\gamma_{\epsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R})}^{2}\right) \leqslant \frac{1}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2},
$$

and

$$
\begin{aligned}
\|(p * f)(t, \cdot)\|_{L^{\infty}(\mathbb{R})} & \leqslant\|p\|_{L^{\infty}(\mathbb{R})}\left\|\left(\left(u_{\epsilon}\right)^{2}+\frac{1}{2}\left(q_{\epsilon}\right)^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \\
& \leqslant \frac{1}{2}\left\|z_{\epsilon}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \leqslant \frac{1}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}
\end{aligned}
$$

where we have used $\|p\|_{L^{\infty}(\mathbb{R})}=\frac{1}{2}$. Due to the above two inequalities, we obtain

$$
\frac{\partial q_{\epsilon}}{\partial t}+u_{\epsilon} \frac{\partial q_{\epsilon}}{\partial x}+\frac{1}{2}\left(q_{\epsilon}\right)^{2}-\epsilon \partial_{x x} q_{\epsilon} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}, \quad \forall(t, x) \in \mathbb{R}_{+} \times \mathbb{R} .
$$

Now, let $F(t)=\frac{2}{t}+\sqrt{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}$. It is obvious that for any $t>0$,

$$
\frac{d F}{d t}+\frac{1}{2} F^{2}=\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}+\frac{2 \sqrt{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}}{t}>\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}
$$

$q_{\epsilon}(0, x) \leqslant\left\|z_{0 \epsilon}\right\|_{H^{2}(\mathbb{R}) \times H^{2}(\mathbb{R})}$, and $\lim _{t \rightarrow 0^{+}} F(t)=+\infty$. Then the comparison principle for parabolic equations yields $q_{\epsilon}(t, x) \leqslant F(t), \quad \forall t>0, x \in \mathbb{R}$.
Therefore, the estimate (3.2) is proven.
Next, we derive the uniform local space-time higher integrability estimate for $q_{\epsilon}$.

Lemma 3.2. Let $0<\alpha<1, T>0$ and $a, b \in \mathbb{R}, a<b$. Under the assumption of Theorem 1.1 , there exists a positive constant $C$ depending only on $\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}, \alpha, T, a$ and $b$, but being independent of $\epsilon$ such that

$$
\begin{equation*}
\int_{0}^{T} \int_{a}^{b}\left|\frac{\partial u_{\epsilon}}{\partial x}(t, x)\right|^{2+\alpha} d x d t \leqslant C \tag{3.4}
\end{equation*}
$$

Proof. Let $\chi \in C^{\infty}(\mathbb{R})$ be a cut-off function such that

$$
0 \leqslant \chi \leqslant 1, \quad \chi(x)= \begin{cases}1, & x \in[a, b], \\ 0, & x \in(-\infty, a-1] \cup[b+1, \infty) .\end{cases}
$$

Consider the map $\theta(\xi):=\xi(|\xi|+1)^{\alpha}, \xi \in \mathbb{R}$, which was introduced in [8]. Obviously,

$$
\begin{align*}
& \theta^{\prime}(\xi)=((\alpha+1)|\xi|+1)(|\xi|+1)^{\alpha-1} \\
& |\theta(\xi)| \leqslant|\xi|^{\alpha+1}+|\xi|, \quad 0<\theta^{\prime}(\xi) \leqslant(\alpha+1)|\xi|+1, \quad\left|\theta^{\prime \prime}(\xi)\right| \leqslant 2 \alpha,  \tag{3.5}\\
& \xi \theta(\xi)-\frac{1}{2} \xi^{2} \theta^{\prime}(\xi) \geqslant \frac{1-\alpha}{2} \xi^{2}(|\xi|+1)^{\alpha} . \tag{3.6}
\end{align*}
$$

Multiplying the first equation of (2.4) by $\chi \theta^{\prime}\left(q_{\epsilon}\right)$, using the chain rule, and integrating over $\prod_{T}:=[0, T] \times \mathbb{R}$, we get

$$
\begin{aligned}
& \int_{\mathbb{R}} \chi(x)\left(\theta\left(q_{\epsilon}(T, x)\right)-\theta\left(q_{\epsilon}(0, x)\right)\right) d x-\int_{\Pi_{T}} q_{\epsilon} \chi(x) \theta\left(q_{\epsilon}\right) d x d t-\int_{\Pi_{T}} u_{\epsilon} \chi^{\prime}(x) \theta\left(q_{\epsilon}\right) d x d t \\
& \quad+\frac{1}{2} \int_{\Pi_{T}} \chi(x) q_{\epsilon}^{2} \theta^{\prime}\left(q_{\epsilon}\right) d x d t+\epsilon \int_{\Pi_{T}} \frac{\partial q_{\epsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t+\epsilon \int_{\Pi_{T}}\left(\frac{\partial q_{\epsilon}}{\partial x}\right)^{2} \chi(x) \theta^{\prime \prime}\left(q_{\epsilon}\right) d x d t \\
& =\int_{\Pi_{T}}\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}-P_{\epsilon}\right) \chi(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t,
\end{aligned}
$$

where $P_{\epsilon}=p *\left(u_{\epsilon}^{2}+\frac{1}{2} q_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}\right)$. Then

$$
\begin{align*}
\int_{\Pi_{T}} \chi q_{\epsilon} \theta\left(q_{\epsilon}\right) d x d t-\frac{1}{2} \int_{\Pi_{T}} q_{\epsilon}^{2} \chi \theta^{\prime}\left(q_{\epsilon}\right) d x d t= & \int_{\mathbb{R}} \chi\left(\theta\left(q_{\epsilon}(T, x)\right)-\theta\left(q_{\epsilon}(0, x)\right)\right) d x-\int_{\Pi_{T}} u_{\epsilon} \chi^{\prime}(x) \theta\left(q_{\epsilon}\right) d x d t \\
& +\epsilon \int_{\Pi_{T}} \frac{\partial q_{\epsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t+\epsilon \int_{\Pi_{T}}\left(\frac{\partial q_{\epsilon}}{\partial x}\right)^{2} \chi(x) \theta^{\prime \prime}\left(q_{\epsilon}\right) d x d t \\
& -\int_{\Pi_{T}}\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{\epsilon}\right) \chi(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t . \tag{3.7}
\end{align*}
$$

By (3.6), we have

$$
\begin{align*}
\int_{\Pi_{T}} \chi q_{\epsilon} \theta\left(q_{\epsilon}\right) d x d t-\frac{1}{2} \int_{\Pi_{T}} q_{\epsilon}^{2} \chi(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t & =\int_{\Pi_{T}} \chi(x)\left(q_{\epsilon} \theta\left(q_{\epsilon}\right)-\frac{1}{2} q_{\epsilon}^{2} \theta^{\prime}\left(q_{\epsilon}\right)\right) d x d t \\
& \geqslant \frac{1-\alpha}{2} \int_{\Pi_{T}} \chi(x) q_{\epsilon}^{2}\left(\left|q_{\epsilon}\right|+1\right)^{\alpha} d x d t \tag{3.8}
\end{align*}
$$

Using Hölder's inequality, the first part of (3.5) and Theorem 2.1, we obtain

$$
\begin{align*}
\int_{\mathbb{R}} \chi(x) \theta\left(q_{\epsilon}\right) d x \leqslant \int_{\mathbb{R}} \chi(x)\left(\left|q_{\epsilon}\right|^{\alpha+1}+\left|q_{\epsilon}\right|\right) d x \leqslant & \|\chi\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1}+\|\chi\|_{L^{2}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \\
\leqslant & (b-a+2)^{(1-\alpha) / 2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{\alpha+1} \\
& +(b-a+2)^{1 / 2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \tag{3.9}
\end{align*}
$$

and

$$
\begin{align*}
\left|\int_{\Pi_{T}} u_{\epsilon} \chi^{\prime}(x) \theta\left(q_{\epsilon}\right) d x d t\right| \leqslant & \left\|u_{\epsilon}\right\|_{L^{\infty}} \int_{\Pi_{T}}\left|\chi^{\prime}(x)\right|\left(\left|q_{\epsilon}\right|^{\alpha+1}+\left|q_{\epsilon}\right|\right) d x d t \\
\leqslant & \frac{\sqrt{2}}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \int_{0}^{T}\left\|\chi^{\prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1} d t \\
& +\frac{\sqrt{2}}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \int_{0}^{T}\left\|\chi^{\prime}\right\|_{L^{2}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} d t \\
\leqslant & \frac{\sqrt{2} T}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{\alpha+2}\left\|\chi^{\prime}\right\|_{L^{2 /(1-\alpha)(\mathbb{R})}}+\frac{\sqrt{2} T}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}\left\|\chi^{\prime}\right\|_{L^{2}(\mathbb{R})} . \tag{3.10}
\end{align*}
$$

Moreover, we get

$$
\epsilon \int_{\Pi_{T}} \frac{\partial q_{\epsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t=-\epsilon \int_{\Pi_{T}} \chi^{\prime \prime}(x) \theta\left(q_{\epsilon}\right) d x d t
$$

Again by Hölder's inequality, (2.5) and the first part of (3.5), we have

$$
\begin{align*}
\left|\int_{\Pi_{T}} \frac{\partial q_{\epsilon}}{\partial x} \chi^{\prime}(x) \theta^{\prime}\left(q_{\epsilon}\right) d x d t\right| & \leqslant \int_{\Pi_{T}}\left|\chi^{\prime \prime}(x)\right|\left|\theta\left(q_{\epsilon}\right)\right| d x d t \\
& \leqslant \int_{\Pi_{T}}\left(\left|q_{\epsilon}\right|^{\alpha+1}+\left|q_{\epsilon}\right|\right)\left|\chi^{\prime \prime}(x)\right| d x d t \\
& \leqslant \int_{0}^{T}\left(\left\|\chi^{\prime \prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}^{\alpha+1}+\left\|\chi^{\prime \prime}\right\|_{L^{2}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}\right) d t \\
& \leqslant T\left(\left\|\chi^{\prime \prime}\right\|_{L^{2 /(1-\alpha)}(\mathbb{R})}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{\alpha+1}+\left\|\chi^{\prime \prime}\right\|_{L^{2}(\mathbb{R})}\left\|z_{0}(t, \cdot)\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right) . \tag{3.11}
\end{align*}
$$

Using (2.3), (2.5) and the third part of (3.5), we deduce that

$$
\begin{equation*}
\epsilon\left|\int_{\Pi_{T}}\left(\frac{\partial q_{\epsilon}}{\partial x}\right)^{2} \chi(x) \theta^{\prime \prime}\left(q_{\epsilon}\right) d x d t\right| \leqslant 2 \alpha \epsilon\left|\int_{\Pi_{T}}\left(\frac{\partial q_{\epsilon}}{\partial x}\right)^{2} d x d t\right| \leqslant \alpha\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} . \tag{3.12}
\end{equation*}
$$

Based on Lemma 3.2 and Remark 3.1, there exists a constant $L>0$ depending only on $\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}$, such that $\left\|\left(u_{\epsilon}\right)^{2}+\frac{1}{2}\left(\gamma_{\epsilon}\right)^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{\epsilon}\right\|_{L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}\right)} \leqslant L$. Using the second part of (3.5), we obtain

$$
\begin{gathered}
\int_{\Pi_{T}}\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{\epsilon}\right) \chi \theta^{\prime}\left(q_{\epsilon}\right) d x d t \\
\leqslant L \int_{\Pi_{T}} \chi(x)\left((\alpha+1)\left|q_{\epsilon}\right|+1\right) d x d t
\end{gathered}
$$

$$
\begin{align*}
& \leqslant L \int_{0}^{T}\left((\alpha+1)\|\chi\|_{L^{2}(\mathbb{R})}\left\|q_{\epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})}+\|\chi\|_{L^{1}(\mathbb{R})}\right) d t \\
& \leqslant L T\left((\alpha+1)(b-a+2)^{1 / 2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}+(b-a+2)\right) . \tag{3.13}
\end{align*}
$$

From (3.7)-(3.13), we see that there exists a constant $c>0$ depending only on $\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}, \alpha, T>0, a$ and $b$, but being independent of $\epsilon$, such that

$$
\frac{1-\alpha}{2} \int_{\Pi_{T}} \chi(x) q_{\epsilon}^{2}\left(\left|q_{\epsilon}\right|+1\right)^{\alpha} d x d t \leqslant c
$$

Then

$$
\int_{0}^{T} \int_{a}^{b}\left|\frac{\partial u_{\epsilon}}{\partial x}(t, x)\right|^{2+\alpha} d x d t \leqslant \int_{\Pi_{T}} \chi(x) q_{\epsilon}^{2}\left(\left|q_{\epsilon}\right|+1\right)^{\alpha} d x d t \leqslant \frac{2 c}{1-\alpha}
$$

This completes the proof of the lemma.

## 4. Precompactness and existence

With the basic energy estimate and sign condition with $\rho_{\epsilon}$ in Section 2 and the uniform a priori estimates in Section 3, we are now ready to obtain the necessary compactness of the viscous approximate solutions $z_{\epsilon}(t, x)$. We start with the weak compactness in $L^{\infty}\left(\mathbb{R}_{+}, H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})\right)$.

In this section we denote $P_{1, \epsilon}=p *\left(u_{\epsilon}^{2}+\frac{1}{2} q_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}\right), P_{2, \epsilon}=p *\left(q_{\epsilon} \pi_{\epsilon}\right)$ and $P_{3, \epsilon}=p *\left(q_{\epsilon} \gamma_{\epsilon}\right)$, where $q_{\epsilon}=\partial_{x} u_{\epsilon}, \pi_{\epsilon}=\partial_{x} \gamma_{\epsilon}$ as in Section 3.

Lemma 4.1. Under the assumption of Theorem 1.1, there exist a subsequence $\left\{z_{\epsilon_{k}}(t, x), P_{1, \epsilon_{k}}(t, x)\right\}$ of the sequence $\left\{z_{\epsilon}(t, x), P_{1, \epsilon}(t, x)\right\}$ and some functions $z(t, x), P_{1}(t, x)$ with $z=\binom{u}{\gamma} \in L^{\infty}\left(\mathbb{R}_{+}, H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})\right), P_{1} \in$ $L^{\infty}\left(\mathbb{R}_{+}, W^{1, \infty}(\mathbb{R})\right)$, such that

$$
z_{\epsilon_{k}} \rightarrow z \quad \text { and } \quad P_{1, \epsilon_{k}} \rightarrow P_{1}, \quad \text { as } k \rightarrow \infty,
$$

uniformly on any compact subset of $\mathbb{R}_{+} \times \mathbb{R}$.
Proof. It follows from Theorem 2.1 that $\left\{z_{\epsilon}(t, x)\right\}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}_{+}, H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})\right)$. Also, $\left\{\partial_{t} z_{\epsilon}(t, x)\right\}$ is uniformly bounded in $L^{2}([0, T] \times \mathbb{R}) \times L^{2}([0, T] \times \mathbb{R})$ for $T>0$. Indeed, by (2.3) and Eq. (2.1), we get

$$
\begin{align*}
& \left\|P_{i, \epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leqslant\|p\|_{L^{2}(\mathbb{R})}\left\|z_{\epsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2},  \tag{4.1}\\
& \left\|\partial_{x} P_{i, \epsilon}(t, \cdot)\right\|_{L^{2}(\mathbb{R})} \leqslant\left\|\partial_{x} p\right\|_{L^{2}(\mathbb{R})}\left\|z_{\epsilon}(t, \cdot)\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} \leqslant\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}, \tag{4.2}
\end{align*}
$$

here $i=1,2,3$. Thus, by Corollary 8.4 in [42], there exist $z \in C\left((0, T) ; L^{\infty}(\mathbb{R}) \times L^{\infty}(\mathbb{R})\right)$ and a subsequence $\left\{z_{\epsilon_{k}}(t, x)\right\}$ such that $\left\{z_{\epsilon_{k}}(t, x)\right\}$ is weakly compact in $C\left((0, T) ; L^{\infty}(\mathbb{R}) \times L^{\infty}(\mathbb{R})\right)$ and $\left\{z_{\epsilon_{k}}(t, x)\right\}$ converges to $z(t, x)$ uniformly on each compact subset of $\mathbb{R}_{+} \times \mathbb{R}$ as $k \rightarrow \infty$. Moreover, $z(t, x) \in C((0, T) \times \mathbb{R}) \cap L^{\infty}\left((0, T) ; H^{1}(\mathbb{R}) \times\right.$ $\left.H^{1}(\mathbb{R})\right)$.

Next, we turn to the compactness of $\left\{P_{1, \epsilon}\right\}$. First, by (4.1) and (4.2), we have that $\left\{P_{1, \epsilon}\right\}$ is uniformly bounded in $L^{\infty}\left(\mathbb{R}_{+}, H^{1}(\mathbb{R})\right)$. Now we estimate $\partial_{t} P_{1, \epsilon}$. Note that

$$
\begin{aligned}
\frac{\partial P_{1 \epsilon}}{\partial t}= & p *\left(2 u_{\epsilon} \partial_{t} u_{\epsilon}+q_{\epsilon} \partial_{t} q_{\epsilon}+\gamma_{\epsilon} \partial_{t} \gamma_{\epsilon}-\pi_{\epsilon} \partial_{t} \pi_{\epsilon}\right) \\
= & p *\left(2 u_{\epsilon} \partial_{t} u_{\epsilon}+\gamma_{\epsilon} \partial_{t} \gamma_{\epsilon}\right)+p *\left(q_{\epsilon}\left(-u_{\epsilon} \partial_{x} q_{\epsilon}-\frac{1}{2} q_{\epsilon}^{2}+\epsilon \partial_{x}^{2} q_{\epsilon}+u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{1 \epsilon}\right)\right) \\
& -p *\left(\pi_{\epsilon}\left(-u_{\epsilon} \partial_{x} \pi_{\epsilon}-P_{2 \epsilon}-\partial_{x} P_{3 \epsilon}\right)\right)=I_{1}+I_{2}-I_{3} .
\end{aligned}
$$

By (2.3), (2.5) and Eq. (2.1), we obtain that $I_{1}=p *\left(2 u_{\epsilon} \partial_{t} u_{\epsilon}+\gamma_{\epsilon} \partial_{t} \gamma_{\epsilon}\right)$ is uniformly bounded in $L^{2}([0, T] \times \mathbb{R})$ for any $T>0$. Since

$$
-u_{\epsilon} q_{\epsilon} \partial_{x} q_{\epsilon}-\frac{1}{2}\left(q_{\epsilon}\right)^{3}=-\frac{1}{2}\left(u_{\epsilon} q_{\epsilon}^{2}\right)_{x}
$$

and $q_{\epsilon} \partial_{x}^{2} q_{\epsilon}=\partial_{x}\left(q_{\epsilon} \partial_{x} q_{\epsilon}\right)-\left(\partial_{x} q_{\epsilon}\right)^{2}$, it follows that

$$
\begin{aligned}
I_{2} & =p *\left(q_{\epsilon}\left(-u_{\epsilon} \partial_{x} q_{\epsilon}-\frac{1}{2} q_{\epsilon}^{2}+\epsilon \partial_{x}^{2} q_{\epsilon}+u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{1 \epsilon}\right)\right) \\
& =p *\left(q_{\epsilon}\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{1 \epsilon}\right)-\epsilon\left(\partial_{x} q_{\epsilon}\right)^{2}\right)-p *\left(\frac{1}{2} u_{\epsilon} q_{\epsilon}^{2}-\epsilon q_{\epsilon} \partial_{x} q_{\epsilon}\right)_{x} .
\end{aligned}
$$

By (2.3), (2.5) and (3.1), we get

$$
\begin{aligned}
\left\|I_{2}\right\|_{L^{2}((0, T) \times \mathbb{R})}^{2} \leqslant & \int_{0}^{T}\|p\|_{L^{2}(\mathbb{R})}^{2}\left\|\left(q_{\epsilon}\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{1 \epsilon}\right)-\epsilon\left(\partial_{x} q_{\epsilon}\right)^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})}^{2} d t \\
& +\int_{0}^{T}\left\|\partial_{x} p\right\|_{L^{2}(\mathbb{R})}^{2}\left\|\left(\frac{1}{2} u_{\epsilon} q_{\epsilon}^{2}-\epsilon q_{\epsilon} \partial_{x} q_{\epsilon}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})}^{2} d t \\
\leqslant & C\left(T,\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right) .
\end{aligned}
$$

Next we estimate the last term. By (2.3), (2.5) and (3.1), in view of $u_{\epsilon} \pi_{\epsilon} \partial_{x} \pi_{\epsilon}=\frac{1}{2} \partial_{x}\left(u_{\epsilon} \pi_{\epsilon}^{2}\right)-\frac{1}{2} q_{\epsilon} \pi_{\epsilon}^{2}$, we have

$$
\begin{aligned}
\left\|I_{3}\right\|_{L^{2}((0, T) \times \mathbb{R})}^{2} \leqslant & \int_{0}^{T}\|p\|_{L^{2}(\mathbb{R})}^{2}\left\|\left(\pi_{\epsilon}\left(-P_{2 \epsilon}-\partial_{x} P_{3 \epsilon}\right)+\frac{1}{2} q_{\epsilon} \pi_{\epsilon}^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})}^{2} d t \\
& +\int_{0}^{T}\left\|\partial_{x} p\right\|_{L^{2}(\mathbb{R})}^{2}\left\|\left(-\frac{1}{2} u_{\epsilon} \pi_{\epsilon}^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})}^{2} d t \\
\leqslant & C\left(T,\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}\right) .
\end{aligned}
$$

Thus we prove that $\frac{\partial P_{1, \epsilon}}{\partial t}$ are uniformly bounded in $L^{2}((0, T) \times \mathbb{R})$ for every $T>0$. Consequently, by Corollary 8.4 in [42], there exist $P_{1} \in C\left((0, T) ; L^{\infty}(\mathbb{R}) \times L^{\infty}(\mathbb{R})\right)$ and a subsequence $\left\{P_{1, \epsilon_{k}}(t, x)\right\}$ such that $\left\{P_{1, \epsilon_{k}}(t, x)\right\}$ is weakly compact in $C\left((0, T) ; L^{\infty}(\mathbb{R}) \times L^{\infty}(\mathbb{R})\right)$ and $\left\{P_{1, \epsilon_{k}}(t, x)\right\}$ converges to $P_{1}(t, x)$ uniformly on each compact subset of $\mathbb{R}_{+} \times \mathbb{R}$ as $k \rightarrow \infty$. Moreover, $P_{1}(t, x) \in C((0, T) \times \mathbb{R}) \cap L^{\infty}\left((0, T) ; H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})\right)$.

By Hölder's inequality, we have

$$
\left\|P_{1 \epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant\|p\|_{L^{\infty}(\mathbb{R})}\left\|\left(u_{\epsilon}^{2}+\frac{1}{2} q_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leqslant \frac{1}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2}
$$

and

$$
\left\|\partial_{x} P_{1 \epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant\left\|\partial_{x} p\right\|_{L^{\infty}(\mathbb{R})}\left\|\left(u_{\epsilon}^{2}+\frac{1}{2} q_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}\right)(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leqslant \frac{1}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}^{2} .
$$

Thus, we have $P_{1} \in L^{\infty}\left(\mathbb{R}_{+}, W^{1, \infty}(\mathbb{R})\right)$. This completes the proof of the lemma.
Next, we prove the stronger convergence result, i.e.

$$
\partial_{x} z_{\epsilon} \rightarrow \partial_{x} z \quad \text { as } \epsilon \rightarrow 0^{+} \text {in } L_{l o c}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right) \times L_{l o c}^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)
$$

Lemma 4.2. Assume $z_{0}=\binom{u_{0}}{\gamma_{0}} \in H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})$ with $\rho_{0}=\gamma_{0}-\gamma_{0, x x} \in \mathcal{M}^{+}(\mathbb{R})$. Let $z_{\epsilon}=\binom{u_{\epsilon}}{\gamma_{\epsilon}}$ be the solution to Eq. (2.1) with initial data $z_{\epsilon, 0}=\binom{\left(\phi_{\epsilon} * u_{0}\right)(x)}{\left(\phi_{\epsilon} * \gamma_{0}\right)(x)}$ which is guaranteed by Theorem 2.1. Then, there exists a subsequence $\left\{\pi_{\epsilon_{k}}\right\}$ such that

$$
\begin{equation*}
\pi_{\epsilon_{k}}(t, x) \rightarrow \pi(t, x)=\gamma_{x}(t, x) \quad \text { as } k \rightarrow \infty \text { a.e. on } \mathbb{R}_{+} \times \mathbb{R} \tag{4.3}
\end{equation*}
$$

Proof. Note that $\rho_{0}=\gamma_{0}-\gamma_{0, x x} \in \mathcal{M}^{+}(\mathbb{R})$. Then we have

$$
\rho_{0, \epsilon}:=\gamma_{0, \epsilon}-\gamma_{0, \epsilon, x x}=\phi_{\epsilon} * \rho_{0} \geqslant 0
$$

and

$$
\left\|\rho_{0, \epsilon}\right\|_{L^{1}(\mathbb{R})} \leqslant\left\|\rho_{0}\right\|_{\mathcal{M}}, \quad 0<\epsilon<1
$$

By Lemma 4.1, for fixed $T>0$, we have

$$
\gamma_{\epsilon_{k}} \rightharpoonup \gamma, \quad \text { in } H^{1}([0, T] \times \mathbb{R}), \quad \text { and } \quad \gamma_{\epsilon_{k}} \rightarrow \gamma, \quad \text { uniformly in } A \subset \mathbb{R}_{+} \times \mathbb{R}
$$

where $A$ is an any compact subset of $\mathbb{R}_{+} \times \mathbb{R}$. By Eq. (2.1), Lemma 2.8, (2.9)-(2.10) and (3.1), for fixed $t \in(0, T)$, we deduce that the sequence $\pi_{\epsilon}(t, \cdot) \in B V(\mathbb{R})$ with

$$
\mathbb{V}\left[\pi_{\epsilon}(t, \cdot)\right]=\left\|\gamma_{\epsilon, x x}(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leqslant\left\|\gamma_{\epsilon}(t, \cdot)\right\|_{L^{1}(\mathbb{R})}+\left\|\rho_{\epsilon}(t, \cdot)\right\|_{L^{1}(\mathbb{R})} \leqslant 2\left\|\rho_{0}\right\|_{\mathcal{M}(\mathbb{R})}
$$

and

$$
\left\|\pi_{\epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant\left\|\gamma_{\epsilon}(t, \cdot)\right\|_{L^{\infty}(\mathbb{R})} \leqslant \frac{\sqrt{2}}{2}\left\|z_{0, \epsilon}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})} \leqslant \frac{\sqrt{2}}{2}\left\|z_{0}\right\|_{H^{1}(\mathbb{R}) \times H^{1}(\mathbb{R})}
$$

Here $B V(\mathbb{R})$ is the space of functions with bounded variation and $\mathbb{V}(f)$ is the total variation of $f \in B V(\mathbb{R})$, cf. [41]. By Helly's theorem (see [41, p. 222]), there exists a subsequence, denoted again $\left\{\pi_{\epsilon_{k}}(t, \cdot)\right\}$, which converges at every point to some function $v(t, \cdot)$ of finite variation with $\mathbb{V}(v(t, \cdot)) \leqslant 2\left\|_{0}\right\|_{\mathcal{M}(\mathbb{R})}$. Since for almost all $t \in(0, T), \pi_{\epsilon_{k}}(t, \cdot) \rightarrow \gamma_{x}(t, \cdot)$ in $\mathcal{D}^{\prime}(\mathbb{R})$, this enables us to identify $v(t, \cdot)$ with $\gamma_{x}(t, \cdot)$ for a.e. $t \in(0, T)$. Therefore $\pi_{\epsilon}(t, x) \rightarrow \pi(t, x)=\gamma_{x}(t, x)$ a.e. on $\mathbb{R}_{+} \times \mathbb{R}$, and $\mathbb{V}\left(\gamma_{x}(t, \cdot)\right)=\left\|\gamma_{x x}(t, \cdot)\right\|_{\mathcal{M}(\mathbb{R})} \leqslant 2\left\|\rho_{0}\right\|_{\mathcal{M}(\mathbb{R})}$, for a.e. $t \in(0, T)$. This completes the proof of the lemma.

Remark 4.1. From Lemma 3.2 and Lemma 4.1, we can deduce that there exist two functions $q \in L_{\text {loc }}^{p}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$, $\overline{q^{2}} \in L_{l o c}^{r}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ such that

$$
\begin{equation*}
q_{\epsilon_{k}} \rightharpoonup q \quad \text { in } L_{l o c}^{p}\left(\mathbb{R}_{+} \times \mathbb{R}\right), \quad q_{\epsilon_{k}}^{2} \rightharpoonup \overline{q^{2}} \quad \text { in } L_{l o c}^{r}\left(\mathbb{R}_{+} \times \mathbb{R}\right) \tag{4.4}
\end{equation*}
$$

for every $1<p<3,1<r<\frac{3}{2}$. Moreover,

$$
\begin{equation*}
q^{2}(t, x) \leqslant \overline{q^{2}}(t, x), \quad \text { a.e. }(t, x) \in \mathbb{R}_{+} \times \mathbb{R} \tag{4.5}
\end{equation*}
$$

In view of (4.4), we conclude that for any convex $\eta \in C^{1}(\mathbb{R})$ with $\eta^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}, \eta(0)=0$ and any $1<p<3$, we have

$$
\begin{equation*}
\eta\left(q_{\epsilon_{k}}\right) \rightharpoonup \overline{\eta(q)} \quad \text { in } L_{l o c}^{p}\left(\mathbb{R}_{+} \times \mathbb{R}\right) \tag{4.6}
\end{equation*}
$$

By Lemma 2.8 and Lemmas 4.1-4.2, in view of (2.3), (2.5) and (4.4), we have

$$
\begin{equation*}
\left(u_{\epsilon_{k}}^{2}+\frac{1}{2} \gamma_{\epsilon_{k}}^{2}-\frac{1}{2} \pi_{\epsilon_{k}}^{2}-P_{1, \epsilon_{k}}\right) \eta\left(q_{\epsilon}\right) \rightharpoonup\left(h\left(u, \gamma, \gamma_{x}\right)-P_{1}\right) \overline{\eta(q)} \quad \text { in } L_{l o c}^{p}\left(\mathbb{R}_{+} \times \mathbb{R}\right) \tag{4.7}
\end{equation*}
$$

where $h\left(u, \gamma, \gamma_{x}\right)=u^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}$.
Multiplying Eq. (3.3) by $\eta^{\prime}\left(q_{\epsilon}\right)$, we get

$$
\begin{aligned}
\frac{\partial}{\partial t} \eta\left(q_{\epsilon}\right)+\frac{\partial}{\partial x}\left(u_{\epsilon} \eta\left(q_{\epsilon}\right)\right)= & q_{\epsilon} \eta\left(q_{\epsilon}\right)-\frac{1}{2} q_{\epsilon}^{2} \eta^{\prime}\left(q_{\epsilon}\right) \\
& +\left(u_{\epsilon}^{2}+\frac{1}{2} \gamma_{\epsilon}^{2}-\frac{1}{2} \pi_{\epsilon}^{2}-P_{1, \epsilon}\right) \eta^{\prime}\left(q_{\epsilon}\right)-\epsilon \partial_{x}\left(\eta^{\prime}\left(q_{\epsilon}\right) \partial_{x} q_{\epsilon}\right)-\epsilon \eta^{\prime \prime}\left(q_{\epsilon}\right)\left(\partial_{x} q_{\epsilon}\right)^{2}
\end{aligned}
$$

Note that $\left\{\sqrt{\epsilon} \partial_{x} q_{\epsilon}\right\}$ is uniformly bounded in $L^{2}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$ due to Theorem 2.1. Taking $\epsilon \rightarrow 0$, due to the convexity of $\eta$, by Lemma 4.1 and (4.6)-(4.7) we obtain that

$$
\begin{equation*}
\frac{\partial \overline{\eta(q)}}{\partial t}+\frac{\partial}{\partial x}(u \overline{\eta(q)}) \leqslant \overline{q \eta(q)}-\frac{1}{2} \overline{q^{2} \eta^{\prime}(q)}+\left(h\left(u, \gamma, \gamma_{x}\right)-P_{1}\right) \overline{\eta^{\prime}(q)} \tag{4.8}
\end{equation*}
$$

in the sense of distributions on $\mathbb{R}_{+} \times \mathbb{R}$, here $\bar{f}$ is the limit of $f_{\epsilon_{k}}$ in the sense of distributions on $\mathbb{R}_{+} \times \mathbb{R}$.
Using (3.3) and Lemmas 4.1-4.2, and letting $\epsilon \rightarrow 0$, we get

$$
\begin{equation*}
\frac{\partial q}{\partial t}+\frac{\partial}{\partial x}(u q)=\frac{1}{2} \overline{q^{2}}+h\left(u, \gamma, \gamma_{x}\right)-P_{1} \tag{4.9}
\end{equation*}
$$

in the sense of distributions on $\mathbb{R}_{+} \times \mathbb{R}$.
The next lemma contains a renormalized formulation of (4.9).
Lemma 4.3. For any $\eta \in C^{1}(\mathbb{R})$ with $\eta^{\prime}$ bounded, Lipschitz continuous on $\mathbb{R}$ and $\eta(0)=0$, we have

$$
\begin{equation*}
\frac{\partial \eta(q)}{\partial t}+\frac{\partial}{\partial x}(u \eta(q))=q \eta(q)+\left(\frac{1}{2} \overline{q^{2}}-q^{2}\right) \eta^{\prime}(q)+\left(h\left(u, \gamma, \gamma_{x}\right)-P_{1}\right) \eta^{\prime}(q) \tag{4.10}
\end{equation*}
$$

in the sense of distributions on $\left(\mathbb{R}_{+} \times \mathbb{R}\right)$, where $h\left(u, \gamma, \gamma_{x}\right)=u^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}$.
Proof. Denote $q^{\epsilon}(t, x):=\left(q(t, \cdot) * \phi_{\epsilon}\right)(x)$. According to Lemma II. 1 of [29], it follows from (4.9) that $q^{\epsilon}$ solves

$$
\begin{equation*}
\frac{\partial q^{\epsilon}}{\partial t}+u \frac{\partial q^{\epsilon}}{\partial x}=\left(-q^{2}+\frac{1}{2} \overline{q^{2}}\right)+\left(h\left(u, \gamma, \gamma_{x}\right)-\bar{P}\right) * \phi_{\epsilon}+\tau_{\epsilon} \tag{4.11}
\end{equation*}
$$

where the error $\tau_{\epsilon}$ tends to zero in $L_{l o c}^{1}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$. Multiplying (4.10) by $\eta^{\prime}\left(q^{\epsilon}\right)$, we get

$$
\begin{equation*}
\frac{\partial \eta\left(q^{\epsilon}\right)}{\partial t}+\frac{\partial}{\partial x}\left(u \eta\left(q^{\epsilon}\right)\right)=\left(\left(\frac{1}{2} \overline{q^{2}}-q^{2}\right) * \phi_{\epsilon}\right) \eta^{\prime}\left(q^{\epsilon}\right)+q \eta\left(q^{\epsilon}\right)+\left(\left(h\left(u, \gamma, \gamma_{x}\right)-\bar{P}\right) * \phi_{\epsilon}+\tau_{\epsilon}\right) \eta^{\prime}\left(q^{\epsilon}\right) \tag{4.12}
\end{equation*}
$$

Using the boundedness of $\eta, \eta^{\prime}$, we can send $\epsilon \rightarrow 0$ in (4.12) to obtain (4.11).
For the strong convergence of $\partial_{x} u_{\epsilon}$ we recall the following results.

Lemma 4.4. (See Appendix $C$ of [48].) Let $X$ be a separable reflexive Banach space and let $f^{n}$ be bounded in $L^{\infty}(0, T ; X)$ for some $T \in(0, \infty)$. We assume that $f^{n} \in C([0, T] ; Y)$ where $Y$ is a Banach space such that $X \hookrightarrow Y$, $Y^{\prime}$ is separable and dense in $X^{\prime}$. Furthermore, $\left(\phi, f^{n}(t)\right)_{Y^{\prime} \times Y}$ is uniformly continuous in $t \in[0, T]$ and uniformly in $n \geqslant 1$. Then $f^{n}$ is relatively compact in $C^{w}([0, T] ; X)$, the space of continuous functions from $[0, T]$ with values in $X$ when the latter space is equipped with its weak topology.

Remark 4.2. If the conditions which $f^{n}$ satisfies in Lemma 4.4 are replaced by the following conditions:

$$
f^{n} \in L^{\infty}(0, T ; X), \quad \partial_{t} f^{n} \in L^{p}(0, T ; Y) \quad \text { for some } p \in(1, \infty)
$$

and

$$
\left\|f^{n}\right\|_{L^{\infty}(0, T ; X)},\left\|\partial_{t} f^{n}\right\|_{L^{p}(0, T ; Y)} \leqslant C, \quad \forall n \geqslant 1
$$

then the conclusion of Lemma 4.4 holds true.
Lemma 4.5. There holds

$$
\begin{equation*}
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} q^{2}(t, x) d x=\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}} \overline{q^{2}}(t, x)=\int_{\mathbb{R}} u_{0, x}^{2}(x) d x \tag{4.13}
\end{equation*}
$$

Proof. By Lemma 4.1 and Theorem 2.1, for any $T>0$, we have $u_{\epsilon} \in L^{\infty}\left((0, T) ; H^{1}(\mathbb{R})\right), u_{\epsilon, t}$ uniformly bounded in $L^{\infty}\left((0, T) ; L^{2}(\mathbb{R})\right)$ and $u_{\epsilon} \in C\left([0, T] ; H^{1}(\mathbb{R})\right)$. Then in view of Lemma 4.4, Remark 4.2 and the proof of Lemma 4.1, we have that $\left\{u_{\epsilon}\right\}$ contains a subsequence, we denote again by $\left\{u_{\epsilon_{k}}\right\}$, which converges weakly in $H^{1}(\mathbb{R})$ uniformly in $t$. The limit function is $u$. This implies that $u$ is weakly continuous from $(0, T)$ into $H^{1}(\mathbb{R})$, i.e.

$$
u \in C^{w}\left([0, T] ; H^{1}(\mathbb{R})\right)
$$

Thus, we get

$$
q(t, \cdot) \rightharpoonup u_{0, x} \quad \text { in } L^{2}(\mathbb{R}) \text { as } t \rightarrow 0^{+}
$$

Therefore

$$
\liminf _{t \rightarrow 0^{+}} \int_{\mathbb{R}} q^{2}(t, x) d x \geqslant \int_{\mathbb{R}} u_{0, x}^{2} d x
$$

Similarly,

$$
\liminf _{t \rightarrow 0^{+}} \int_{\mathbb{R}} \gamma_{x}^{2}(t, x) d x \geqslant \int_{\mathbb{R}} \gamma_{0, x}^{2} d x
$$

Then we have

$$
\begin{equation*}
\liminf _{t \rightarrow 0^{+}} \int_{\mathbb{R}}\left(q^{2}(t, x)+\gamma_{x}^{2}(t, x)\right) d x \geqslant \int_{\mathbb{R}} u_{0, x}^{2}+\gamma_{0, x}^{2} d x \tag{4.14}
\end{equation*}
$$

On the other hand, from (2.3) we obtain

$$
\begin{aligned}
& \int_{\mathbb{R}}\left(u^{2}(t, x)+\overline{q^{2}}(t, x)+\gamma^{2}(t, x)+\gamma_{x}^{2}(t, x)\right) d x \\
& \quad \leqslant \liminf _{k \rightarrow \infty} \int_{\mathbb{R}}\left(\left(u_{\epsilon_{k}}\right)^{2}(t, x)+\left(u_{\epsilon_{k}, x}\right)^{2}(t, x)+\left(\gamma_{\epsilon_{k}}\right)^{2}(t, x)+\left(\gamma_{\epsilon_{k}, x}\right)^{2}(t, x)\right) d x \\
& \quad \leqslant \liminf _{k \rightarrow \infty} \int_{\mathbb{R}}\left(\left(u_{0}^{n_{k}}\right)^{2}(x)+\left(u_{0, x}^{n_{k}}\right)^{2}(x)+\left(\gamma_{0, \epsilon_{k}}\right)^{2}(x)+\left(\gamma_{0, \epsilon_{k}, x}\right)^{2}(x)\right) d x \\
& \quad=\int_{\mathbb{R}}\left(u_{0}^{2}+u_{0, x}^{2}+\gamma_{0}^{2}+\gamma_{0, x}^{2}\right) d x
\end{aligned}
$$

Again using the continuity of $u, \gamma$ and by Lemma 4.1, we have

$$
\lim _{t \rightarrow 0^{+}} \int_{\mathbb{R}}\left(u^{2}(t, x)+\gamma^{2}(t, x)\right) d x=\int_{\mathbb{R}}\left(u_{0}^{2}+\gamma_{0}^{2}\right) d x
$$

Hence

$$
\begin{equation*}
\limsup _{t \rightarrow 0^{+}} \int_{\mathbb{R}}\left(\overline{u_{x}^{2}}(t, x)+\gamma^{2}(t, x)\right) d x \leqslant \int_{\mathbb{R}}\left(u_{0, x}^{2}+\gamma_{0, x}^{2}\right) d x \tag{4.15}
\end{equation*}
$$

Clearly, by (4.5), (4.14)-(4.15) and Lemma 4.2, we get (4.13). This completes the proof of the lemma.
By (4.8), (4.10), Lemma 3.1, Lemmas 4.1-4.2 and Lemma 4.5, in view of $h\left(u, \gamma, \gamma_{x}\right) \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}\right)$, we can obtain the following result.

Lemma 4.6. Under the assumption of Theorem 1.1, there holds

$$
\begin{equation*}
q_{\epsilon}(t, x) \rightarrow q(t, x)=u_{x}(t, x) \quad \text { a.e. on } \mathbb{R}_{+} \times \mathbb{R} . \tag{4.16}
\end{equation*}
$$

The proof of Lemma 4.6 goes along the lines of the analogous results in [51] or [8], so, we omit here.
Proof of Theorem 1.1. By the above results we have

$$
\begin{aligned}
& p *\left(u_{\epsilon_{k}}^{2}+\frac{1}{2} u_{\epsilon_{k}, x}^{2}+\frac{1}{2} \gamma_{\epsilon_{k}}^{2}-\frac{1}{2} \gamma_{\epsilon_{k}, x}^{2}\right) \rightarrow p *\left(u^{2}+\frac{1}{2} u_{x}^{2}+\frac{1}{2} \gamma^{2}-\frac{1}{2} \gamma_{x}^{2}\right), \\
& p *\left(u_{\epsilon_{k}, x} \gamma_{\epsilon_{k}, x}\right) \rightarrow p *\left(u_{x} \gamma_{x}\right),
\end{aligned}
$$

and

$$
p *\left(u_{\epsilon_{k}}, x \gamma_{\epsilon_{k}}\right) \rightarrow p *\left(u_{x} \gamma\right),
$$

in the sense of distributions on $\mathbb{R}_{+} \times \mathbb{R}$. This implies that $z$ is a global weak solution of (1.1). This completes the proof of Theorem 1.1.
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