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Abstract

We apply the variational method and the blow-up analysis to the self-dual Chern–Simons–Higgs vortex equation on a flat torus to
obtain two solutions for certain values of the Chern–Simons constant. As the corresponding Chern–Simons constant tends to zero,
one of corresponding solutions converges to zero and the other blows up at only one point in the sense of Brezis–Merle provided
that the total number of vortex is greater than 2. Further, the below-up solution is of spike type and becomes a critical point of J+

ε

when the total number of vortex is greater than 3. As a consequence, we show the existence of the third solution for some periodic
configuration of vortices and some Chern–Simons constant.
© 2007 Elsevier Masson SAS. All rights reserved.

Résumé

Nous nous appliquons la méthode variationnelle et l’analyse d’explosion à l’équation auto-duale de vortex de Chern–Simons–
Higgs sur un tore plat pour obtenir deux solutions pour certaines valeurs de la constante de Chern–Simons. Lorsque la constante
correspondante de Chern–Simons tend vers zéro, une des solutions correspondantes converge vers zéro et l’autre solution explose
en seulement un point dans le sens de Brezis–Merle à condition que le nombre de vortex total soit plus grand que 2. De plus,
l’explosion est de type “pic” et, quand le nombre de vortex total est plus grand que 3, la solution est un point critique de J+

ε . Nous
en déduisons l’existence d’une troisième solution pour une certaine configuration périodique des vortex et une certaine constante
de Chern–Simons.
© 2007 Elsevier Masson SAS. All rights reserved.
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1. Introduction

The Chern–Simons–Higgs model is a (2 + 1) dimensional gauge model and it was proposed in [19,20] in an
attempt to explain the superconductivity of type II. Unlike the Abelian–Higgs (or Ginzburg–Landau) model, the
Chern–Simons–Higgs model admits vortices which is charged both electrically and magnetically and is known to
have two different type of solutions (see, for instance, [6,14,28] and references therein). Hence it has been studied
actively in the mathematical literature(see [5,29,32] and references therein).

The self-dual Chern–Simons–Higgs vortex equation on a flat 2-torus Ω can be written as follows;

�u = 1

ε2
eu

(
eu − 1

) +
k∑

j=1

4πmjδpj
in Ω. (1.1)

Here, 2ε > 0 is the Chern–Simons constant, mj ∈ N, pj ∈ Ω , and j = 1, . . . , k. The solution u of (1.1) is often called
a vortex solution and each pj (j = 1, . . . , k) is called a vortex point and mj the multiplicity of pj . The vortex points
are related to the (local) maximum point of the magnetic flux in the Chern–Simons–Higgs model.

Meanwhile, (1.1) can be thought as a formal perturbation of the mean field equation. Indeed, if we let w = u−2 ln ε

then (1.1) can be rewritten as

�w = −ew
(
1 − ε2ew

) +
k∑

j=1

4πmjδpj
in Ω. (1.2)

If ε = 0, (1.2) becomes the mean field equation. Indeed, when k = m1 = 1, it was proved by Tarantello [28] that (1.2)
admits a family of solutions converging to a solution of the mean field equation as ε tends to zero.

Denoting N = ∑k
j=1 mj and introducing v = u − u0,

�u0 =
k∑

j=1

4πmjδpj
− 4πN

|Ω| in Ω,

∫
Ω

u0 dx = 0,

we can equivalently write (1.1) in a more favorable form as follows;

�v = 1

ε2
eu0+v

(
eu0+v − 1

) + 4πN

|Ω| in Ω. (1.3)

A solution v of (1.3) is called of finite energy if v belongs to H 1. Indeed, it is well known that the corresponding
physical energy of the solution v is finite if v ∈ H 1 [5,29,32]. Thus, solutions of finite energy are indeed physically
meaningful in (1.3) and has been sought in the literature. It was first proved in [5] that there is a critical number
ε0 = ε0(mj ,pj ) > 0 such that if ε < ε0 then (1.3) admits a H 1 solution, and if ε > ε0 then (1.3) admits no H 1

solution. This phenomenon is called a vortex confinement and it also appears in the Abelian–Higgs model [30]. Later,
in [28], Tarantello showed that when ε < ε0, there exist at least two H 1 solutions to (1.3). This multiplicity result
was physically unexpected since the possible H 1 solutions of (1.3) have the same physical energy as well as the same
distribution of vortex provided that the configurations of mj and pj (j = 1, . . . , k) are the same. We remind that such
multiplicity does not happen in the Abelian–Higgs model by the uniqueness [30]. After that, naturally, the asymptotic
behavior of the multiple solutions has been studied on a torus as ε tends to 0 [24,25,28].

There are now many existence results for H 1-solutions of (1.3). By using the super-subsolution method, Caffarelli
and Yang [5] constructed a maximal solution ṽ in the sense that if v is another solution then v < ṽ. Asymptotics for
maximal solutions was obtained in [16–18]. It was also pointed out in [5,14,15,24,25,28] that (1.3) admits a variational
structure: every solution of (1.3) is a critical point of the associated functional

Fε(v) = 1

2
‖∇v‖2

L2(Ω)
+ 1

2ε2

∫
Ω

(
eu0+v − 1

)2
dx + 4πN

|Ω|
∫
Ω

v dx, v ∈ H 1(Ω).

Moreover, if we decompose in (1.3)

v = w + c, c = 1

|Ω|
∫

v dx,
Ω
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we get the following quadratic equation

e2c

∫
Ω

e2u0+2w dx − ec

∫
Ω

eu0+w dx + 4πNε2 = 0,

which implies that

w ∈Aε ≡
{
w ∈ H 1(Ω)

∣∣∣ ∫
Ω

w dx = 0,

(∫
Ω

eu0+w dx

)2

− 16πNε2
∫
Ω

e2u0+2w dx � 0

}
.

Thus we may have two different variational formulations:
For w ∈Aε , define a constant c±(w) by

ec±(w) =
∫
Ω

eu0+w dx ±
√

(
∫
Ω

eu0+w dx)2 − 16πNε2
∫
Ω

e2u0+2w dx

2
∫
Ω

e2u0+2w dx
, (1.4)

so that

Fε

(
w + c±(w)

) = J±
ε (w) + |Ω|

2ε2
− 2πN + 4πN ln

(
8πNε2),

where

J±
ε (w) = 1

2
‖∇w‖2

2 − 4πN ln
∫
Ω

eu0+w dx − 4πN

1 ∓ √
1 − ε2B(w)

− 4πN ln
(
1 ∓

√
1 − ε2B(w)

)
,

B(w) = 16πN

∫
Ω

e2u0+2w dx
/(∫

Ω

eu0+w dx

)2

.

Once we find a critical point w± ∈Aε of J±
ε then w± + c±(w±) is a solution of (1.3). In particular, if wε is an interior

infimum of J+
ε then wε + c+(wε) is a local minimum of Fε . If wε is an interior infimum of J−

ε , then wε + c−(wε)

is a saddle point of Fε . See [5,15,24,25,28] for details. The merit of this variational formulation is in analyzing the
asymptotic behavior of solutions. In fact, in the case of N = 1, the Moser–Trudinger inequality enables us to find
two interior infimum wε± ∈ Aε for ε > 0 sufficiently small [5,28]. Moreover, in this case, wε− is uniformly bounded
in H 1 [28], and consequently, along a subsequence, u0 + wε− converges to a solution of the mean field equation as
ε → +0. It is also proved in [15,24,25] that if N = 2, both J+

ε and J−
ε attain global minimizers in the interior of Aε .

For this case, convergence to the solution of the mean field equation is not known [24,25].
For the case N � 3, it was proved in [14] by the heat flow method that for ε > 0 sufficiently small, (1.3) admits

at least two solutions v1,ε and v2,ε such that v1,ε → −u0 and u0 + v2,ε → −∞ pointwisely almost everywhere as
ε → 0. However, asymptotics for solutions of (1.3) are not completely known for N � 2. We refer to [9,25] for this
topic.

In this paper, we consider asymptotics of solutions of (1.1) when N � 3. We construct two kinds of solutions for
(1.1) by the variational method for some values of Chern–Simons constant. One kind of solutions converges to 0 as ε

tends to zero. This solutions become the maximal solutions when ε is small enough. The other kind of solutions blows
up at a single point in the sense of Brezis–Merle as ε tends to zero. In particular, the blow-up solution we find is of
spike type, that is, the maximum values of the exponential of the solutions remain bounded and the solutions converge
to zero except the maximum point as the Chern–Simons constant tends to zero. Similar kind of spike solutions has
been dealt with in the different area (see, for example [3,23,31] and references therein). Furthermore, when N > 3,
it turns out that the blow-up solution is a critical point of the functional J+

ε . It is well known [28] that, for ε > 0
sufficiently small, the maximal solution is a critical point of J+

ε . Therefore, it indicates that when N > 3, J+
ε may

have more than one critical point and the structure of the solution space of (1.3) might be complicated. As a corollary
of our main theorem, in the case that the distribution of the vortex points are periodic in a torus, we can show that
there are solutions blowing up at several points in the sense of Brezis–Merle. Moreover, if the vortex points are
distributed periodically with multiplicity 1 or 2, we show that there are at least three solutions for certain values of the
Chern–Simons constant. In this respect, under the periodic distribution of single vortex, (1.1) shows all possibilities
of Brezis–Merle type alternatives.
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This paper is organized as follows. In Section 2, we find solutions for (1.3) for certain values of ε by variational
method. In Section 3, we present our main result, the asymptotics as ε → 0 of the solutions we find using the results
in Section 4. In Section 4, we develop typical blow-up alternatives for (1.2) following [1,2,4,24,25], which is used in
Section 3.

2. Existence

Throughout this paper, we fix some notations and definitions. We let Z = {p1, . . . , pk} ⊂ Ω the set of vortex
points, mj the multiplicities of the vortex points pj , N = ∑

j mj � 1 as before. We also let G the Green function for
Ω satisfying

−�xG(x, y) = δy − 1

|Ω| , x, y ∈ Ω, and
∫
Ω

G(x,y) dx = 0

and γ (x, y) = G(x,y) + 1
2π

ln |x − y| be the regular part of the Green function. It is obvious that u0(x) =
−∑k

j=1 4πmjG(x,pj ). Finally, we denote

H 1
# =

{
v ∈ H 1(Ω)

∣∣∣ ∫
Ω

v dx = 0

}
,

J (v) = 1

2
‖∇v‖2

2 − 4πN ln
∫
Ω

eu0+v dx for v ∈ H 1
# ,

B(v) = 16πN

∫
Ω

e2u0+2v dx

(
∫
Ω

eu0+v dx)2
for v ∈ H 1(Ω).

We also present the Green representation formula for a solution v of (1.3)

v = 1

|Ω|
∫
Ω

v(y)dy +
∫
Ω

ε−2G(x,y)
(
eu0+v − e2u0+2v

)
(y) dy. (2.1)

We note that for every v ∈ H 1
# , B(v) � 16πN/|Ω| by the Hölder inequality. In fact, it is easy to show that, for any

t > 16πN/|Ω|, the set

S(t) = {
v ∈ H 1

# | B(v) = t
}

is nonempty and thus weakly closed in H 1
# by the Trudinger embedding theorem. Now, we borrow the following

lemma from [24,25] to proceed.

Lemma 2.1. For every v ∈ H 1
# and 0 < τ � 1,

∫
Ω

eu0+v dx �
(

B(v)

16πN

) 1−τ
τ

(∫
Ω

eτ(u0+v) dx

) 1
τ

. (2.2)

This lemma could be shown by the Hölder inequality. For the sake of convenience, we denote J (t) ≡ infv∈S(t) J (v)

from now on.

Lemma 2.2. For any t > 16πN/|Ω|, J (v) attains the infimum on S(t) and J (t) is continuous with respect to t >

16πN/|Ω|.
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Proof. Let v ∈ S(t). Taking τ = 1/N in (2.2) and using the Moser–Trudinger inequality, we have∫
Ω

eu0+v dx � CtN−1
(∫

Ω

e
1
N

(u0+v) dx

)N

� CtN−1 exp

(
1

16πN
‖∇v‖2

2

)
.

This implies that

J (v) � 1

4
‖∇v‖2

2 − 4πN(N − 1) ln t − C. (2.3)

Thus, J is coercive on S(t) and attains the infimum on S(t). Now let vt be a minimizer of J on S(t). By direct
calculation,

B ′(vt )ϕ = 2B(vt )

(∫
Ω

e2u0+2vt ϕ dx∫
Ω

e2u0+2vt dx
−

∫
Ω

eu0+vt ϕ dx∫
Ω

eu0+vt dx

)
for ϕ ∈ H 1. (2.4)

Hence, B ′(vt ) �= 0. Choose ϕ ∈ H 1 such that B ′(vt )ϕ = 1. Then, applying the implicit function theorem to the function
a → B(vt + aφ), we get ε0 > 0 and

a : (−ε0, ε0) → R,
da

dε

∣∣∣∣
ε=0

= 1 (2.5)

such that B(vt + a(ε)ϕ) = t + ε for ε ∈ (−ε0, ε0). Thus,

J (t + ε) � J (vt + a(ε)ϕ) → J (vt )

as ε → 0 by the continuity of J (v). That is, lim supε→0 J (t + ε) � J (t). Similar argument replacing vt with vt+ε

gives J (t) � lim infε→0 J (t + ε), which shows the continuity. �
Lemma 2.3. J (t) = −2πN(N − 2) ln t + O(1) for N � 2 as t → ∞.

Proof. Let v ∈ S(t). As in Lemma 2.2, we plug τ = 2/N � 1 into (2.2) to have∫
Ω

eu0+v dx � Ct
N−2

2

(∫
Ω

e
2
N

(u0+v) dx

)N
2

� Ct
N−2

2 exp

(
1

8πN
‖∇v‖2

2

)
. (2.6)

Then, (2.6) implies that

J (v) � −2πN(N − 2) ln t − C.

We show that the growth rate −2πN(N − 2) is sharp in the above inequality. Without loss of generality, we may
assume that u0 attains a maximum at the origin. Fix a constant r > 0 such that the ball B2r (0) ⊂ Ω . Let χ ∈ C∞

0 (R2)

be a cut-off function such that χ ≡ 1 on Br(0), and χ ≡ 0 on [B2r (0)]c . Consider the test function

ϕε(x) = −χ(x) ln
(|x|2 + ε2)N

, ε > 0. (2.7)

It is easily checked that as ε → 0,

‖∇ϕε‖2
2 =

∫
4N2|x|2

(|x|2 + ε2)2
dx + O(1) = 8πN2 ln

1

ε
+ O(1),
|x|�r
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∫
Ω

eu0+ϕε dx =
∫

|x|�r

eu0(x)

(|x|2 + ε2)N
dx + O(1)

=
∫

|y|�r/ε

ε2−2Neu0(εy)

(|y|2 + 1)N
dy + O(1) = Cε2−2N + O(1),

∫
Ω

e2u0+2ϕε dx =
∫

|x|�r

e2u0(x)

(|x|2 + ε2)2N
dx + O(1)

=
∫

|y|�r/ε

ε2−4Ne2u0(εy)

(|y|2 + 1)2N
dy + O(1) = Cε2−4N + O(1),

and
∫
Ω

ϕε dx = O(1). Let ϕ̄ε = ϕε − 1
|Ω|

∫
Ω

ϕε dx ∈ H 1
# . Since 0 is a maximum point of u0, we have |eu0(εy)−eu0(0)| �

Cε2|y|2 for |y| � r/ε and hence

B(ϕ̄ε) = B(ϕε) = 16πN
Cε2−4N + O(1)

(Cε2−2N + O(1))2
= C0ε

−2 + O(1).

Thus, for t sufficiently large, we can choose ε ∼ √
C0/t > 0 such that t = B(ϕε). Then

inf
B(v)=t

J (v) � J (ϕ̄ε) � −4πN(N − 2) ln
1

ε
+ C � −2πN(N − 2) ln t + C

as t → ∞. �
For a constant μ > 0, we define a functional Iμ :H 1

# → R by

Iμ(v) = J (v) + B(v)

μ
. (2.8)

Lemma 2.4. For each μ > 0, Iμ is coercive in H 1
# and there exists a global minimizer of Iμ.

Proof. As in Lemma 2.2, we set τ = 1/N in (2.2) and repeat the calculation. Then, for all v ∈ H 1
# ,

Iμ(v) � 1

4
‖∇v‖2

2 − 4πN(N − 1) lnB(v) + B(v)

μ
− C

� 1

4
‖∇v‖2

2 + inf
t>16πN/|Ω|

[
(t/μ) − 4πN(N − 1) ln t

] − C

� 1

4
‖∇v‖2

2 − 4πN(N − 1) lnμ − C,

where C depends only on Ω and Z . Thus Iμ is bounded from below and coercive in H 1
# . Since Iμ is lower semi-

continuous, there exists a minimizer for each μ > 0. �
For each μ > 0, let vμ ∈ H 1

# be a minimizer of Iμ. By the Lagrange multiplier theorem, the variational equation
for Iμ is given by

�vμ = 2

μ
B(v μ)

e2u0+2v μ∫
Ω

e2u0+2v μ dx
−

(
4πN + 2

μ
B(v μ)

)
eu0+vμ∫

Ω
eu0+v μ dx

+ 4πN

|Ω| on Ω. (2.9)

Lemma 2.5. B(v μ) is strictly increasing with respect to μ. Furthermore, when N � 3, there exist two constants
C1,C2 > 0 depending only on Ω and Z such that C1μ � B(v μ) � C2μ for μ sufficiently large.
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Proof. First, given μ1 > μ2 > 0,

Iμ1( v μ1
) � Iμ1( v μ2

) = Iμ2( v μ2
) +

(
1

μ1
− 1

μ2

)
B(v μ2

)

� Iμ2( v μ1
) +

(
1

μ1
− 1

μ2

)
B(v μ2

)

by the minimizing property of vμ. However,

Iμ1( v μ1
) − Iμ2( v μ1

) =
(

1

μ1
− 1

μ2

)
B(v μ1

).

From this, we deduce that B(v μ) is monotonically increasing with respect to μ. Since the equality holds only when
Iμ1( v μ1

) = Iμ1( v μ2
), the equality implies that vμ2

is a minimizer of both Iμ1 and Iμ2 . But then, for any φ ∈ H 1
# ,

B ′( v μ2
)φ = μ1μ2

μ2 − μ1
(I ′

μ1
− I ′

μ2
)( v μ2

)φ = 0,

which is a contradiction by (2.4). Therefore, B(v μ) is strictly increasing and vμ1
�= vμ2

if μ1 �= μ2.
Next, when N � 3,

Iμ( vμ) � inf
B(v)=μ

Iμ(v) = inf
B(v)=μ

J (v) + 1 � −2πN(N − 2) lnμ + C

for μ sufficiently large by Lemma 2.3. On the other hand, (2.6) implies that

Iμ( vμ) = J (v μ) + B(v μ)

μ
� −2πN(N − 2) ln

(
B(v μ)

μ

)
+ B(v μ)

μ
− 2πN(N − 2) lnμ − C.

Consequently, it follows that

B(v μ)

μ
− 2πN(N − 2) ln

(
B(v μ)

μ

)
� C

for μ sufficiently large. Then, we have C1 < B(v μ)/μ < C2 for some C1, C2 > 0 from the asymptotics of the function
t → t − 2πN(N − 2) ln t . �
Theorem 2.1. Let N � 3, v μ be a minimizer of Iμ as before, and

ε = εμ ≡
√

8πN

μ

(
2πN + B(v μ)

μ

)−1

(2.10)

for some μ > 0. Then, there exist a solution uμ ∈ H 1 for (1.3) with ε = εμ. Furthermore, B(uμ) → ∞ as μ → ∞
and

lim
μ→0

εμ = lim
μ→∞ εμ = 0.

Proof. By Lemma 2.4 and 2.5, for any μ > 0, there exists vμ satisfying (2.9). Let us define cμ ∈ R and uμ ∈ H 1(Ω)

by

cμ = ln

∫
Ω

eu0+v μ dx∫
Ω

e2u0+2v μ dx
+ ln

(
B(v μ)

2πNμ + B(v μ)

)
, (2.11)

uμ = vμ + cμ. (2.12)

Then, by direct calculation, uμ is a solution of (1.3) with ε = εμ. Since C1μ < B(v μ) < C2μ for large enough μ and
B(uμ) = B(v μ), it follows from (2.10) that

lim εμ = lim
μ→∞ εμ = 0, lim

μ→∞B(uμ) = ∞. �

μ→0
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It is easily checked that uμ ∈ H 1 is a critical point of Fε with ε = εμ, and cμ = (1/|Ω|) ∫
Ω

uμ dx. Then cμ =
c+( v μ) or cμ = c−( v μ), where c± is defined in (1.4). We will prove in Section 3 that cμ = c+( v μ) for μ sufficiently
large and N > 3, and consequently, v μ is a critical point of J+

ε with ε = εμ.

3. Asymptotics of the solutions

In this section, we study the asymptotic behavior of uμ = vμ + cμ as μ → 0 and μ → ∞. We first present some
preliminary facts.

Lemma 3.1. Let u ∈ H 1 be a solution of (1.1). Then, u = v + u0 � 0 and∫
Ω

1

ε2
eu

(
1 − eu

) = 4πN.

The lemma is well known (see, for example, [5,29]) and can be shown simply by the maximum principle. Now, we
consider (1.1) on the whole of R

2 when the distribution of vortex points, Z = {0}.

Lemma 3.2. Let m be a nonnegative integer, and u be a (smooth) solution of the following equation

�u = eu
(
eu − 1

) + 4πmδp=0 in R
2. (3.1)

If eu(eu − 1) ∈ L1(R2), either

(i) u(x) → 0 as |x| → ∞, or
(ii) u(x) = −β ln |x| + O(1) near ∞, where

β = −2m + 1

2π

∫
R2

eu
(
1 − eu

)
dx.

Assume that u satisfies the boundary condition (ii). Then we have∫
R2

e2u dx = π
(
β2 − 4β − 4m2 − 8m

)
and

∫
R2

eu dx = π
(
β2 − 2β − 4m2 − 4m

)
. (3.2)

In particular,
∫

R2 eu(1 − eu) dx > 8π(1 + m).

Proof. This lemma might be well-known. But since we cannot find its’ proof in the literature, we present the sketch
of the proof here following the argument in [12]. Since eu(eu − 1) ∈ L1(R2), the argument of [4] implies that u is
bounded from above and u ∈ Cloc(R

2\{0}). Moreover, by [12], u(x) = −β ln |x| + O(1) near ∞ for some constant
β ∈ R and u = 2m ln |x|+O(1) near the origin. Then it follows from the L1-condition and elliptic estimates that either
β = 0 or β > 2. In the case that β = 0, we arrive at (i) by the L1-condition. In the case that β > 2, we further have
∇u(x) = −β x

|x|2 + o(|x|−1) near ∞ by [12]. Multiplying (3.1) by x · ∇u and integrating on the domain Σ = {x | r <

|x| < R}, we obtain∫
∂Σ

[
1

2
(x · ν)|∇u|2 − (x · ∇u)(ν · ∇u) + (x · ν)

(
1

2
e2u − eu

)]
dσ =

∫
Σ

(
e2u − 2eu

)
dx.

Letting r → 0 and R → ∞, we obtain
∫

R2(2eu − e2u) dx = π(β2 − 4m2). Meanwhile, integrating (3.1) on Σ and
letting r → 0 and R → ∞, we have

∫
R2(e

u − e2u) dx = π(4m + 2β). Thus, (3.2) immediately follows. Then the first
identity in (3.2) implies that β > 2m + 4, which in turn implies that ‖eu(eu − 1)‖L1(R2) > 8π(1 + m). �

If u is a solution of (3.1) with m = 0 and eu(eu − 1) ∈ L1(R2), we further have the following lemma due to
[7,10,27].



K. Choe, N. Kim / Ann. I. H. Poincaré – AN 25 (2008) 313–338 321
Lemma 3.3. Let u be a solution of (3.1) with m = 0 and eu(eu − 1) ∈ L1(R2). Then, u is radially symmetric and
smooth. Let u(r; s) be the radial solution of (3.1) such that limr→0 u(r; s) = s and limr→0 ur(r; s) = 0. Then we
further obtain

(a) u( · ;0) = 0,
(b) If s < 0, u(r; s) → −∞ as r → ∞,
(c) If s > 0, u(r; s) blows up at some r = r(s) > 0.

Moreover, if we define a function ξ0 : (−∞,0) → R+ = (0,∞) by

ξ0(s) =
∞∫

0

eu(r;s)(1 − eu(r;s))r dr (3.3)

then lims→0− ξ0(s) = ∞, lims→−∞ ξ0(s) = 4, and ξ0 is continuously differentiable and strictly increasing on the
interval (−∞,0).

The following is an analogy of the Brezis–Merle type alternatives [1,2,4,24,25] for (1.3). It is not only interesting
in itself but also will be used frequently in this section.

Theorem 3.1. Let vε , ε → 0 be a sequence of solutions of (1.3). Then, up to subsequences, one of the following holds
true:

(i) vε → −u0 in Cloc(Ω\Z), or
(ii) vε − 2 ln ε is bounded uniformly in C0(Ω), or

(iii) lim supε supΩ(u0 +vε) < 0 and there exist a nonempty finite set S = {q1, . . . , ql} ⊂ Ω and l number of sequences
of points xj,ε → qj , j = 1, . . . , l such that

(vε − 2 ln ε)(xj,ε) → ∞
for any j = 1, . . . , l and vε − 2 ln ε → −∞ uniformly on any compact subset of Ω\S . Moreover,

1

ε2
eu0+vε

(
1 − eu0+vε

) →
∑

αj δqj
, αj � 8π

in the sense of measure.

The proof of the above theorem is a bit technical, so we postpone it to Section 4.
In view of the above theorem, we define the blow-up solutions for (1.2) as follows.
For a sequence of solutions {wε} of (1.2), if there exist q ∈ Ω and xε ∈ Ω satisfying

wε(xε) → ∞, xε → q

as ε → 0, we call {wε} blow-up solutions of (1.2) following Brezis–Merle [4]. Also, we call q a blow-up point and
call the collection of all blow-up points of {wε} the blow-up set for {wε}.

Now, we consider the asymptotics when μ → 0.

Lemma 3.4. Let vμ be as in Section 2. B(v μ) converges to 16πN/|Ω| as μ → 0.

Proof. Given any δ > 0, let ϕ be a smooth function such that B(ϕ) < 16πN/|Ω| + δ. Then (2.3) implies that

B(v μ)

μ
− 4πN(N − 1) lnB(v μ) − C � Iμ( v μ) � Iμ(ϕ) = J (ϕ) + B(ϕ)

μ
,

which in turn implies that

B(v μ) − 4πN(N − 1)μ lnB(v μ) � B(ϕ) + Cμ.
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Since B(v μ) is monotone by Lemma 2.5, letting μ → 0 in the above inequality, we get

lim sup
μ→0

B(v μ) � B(ϕ) < 16πN/|Ω| + δ.

However, B(v μ) � 16πN/|Ω| and δ > 0 is arbitrary, Lemma 3.4 immediately follows. �
The following theorem tells that {u0 + uμ} satisfies the first alternative in Theorem 3.1 as μ → 0.

Theorem 3.2. ‖u0 + uμ‖L∞(K) → 0 as μ → 0 for any compact subset K of Ω\Z .

Proof. We argue by contradiction, and suppose that there exists a sequence of μ’s (still denoted by μ) such that
μ → 0 and {u0 + uμ} does not satisfy the alternative (i) in Theorem 3.1. Let εμ as in (2.10). Then uμ − 2 ln εμ is a
solution of the following equation.

�v = −eu0+v
(
1 − ε2eu0+v

) + 4πN

|Ω| .

If (ii) of Theorem 3.1 is the case, RHS of the above equation is uniformly bounded. Thus, by the elliptic theory, we
arrive that uμ − 2 ln εμ converges uniformly to a smooth function φ up to subsequences. Then, B(v μ) = B(uμ −
2 ln εμ) → B(φ). However, B(φ) > 16πN/|Ω| for any smooth φ, which contradicts Lemma 3.4.

If (iii) of Theorem 3.1 is the case, there exists a blow-up set S = {q1, . . . , ql} and euμ−2 ln εμ → 0 in C0
loc(Ω\S) up

to subsequences. Thus, denoting wμ = u0 + uμ − 2 ln εμ, for any r > 0 small enough,∫
Ω

ewμ =
∫

⋃
Br (qi )

ewμ + o(1) � Cr

( ∫
⋃

Br(qi )

e2wμ

)1/2

+ o(1) � Cr

(∫
Ω

e2wμ

)1/2

+ o(1).

But then, since ‖ewμ‖L1(Ω) � 4πN by Lemma 3.1,

B(v μ) = 16πN

∫
Ω

e2wμ

(
∫
Ω

ewμ)2
� C/r2

as μ → 0. Taking r small enough, we are led to a contradiction. Theorem 3.2 is proved. �
The following theorem follows from the uniqueness of the solution of (1.1) near the maximal solutions in [13].

Theorem 3.3. For μ > 0 sufficiently small, the function μ → B(v μ) is continuous and {uμ} becomes the continuous
family of maximal solutions. Thus, there exists a constant μ0 > 0 such that if ε = εμ for some μ > μ0, we have two
solutions for (1.1).

Proof. By Lemma 3.2 and [13], when μ > 0 is small enough, uμ must be the maximal solution of (1.3) for ε = εμ.
Therefore, there exists a constant μ1 such that the mappings μ → B(v μ) and μ → εμ are (single-valued) continuous
for μ < μ1. Then, by Theorem 2.1, there always exists μ < μ1 for any ε < εμ1 such that εμ = ε. Meanwhile, there
exists μ0 � μ1 such that εμ0 < εμ1 by Theorem 2.1. Consequently, if ε = εμ with μ > μ0, we have two solutions
for (1.1), one with μ < μ1 and the other with μ > μ0. �

We now concentrate on the other situation, μ → +∞. In this case, Lemma 2.5 imply that either (ii) or (iii) of
Theorem 3.1 is the case and thus there is a constant ν = ν(Ω,Z) > 0 such that

sup
μ>1

sup
Ω

(u0 + uμ) � −ν. (3.4)

It will turn out that (iii) of Theorem 3.1 holds in this case. Moreover, the blow-up set consists of a single point q ,
which should be a maximum point of u0. To prove it, we need the following lemma dealing with a special case of (iii)
of Theorem 3.1, blow-up away from the vortex points.
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Lemma 3.5. Let wε = vε −2 ln ε be the blow-up sequence in (iii) of Theorem 3.1 and qj , αj as in (iii) of Theorem 3.1.
Assume that qj /∈ Z . Then, given r > 0 small enough, there exist a constant C > 0 and a sequence of points {xε} ⊂
Br(qj ) with the property that

wε(xε) = max
|x−qj |�r

wε(x) → ∞ as ε → 0 (3.5)

and

max
|x−qj |�r

(
wε(x) + 2 ln |x − xε |

)
� C. (3.6)

Moreover, for any sequence {Rε} such that Rε → ∞,

lim
ε→0

∫
|y−xε |�Rεsε

ewε
(
1 − ε2ewε

)
(y) dy = αj (3.7)

where sε = exp[− 1
2wε(xε)].

Proof. See Section 4. �
Now, we are ready to show our main result.

Theorem 3.4. Assume that N � 3 and uμ, vμ as before.

(i) As μ → ∞, along a subsequence, uμ − 2 ln εμ → −∞ uniformly on any compact set K ⊂ Ω\{q} for some
q ∈ Ω , and

1

ε2
μ

eu0+uμ
(
1 − eu0+uμ

) → 4πNδq in the sense of measure.

Furthermore, u0(q) = maxΩ u0.

(ii) limμ→∞
B(v μ)

μ
= 2πN(N − 2).

(iii) vμ is a critical point of the functional J+
ε with ε = εμ provided that N > 3 and μ is sufficiently large.

Proof. We first show (i). We break it into several steps.
Step 1. maxΩ(uμ − 2 ln εμ) → ∞, and hence ‖∇uμ‖2 → ∞.
If not, there would be a sequence(still denoted by μ) such that μ → ∞ and maxΩ(uμ − 2 ln εμ) � C for some

constant C > 0. Then case (ii) of Theorem 3.1 must hold true. That is, along a subsequence, {uμ − 2 ln εμ} is bounded

in C0(Ω). It follows that B(v μ) = B(uμ − 2 ln εμ) � C, which contradicts Lemma 2.5 and shows Step 1. Step 1
implies that case (iii) of Theorem 3.1 holds true for uμ. In particular, we obtain that ‖∇uμ‖2 → ∞.

Step 2. |S| = 1.
We argue by contradiction, and suppose that, there is a sequence still denoted by uμ which blows up at more

than two points. Let S = {q1, . . . , ql} be the blow-up set for uμ with l � 2. We take a small constant r > 0 such that
B2r (qi)’s are mutually disjoint. It follows from Theorem 3.1 and Green’s representation formula (2.1) that

vμ =
∫
Ω

1

ε2
μ

G(x, y)
(
eu0+uμ − e2u0+2uμ

)
(y) dy

and

vμ →
l∑

i=1

αiG(x, qi), αi � 8π (3.8)

in C1
loc(Ω\S). In particular, vμ is bounded in C1(Ω\⋃l

i=1 Br(qi)). Moreover, Theorem 3.1 imply that there is a
positive constant c0 independent of μ such that

c0 �
∫

1

ε2
μ

eu0+uμ dx <
1

c0
.

Br (qi )
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Since uμ = vμ + cμ,

c2
0

∫
Br(qi )

eu0+v μ dx �
∫

Br(qj )

eu0+v μ dx � 1

c2
0

∫
Br(qi )

eu0+v μ dx (3.9)

for all 1 � i < j � l. Note also that ‖eu0+vμ‖L1(Ω) → ∞ by (3.8). Thus, together with (3.8) and (3.9), we have

ln
∫

Br(qi )

eu0+v μ dx = ln
∫
Ω

eu0+vμ dx + O(1) (3.10)

for all 1 � i � l.
For i = 1, . . . , l, we let χi be a smooth function such that χi = 1 on Br(qi), 0 � χi � 1, and χi = 0 outside B2r (qi).

Set ϕj,μ = χjvμ for j = 1, . . . , l. It follows from (3.9) that

B(ϕj,ε)

μ
� C

μ

∫
Ω

e2u0+2ϕj,μ dx

(
∫
∪Br(qi )

eu0+ϕj,μ dx)2
� C

μ

∫
Ω

e2u0+2v μ dx + 1

(
∫
Ω

eu0+v μ dx)2
� C

μ

(
B(v μ) + 1

)
� C.

Then (3.10) implies that

Iμ( vμ) =
l∑

i=1

1

2
‖∇vμ‖2

L2(Br (qi ))
− 4πN ln

∫
Ω

eu0+v μ dx + O(1)

=
l∑

i=1

1

2
‖∇vμ‖2

L2(Br (qi ))
− 4πN ln

∫
Br(q1)

eu0+v μ dx + O(1)

=
l∑

i=1

Iμ(ϕi,μ) + 4πN

l∑
i=2

ln
∫

Br (qi )

eu0+v μ dx + O(1)

� lIμ( v μ) + 4πN

l∑
i=2

ln
∫

Br(qi )

eu0+v μ dx + O(1). (3.11)

Subsequently,

Iμ( vμ) � −4πN

l − 1

l∑
i=2

ln
∫

Br (qi )

eu0+v μ dx + O(1) � −4πN ln
∫
Ω

eu0+v μ dx + O(1),

which means that ‖∇vμ‖2
2 is uniformly bounded for μ > 1. This contradicts Step 1.

Step 3. The blow-up set is disjoint with Z .
We argue by contradiction, and suppose that a subsequence of uμ(still denoted by uμ) which blows up at p ∈Z .

Given any δ > 0, fix a constant r > 0 small enough such that eu0(x) � δ for x ∈ Br(p). For 0 < τ < 1 and μ suffi-
ciently large, (iii) of Theorem 3.1 and the Moser–Trudinger inequality imply that∫

Ω

eτ(u0+v μ) dx = (
1 + o(1)

) ∫
Br(p)

eτ(u0+v μ) dx � δτ
(
1 + o(1)

) ∫
Br(p)

eτv μ dx

� δτ
(
1 + o(1)

)∫
Ω

eτv μ dx � Cδτ exp

[
τ 2

16π
‖∇vμ‖2

2

]
.

Set τ = 2/N . Then (2.2) and Lemma 2.5 imply that

Iμ( vμ) � −2πN(N − 2) lnB(v μ) − 4πN ln δ − C,

which contradicts Lemma 2.3 if δ > 0 is sufficiently small.
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Step 4. The blow-up point is a maximal point of u0.
We argue by contradiction again. Suppose that q is the blow-up point for a sequence of solutions uμ and u0(q) <

maxΩ u0. Let q∗ be a maximum point of u0, xμ → q be a maximum point of vμ, and v∗
μ(x) = vμ(x + xμ − q∗). Let

δ > 0 be a small constant. Since q �∈ Z and xμ → q ,∫
Ω

eu0+v∗
μ dx =

∫
Ω

eu0(x+q∗−xμ)+v μ(x) dx =
∫

Bδ(q)

eu0(x+q∗−xμ)−u0(x)eu0+vμ dx + O(1)

= (
eu0(q

∗)−u0(q) + O(δ)
) ∫
Bδ(q)

eu0+v μ dx + O(1)

= (
eu0(q

∗)−u0(q) + O(δ)
) ∫
Ω

eu0+v μn dx + O(1)

as μ → +∞. Similarly, we obtain∫
Ω

e2u0+2v∗
μ dx = (

e2u0(q
∗)−2u0(q) + O(δ)

)∫
Ω

e2u0+2v μ dx + o(1)

as μ → +∞. Then it follows that

B(v∗
μ)

μ
= 16πN

μ

∫
Ω

e2u0+2v∗
μ dx

(
∫
Ω

eu0+v∗
μ dx)2

= B(v μ)

μ

(
1 + O(δ)

) + o(1),

and consequently, as μ → +∞,

Iμ(v∗
μ) = 1

2
‖∇v∗

μ‖2
2 − 4πN ln

∫
Ω

eu0+v∗
μ dx + B(v∗

μ)

μ

= 1

2
‖∇vμ‖2

2 − 4πN ln
[(

eu0(q
∗)−u0(q) + O(δ)

)
Cμ + o(1)

] + (
1 + O(δ)

)B(v μ)

μ
+ o(1)

= Iμ( vμ) − 4πN
(
u0(q

∗) − u0(q) + O(δ)
) + o(1) < Iμ(v μ) = inf Iμ

if we choose δ small enough. This yields a contradiction and (ii) is proved.
We now prove (ii). Let xμ be a maximum point of vμ, q be the only blow-up point of uμ − 2 ln εμ, and

sμ = exp

[
−1

2

(
vμ(xμ) − ln

∫
Ω

eu0+v μ dx

)]
.

It is obvious that xμ → q . Recall that uμ = vμ + cμ where cμ is defined in (2.11).
For simplicity, we let tμ = B(v μ)/μ. Then it follows from (2.10) that

ε2
μ

s2
μ

= 8πN

μs2
μ(2πN + tμ)2

= euμ(xμ)

4πN + 2tμ
. (3.12)

In particular,

−2 ln sμ + ln(4πN + 2tμ) = uμ(xμ) − 2 ln εμ → ∞.

Lemma 2.5 implies that ln(4πN + 2tμ) is bounded. Consequently, sμ → 0 as μ → ∞.
We let

ϕμ(x) = v μ(sμx + xμ) − vμ(xμ)

for x ∈ Ωμ = {x | sμx + xμ ∈ Ω}. Then ϕμ satisfies

−�ϕμ = (4πN + 2tμ)eu0(sμx+xμ)+ϕμ − 32πN

μs2
e2u0(sμx+xμ)+2ϕμ − 4πNs2

μ

|Ω| in Ωμ.

μ
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Since uμ(xμ) < −ν for some constant ν = ν(Z,Ω) > 0, (3.12) implies that

32πN

μs2
μ

eu0(sμx+xμ)+ϕμ(x) � 32πN

μs2
μ

e−ν−uμ(xμ) = e−ν(4πN + 2tμ).

In particular, 32πN/(μs2
μ) � e−u0(xμ)−ν(4πN + 2tμ).

Since ϕμ � ϕμ(0) = 0, it follows from Harnack’s inequality that ϕμ is bounded in C0
loc(R

2). Passing to subse-
quences, we may assume that tμ → t for some constant t > 0, 32πN/(μs2

μ) → c2
0 for some constant c0 � 0, and ϕμ

converges in C2
loc(R

2) to a function ϕ∗ satisfying

−�ϕ∗ = eu0(q)+ϕ∗((4πN + 2t) − c2
0e

u0(q)+ϕ∗) in R
2,

c2
0e

u0(q)+ϕ∗ � e−ν(4πN + 2t).

By making use of the diagonal process, we can choose a sequence Rμ → ∞ such that ‖ϕμ −ϕ‖C2(BRμ) → 0. Then
it follows from (3.7) in Lemma 3.5 that∫

R2

eu0(q)+ϕ∗((4πN + 2t) − c2
0e

u0(q)+ϕ∗)dx = 4πN. (3.13)

If c0 = 0, ϕ∗ satisfies the Liouville equation. But then∫
R2

eu0(q)+ϕ∗(4πN + 2t) = 8π

by [11], which is a contradiction to (3.13) since N � 3. Therefore, c0 > 0. Then (3.12) implies that uμ is bounded
from below. This together with (i) implies that uμ is of spike type up to subsequences. Next, we let

ξμ(x) = ϕμ

(
εμx

sμ

)
+ 2 ln

(
εμ

sμ

)
.

Then ξμ is bounded in C0
loc(R

2), and we may assume that ξμ → ξ in C2
loc(R

2), where

ξ(x) = ϕ∗
(

c0x

4πN + 2t

)
+ 2 ln

(
c0

4πN + 2t

)
.

It is easy to check that ξ + u0(q) + ln(4πN + 2t) satisfies (3.1) with m = 0 and then Lemma 3.2 and (3.13) imply
that ξ(x) = −2N ln |x| + O(1) near ∞, and consequently,

(4πN + 2t)2
∫
R2

e2u0(q)+2ξ dx = 4πN(N − 2).

Let Ω̃μ = {x | εμx + xμ ∈ Ω}. Then it follows that

B(v μ) = 16πN

∫
Ω

e2u0+2v μ−2 ln
∫
Ω e

u0+v μ dx dx = 16πNε−2
μ

∫
Ω̃μ

e2u0(εμx+xμ)+2ξμ dx

= μ

2
(4πN + 2t)2

∫
Ω̃μ

e2u0(εμx+xμ)+2ξμ dx + o(μ).

However, by (3.6) and the fact ξμ � ϕ(0) + 2 ln εμ

sμ
< C, we have e2ξμ � min{C,C|x|−4} uniformly on Br/εμ(0) for

any small enough r > 0. Then, applying the Lebesgue dominated convergence theorem and (ii) above, we have∫
Ω̃

e2u0(εμx+xμ)+2ξμ dx =
∫

Br/εμ (0)

e2u0(q)+2ξμ dx + o(1) =
∫
R2

e2u0(q)+2ξ dx + o(1).
μ
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Hence, we have

B(v μ) = μ

2
(4πN + 2t)2

(∫
R2

e2u0(p)+2ξ dx + o(1)

)
= μ

(
2πN(N − 2) + o(1)

)
.

Consequently, B(v μ)/μ → 2πN(N − 2) up to subsequences. Since it holds for any subsequences, it holds for the
original sequence.

Finally, we prove (iii). To see this, we show that cμ = c+( v μ) where cμ and c+( v μ) are defined in (2.11) and (1.4),
respectively. We argue by contradiction, and suppose that there is a sequence μ → ∞ such that cμ = c−( v μ). Then,

2ecμ

∫
Ω

e2(u0+v μ) =
∫
Ω

eu0+v μ −
[(∫

Ω

eu0+v μ

)2

− 16πNε2
μ

∫
Ω

e2u0+2v μ

]1/2

. (3.14)

Meanwhile, since B(v μ)/μ → 2πN(N − 2) by (i), (2.10) implies that

ε2
μμ → 2

πN(N − 1)2
.

Thus, from (3.14),

ecμ =
(

1

N − 1
+ o(1)

) ∫
Ω

eu0+v μ dx∫
Ω

e2u0+2v μ dx

However, (2.11) implies that

ecμ =
(

N − 2

N − 1
+ o(1)

) ∫
Ω

eu0+v μ dx∫
Ω

e2u0+2v μ dx
,

which yields a contradiction if N > 3. Our claim is proved. �
As a corollary of the above theorem, we now consider the case that the distribution of vortex, Z is further periodic

in Ω . Let Ω = [0, a] × [0, b] and let a, b > 1 be positive integers. We denote a torus of unit side lengths by Ω0 =
[0,1] × [0,1], e1, e2 be the basis of the torus Ω0, and Z0 = {p1, . . . , pk ∈ Ω0}. We call Z is periodic when Z =⋃

i,j (Z0 + ie1 + je2), i = 0, . . . , a −1, j = 0, . . . , b−1 with the multiplicities satisfying m(pl) = m(pl + ie1 + je2).

Corollary 3.1. Let Z be periodic in Ω = [0, a]×[0, b] and the total vortex number of the corresponding Z0 is greater
than 2. Then, as ε → 0, there exist at least Q number of different blow-up sequences for (1.3). Here, Q is the number
of divisors of ab.

Proof. Let a′ and b′ be divisors of a and b respectively. Consider the torus Ωa′,b′ = [0, a′] × [0, b′] with the vortex
distribution

Za′,b′ =
i=a/a′−1, j=b/b′−1⋃

i=0, j=0

Z0 + ie1 + je2, m(pl) = m(pl + ie1 + je2).

Theorem 3.4 tells us that there exist blow-up solutions as ε → 0 for (1.3) in Ωa′,b′ with the vortex distribution Za′,b′ .
Further, this solution blows up at only one point in Ωa′,b′ . We can extend this solution periodically on the whole of Ω .
However, on Ω , this solution blows up exactly at ab/a′b′ number of points. Thus, there exist at least one distinct
family of blow-up solutions for each different a′b′, which finishes the proof. �
Corollary 3.2. Let N > 3, Z be periodic in Ω and the total vortex number of the corresponding Z0 is 1 or 2. Then, for
some small enough ε > 0, there exist at least three solutions for (1.3), two corresponding to J+

ε and one corresponding
to J−

ε .

Proof. By [15,28], there exists a solution corresponding to J−
ε for Z0 on Ω0 for any small enough ε > 0. Extending

this solution periodically to the whole of Ω , we have a solution corresponding to J−
ε for Z on Ω . Meanwhile, there
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exists a maximal solution corresponding to J+
ε for any small enough ε > 0 for Z on Ω . And by Theorem 3.4, there

exists a blow-up solution which corresponds to J+
ε for Z on Ω if ε = εμ for some μ large enough. Thus, there are at

least three different solutions if ε = εμ for some large enough μ for Z on Ω . �
4. Blow-up analysis

In this section, we develop the blow-up analysis for (1.2) following [1,2,4,8,21,22,24] to prove Theorem 3.1 and
Lemma 3.5.

Lemma 4.1. Suppose that there is a sequence of solutions {uε}, ε → 0 of (1.1) such that supΩ uε → 0 as ε → 0. Then
we have

‖uε‖L∞(K) → 0 as ε → 0 (4.1)

for any compact set K ⊂ Ω\Z .

Proof. Since uε < 0, euε (euε − 1) is bounded in L1(R2). Choose a sequence of points {xε} ⊂ Ω such that uε(xε) =
supΩ uε → 0. Passing to a subsequence (still denoted by uε ), we may assume that xε → x0 ∈ Ω . We consider two
cases separately: either x0 /∈Z or x0 ∈ Z .

Case 1: x0 /∈Z .
Fix a positive constant d � (1/3)dist(x0,Z). Since we can cover K by finite open balls, we have only to prove that

inf
Bd(x0)

uε → 0 as ε → ∞.

We argue by contradiction. Suppose that there exist a positive constant c0 and a sequence {zε} ⊂ Ω such that
|zε − x0| � d and uε(zε) = infBd(x0) uε < −c0.

Consider the function ξ0 defined in (3.3). Fix two constants s0, s1 < 0 such that ξ0(s0) > 4πN and max{−c0, s0} <

s1 < 0. For ε sufficiently small, we can choose yε ∈ Bd(x0) such that uε(yε) = s1 by the intermediate value theorem.
Let ûε(x) = uε(εx + yε) for x ∈ Ωε := {x ∈ Ω | εx + yε ∈ B2d(x0)}. We note that ∪εΩε = R

2. For ε sufficiently
small, by Lemma 3.1, ûε satisfies

�ûε = eûε
(
eûε − 1

)
in Ωε,∫

Ωε

eûε
(
1 − eûε

)
dx � 4πN.

Since ûε(0) = s1 and ûε < 0 in Ωε , it follows from Harnack’s inequality (see e.g. [4]) that ûε is bounded in C0
loc(Ωε).

Passing to a subsequence, we may assume that ûε converges in C2
loc(R

2) to a function û∗ which is a solution of

�u = eu
(
eu − 1

)
in R

2,∫
R2

eu
(
1 − eu

)
dx � 4πN and u(0) = s1. (4.2)

Then it follows that û∗ is negative and radially symmetric with respect to some point in R
2 by [27]. Since û∗(0) = s1,

Lemma 3.3 implies that

2π

∞∫
0

eû∗(1 − eû∗)r dr � ξ0(s1) > ξ0(s0) > 4πN,

which leads to a contradiction. Thus, for any sequence satisfying Case 1, there exists a subsequence for which (4.1)
holds true.

Case 2: x0 ∈Z .
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For the sake of simplicity, we assume that x0 = 0 ∈Z . Fix a small positive constant c such that {x ∈ R
2 | |x| � c}∩

Z = {0}. In view of case 1, it suffices to prove that

sup
|x|=c

uε(x) → 0 as ε → 0. (4.3)

We argue by contradiction again. Suppose that, passing to a subsequence,

sup
ε>0

sup
|x|=c

uε(x) < −γ1

for some constant γ1 > 0. We first show that

|xε |/ε → +∞ as ε → 0. (4.4)

If not, we have lim infε→0 |xε |/ε < +∞. Passing to a subsequence, we may assume that |xε |/ε � c1 for some constant
c1 > 0. Note that uε(x) = 2mj ln |x| + vε(x) near x = 0 for some smooth function vε and 1 � j � k. Let v̂ε(x) =
vε(|xε |x) + 2mj ln |xε | for |x| < c/|xε |. Then v̂ε satisfies

�v̂ε = |xε |2
ε2

|x|2mj ev̂ε
(|x|2mj ev̂ε − 1

)
on Bc/|xε |(0),∫

|x|<c/|xε |

|xε |2
ε2

|x|2mj ev̂ε
(
1 − |x|2mj ev̂ε

)
dx � 4πN.

We note that v̂ε(xε/|xε |) = uε(xε) → 0 as ε → 0. Since |x|2mj ev̂ε � 1 by Lemma 3.1 and |xε |/ε � c1, it follows from
Harnack’s inequality that v̂ε is bounded in C0

loc(Bc/|xε |(0)). Passing to a subsequence, we may assume that xε/|xε | →
ȳ0 ∈ S1, |xε |/ε → c0 � 0 and v̂ε converges in C2

loc(R
2) to a function v̂∗. Then the function û∗ = 2mj ln |x| + v̂∗

satisfies

�û∗ = c2
0e

û∗(eû∗ − 1
) + 4πmjδp=0 in R

2.

Since û∗ � 0, we have c0 > 0 and since û∗(ȳ0) = limε→0 uε(xε) = 0, we have û∗ = 0 by the strong maximum
principle. Thus we arrive at a contradiction and (4.4) is proved.

We continue to prove Case 2. Consider the function ξ0 defined in (3.3). Fix a constant s2 < 0 such that ξ0(s2) >

4πN and −γ1 < s2 < 0. For ε sufficiently small, we can choose yε on a line segment joining xε to cxε/|xε | such that
uε(yε) = s2 and |yε | � |xε | by the intermediate value theorem.

Let ûε(x) = uε(εx + yε) for x ∈ Ω̂ε := {x ∈ R
2 | εx + yε ∈ B|xε |/2(yε)}. We note that 0 /∈ B|xε |/2(yε) and

⋃
ε Ω̂ε =

R
2 by (4.4). Then ûε satisfies

�ûε = eûε
(
eûε − 1

)
in Ω̂ε,∫

Ω̂ε

eûε
(
1 − eûε

)
dx � 4πN.

Since ûε < 0 and ûε(0) = s2, it follows that ûε is bounded in C0
loc(Ω̂ε). Then the argument in case 1 leads to a

contraction again. Therefore, for any sequence satisfying Case 2, there exists a subsequence satisfying (4.1). Thus,
(4.1) holds true for the original sequence. �

Lemma 4.1 is an investigation of the case (i) of Theorem 3.1 and, as a corollary, Lemma 4.1 gives the following
proposition.

Proposition 4.1. Let uε be a sequence of solution of (1.1) with ε → 0. Then, up to subsequences, one of the following
alternatives holds:

(i) supε>0 supx∈Ω uε(x) < −ν for some constant ν = ν(Ω,Z) > 0, or
(ii) ‖uε‖L∞(K) → 0 for any compact set K ⊂ Ω\Z .



330 K. Choe, N. Kim / Ann. I. H. Poincaré – AN 25 (2008) 313–338
Remark. Recently, it is shown that {uε} satisfying (ii) are maximal solutions constructed by Caffarelli–Yang [5] if ε

is sufficiently small, and that the second solution constructed by Tarantello [28] satisfies (i) [13].

In what follows, we study the asymptotic behavior of uε satisfying (i) of Proposition 4.1. So, let us denote

wε(x) = uε(x) − 2 ln ε for x ∈ Ω. (4.5)

wε satisfies (1.2) and by Lemma 3.1 and Proposition 4.1∥∥ewε
(
1 − ε2ewε

)∥∥
L1(Ω)

= 4πN, wε + 2 ln ε < −ν < 0.

Then it is easily checked that

4πN �
∥∥ewε

∥∥
L1(Ω)

� 4πN/
(
1 − e−ν

)
. (4.6)

Thus, if wε � C then it follows that wε − u0 is bounded in L∞(Ω) by the Harnack inequality and (4.6). Therefore,
from now on, we concentrate on the case

lim
ε→0

sup
Ω

wε → ∞.

In this case since Ω is compact, at least certain subsequence of wε must have one blow-up point. Further, defining
Vε ≡ (1 − ε2ewε )eu0 < C, wε − u0 satisfies the following Liouville equation

�(wε − u0) = −Vεe
wε−u0 + 4πN

|Ω| .

Applying a smallness condition theorem like Corollary 3 of [4] to the above equation, we can conclude that wε − u0
(hence wε ) is bounded locally uniformly except for some finite set. The following lemma further tells the local mass
of such blow-up points.

Lemma 4.2. Let q ∈ Ω be a blow-up point for {wε}. Then we have

lim inf
ε→0

∫
Bd(q)

ewε
(
1 − ε2ewε

)
dx � 8π

for any d > 0.

Proof. Fix d > 0 and choose a sequence of points {xε} ⊂ Bd(q) such that wε(xε) = max|x−q|�d wε(x), |xε −q| < d/2
for ε small enough. Such xε exists due to the local uniform boundedness of wε except for some finite set. We let

sε = exp

[
−1

2
wε(xε)

]
and

αq = lim inf
ε→0

∫
Bd(q)

(
1 − ε2ewε

)
ewε dy.

Note that ε2/s2
ε = exp[wε(xε) + 2 ln ε] � e−ν for some constant ν > 0. Passing to a subsequence, we may consider

the following three cases separately.
Case 1: q /∈ Z .
We may assume that Bd(q) ∩Z = ∅. Let

wε(x) = wε(sεx + xε) + 2 ln sε for |x| < d/(2sε).

For ε sufficiently small, wε satisfies

−�wε = ewε

(
1 − ε2

s2
ε

ewε

)
for |x| < d/(2sε),

‖�wε‖L1(|x|<d/(2s )) � αq. (4.7)

ε
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Since wε(x) � wε(0) = 0 for |x| < d/(2sε), Harnack’s inequality implies that wε is bounded in C0
loc(R

2). Passing

to a subsequence, we may assume that ε2/s2
ε → c2

0 for some constant c0 ∈ [0,1), and wε → w∗ in C2
loc(R

2) such that

−�w∗ = ew∗(1 − c2
0e

w∗) in R
2,∫

R2

ew∗(1 − c2
0e

w∗)dx � αq � 4πN. (4.8)

If c0 = 0, then by [11],
∫

R2 ew∗dx = 8π . If c0 > 0 then we can apply Lemma 3.2 to the function φ(x) = w∗(c0x)+
2 ln c0, and conclude that αq > 8π .

Case 2: q = pj ∈Z for some 1 � j � k and limε→0
|xε−q|

sε
= ∞.

For the sake of simplicity, we assume that q = pj = 0. Note that wε(x) = 2mj ln |x| + vε(x) near x = 0 for a
smooth function vε . Let

v̄ε(x) = vε(sεx + xε) + 2 ln sε + 2mj ln |xε | for |x| < |xε |/(2sε).

Then v̄ε satisfies

−�v̄ε =
∣∣∣∣ sε

|xε |x + xε

|xε |
∣∣∣∣2mj

ev̄ε

(
1 − ε2

s2
ε

∣∣∣∣ sε

|xε |x + xε

|xε |
∣∣∣∣2mj

ev̄ε

)
, |x| < |xε |/(2sε),∫

|x|<|xε |/(2sε)

(−�v̄ε) dx � αq and
ε2

s2
ε

∣∣∣∣ sε

|xε |x + xε

|xε |
∣∣∣∣2mj

ev̄ε � e−ν < 1.

Since v̄ε(0) = wε(xε) + 2 log sε = 0 and

v̄ε(x) = wε(sεx + xε) + 2 ln sε − 2mj ln

∣∣∣∣ sε

|xε |x + xε

|xε |
∣∣∣∣

� 2mj ln 2 for |x| < |xε |/(2sε),

it follows from Harnack’s inequality that v̄ε is bounded in C0
loc(|x| < |xε |/(2sε)). Passing to subsequences, we may

assume that ε2/s2
ε = ε2 exp[wε(xε)] → c2

1 for some constant c1 ∈ [0,1), xε/|xε | → ȳ1 for some ȳ1 ∈ S1 and v̄ε → v̄∗
in C2

loc(R
2), which satisfies

−�v̄∗ = ev̄∗(1 − c2
1e

v̄∗) in R
2,∫

R2

ev̄∗(1 − c2
1e

v̄∗)dx � αq and sup
R2

c2
1e

v̄∗ < 1. (4.9)

Then we can repeat the argument in Case 1 to conclude that αq � 8π in Case 2 as well.
Case 3: q = pj ∈Z and |xε−q|

sε
� C for some constant C > 0.

As in case 2, we assume that q = 0 and wε(x) = 2mj ln |x| + vε(x) near x = 0. Fix a constant d > 0 such that
Bd(0) ∩Z = {0}. Let

v̂ε(x) = vε(sεx + xε) + 2(1 + mj) ln sε for |x| � d/2sε.

Then it is easily checked that

−�v̂ε =
∣∣∣∣x + xε

sε

∣∣∣∣2mj

ev̂ε

(
1 − ε2

s2
ε

∣∣∣∣x + xε

sε

∣∣∣∣2mj

ev̂ε

)
for |x| � d/2sε,∫

|x|�d/2sε

(−�v̂ε) dx � αq.

We note that∣∣∣∣x + xε

∣∣∣∣2mj

ev̂ε(x) = s2
ε ewε(sεx+xε) � 1 for |x| < d
sε 2sε



332 K. Choe, N. Kim / Ann. I. H. Poincaré – AN 25 (2008) 313–338
and that

sup
|x|<d/2sε

ε2

s2
ε

∣∣∣∣x + xε

sε

∣∣∣∣2mj

ev̂ε(x) < 1. (4.10)

Note that v̂ε(0) = −2mj ln |xε |
sε

is bounded from below by the assumption and v̂ε(−xε/sε − xε/|xε |) = wε(−sεxε/

|xε |) + 2 ln sε � 0 since wε(xε) is the maximum of wε in Bd(0). Hence, it follows from Harnack’s inequality that
v̂ε is bounded in C0

loc(|x| � d/2sε). Passing to a subsequence, we may assume that xε/sε → ȳ2 for some ȳ2 ∈ R
2,

ε/sε → c2 for some c2 ∈ [0,1), and v̂ε converges in C2
loc(|x| < d/2sε) to a function v̂∗ ∈ C2

loc(R
2) satisfying

−�v̂∗ = |x + ȳ2|2mj ev̂∗(1 − c2
2|x + ȳ2|2mj ev̂∗) in R

2,∫
R2

|x + ȳ2|2mj ev̂∗(1 − c2
2|x + ȳ2|2mj ev̂∗)dx � αq, (4.11)

and supR2 c2
2|x + ȳ2|2mj ev̂∗ < 1. Letting û∗(x) = v̂∗(x) + 2mj ln |x + ȳ2|, we have

�û∗ = eû∗(c2
2e

û∗ − 1
) + 4πmjδ−ȳ2 .

If c2 = 0 then all the solutions of (4.11) are completely known, and αq � 8π(1 + mj). (See [26] for the details.) If
c2 > 0 then we can apply Lemma 3.2 to the function φ(x) = û∗(c2x) + 2 ln c2, and conclude that αq > 8π(1 + mj).

Thus, Lemma 4.2 is proved. �
Since wε is bounded locally uniformly except for some finite set, taking subsequences repeatedly if necessary, we

can assume {wε} is bounded locally uniformly except for some blow-up set S . Then, we can prove the following
lemma following the argument in [2] (Theorem 4) and [4].

Lemma 4.3. Let {wε} be a blow-up sequence of solutions of (1.2) with ε → 0 and S = {q1, . . . , ql} ⊂ Ω be the
blow-up set for {wε}. Then supx∈K(wε(x) − u0(x)) → −∞ for any compact subset K of Ω\S .

Moreover, ewε (1 − ε2ewε ) → ∑l
j=1 αj δqj

in the sense of measure with αj � 8π .

Proof. Let d > 0 be a small constant and {xj,ε} be l number of sequences of points such that xj,ε → qj , B2d(qj ) ∩
B2d(qi) = ∅ for j �= i, and wε(xj,ε) = max|x−xj,ε |�d wε(x) → ∞ for j = 1, . . . , l. We shall prove that

max
r�|x−qj |�d

(wε − u0)(x) → −∞

for any r ∈ (0, d] and qj ∈ S . We argue by contradiction. The detailed proof can be found in [2], and we sketch the
proof here. For simplicity, we assume that qj = 0. Suppose that supr�|x|�d(wε − u0)(x) is bounded from below for
some r ∈ (0, d]. Then it follows from Harnack’s inequality that there is an r0 ∈ (0, d) such that inf|x|=r0(wε −u0)(x) �
C for some constant C > 0. Elliptic estimates imply that, along a subsequence, wε − u0 → ξ in C2

loc(Bd\{0}). Then
ewε (1 − ε2ewε ) → eu0+ξ + αj δp=0 in the sense of measure for some constant αj � 8π by Lemma 4.2. Moreover,
Green’s representation formula implies that ξ(x) = − αj

2π
ln |x| + φ + η with η ∈ C1(|x| < r0) and

φ(x) = 1

2π

∫
|y|�r0

ln
1

|y − x|e
(u0+ξ)(y) dy.

Let m = mj if 0 = pj ∈Z and m = 0 if 0 /∈Z . Then, |u0(x) − 2m ln |x|| � C for |x| � r0.
Since eu0+ξ ∈ L1(|x| � r0), it follows that φ ∈ Lp(|x| � r0) for any p ∈ (1,∞) and

φ(x) � − 1

2π
‖eu0+ξ‖L1(|y|�r0)

ln(2r0) for |x| < r0.

Using eu0+ξ ∈ L1(|x| � r0) again, we have 2m − αj

2π
> −2.

We let ϕε(x) = wε(x) − 2m ln |x|. Then ϕε satisfies

−�ϕε = |x|2meϕε − ε2|x|4me2ϕε for |x| � r0. (4.12)
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Multiplying (4.12) by (x · ∇ϕε) and integrating over {|x| � r} with 0 < r < r0, we obtain

0 �
∫

|x|�r

ε2|x|4me2ϕε(x) dx =
∫

|x|=r

[
1

r
(x · ∇ϕε)

2 − r

2
|∇ϕε |2 + r1+2meϕε − ε2

2
r1+4me2ϕε

]
dσ

− (2 + 2m)

∫
|x|�r

|x|2meϕε
(
1 − ε2|x|2meϕε

)
(x) dx.

Letting ε → 0, we have

(2 + 2m)αj + (2 + 2m)

∫
|x|�r

eu0+ξ dx �
∫

|x|=r

[
1

r
(x · ∇ϕ)2 − r

2
|∇ϕ|2 + r1+2meϕ

]
dσ,

where ϕ(x) = ξ(x) + u0(x) − 2m ln |x|. Since φ ∈ Lp(|x| � r0) for any p ∈ (1,∞), Hölder inequality implies that
φ ∈ L∞(|x| � r0). Then it follows that e(u0+ξ)(x) = O(|x|−αj /2π+2m) as |x| → 0, and |x|1+2meϕ(x) � C|x|τ−1 for
some constant τ > 0. Moreover, it follows from the argument in [2] that |∇φ(x)| � C(|x|τ−1 + 1) for some τ > 0.
Then we conclude that

∇ϕ = − αjx

2π |x|2 + ∇h,

with |∇h(x)| � C(|x|τ−1 +1) for some τ > 0. Letting r → 0 in the above inequality, we then obtain that (2+2m)αj �
α2

j /4π , which contradicts the inequality 2m − αj

2π
> −2.

Therefore, it follows from Harnack’s inequality that wε − u0 → −∞ uniformly on any compact subset of Ω\S .
Since ewε (1 − ε2ewε ) is nonnegative and bounded in L1(Ω), along a subsequence, ewε (1 − ε2ewε ) converges to a
nonnegative measure. However, this measure must be supported on S since wε → −∞ uniformly in C0

loc(Ω\S).
Then the measure should be a sum of Dirac measures and Lemma 4.2 implies that each Dirac mass should be greater
than or equal to 8π . �

Together with Proposition 4.1 and the above lemma, we now prove Theorem 3.1.

Proof of Theorem 3.1. If either case (i) or (ii) of Theorem 3.1 is not the case, by Proposition 4.1, we have
supε→0 supΩ(vε + u0) < −ν for some constant ν > 0 and lim supε→+0 |vε − 2 ln ε| = +∞. Now, we show that
lim supε→0(vε − 2 ln ε) = +∞. If not, the RHS of (1.3) is uniformly bounded. Then, Harnack’s inequality imply
that, along a subsequence, supΩ(vε − 2 ln ε) → −∞. But then ‖ε−2evε+u0(1 − evε+u0)‖L1(Ω) → 0, which leads to
a contradiction. Thus, lim supε→0(vε − 2 ln ε) = ∞.

Now, let wε = u0 + vε − 2 ln ε. Since Ω is compact, a sequence of maximum points xε of wε converges up to
subsequences. Thus, for this subsequence, the limit of xε is a blow-up point and this subsequence becomes a blow-up
sequence. Consequently, by Lemma 4.3 we arrive at case (iii). �
Remark. When N = 1, by the above theorem, case (iii) above cannot be realized. When N = 2, if the case (iii) above
is realized, the blow-up happens at only one point and, in view of Lemma 4.2, the suitable scaled subsequence of
solutions (wε in Lemma 4.2) converges to the solution of the Liouville equation in R

2.

Next, by making use of the Pohozaev identity as well as the argument in [22], we deliver the proof of Lemma 3.5.

Proof of Lemma 3.5. We take xε to be a maximum point of wε in Br(qj ), namely, wε(xε) = max|x−qj |�r wε(x).
By (iii) of Theorem 3.1, we have xε → qj . Hence we can assume |xε − qj | < r/2 without loss of generality. Under
this situation, we need to show (3.6) and (3.7). We break it into two parts.

Part 1. Proof of (3.6).
We argue by contradiction. Suppose that there is a sequence {yε} such that |yε − qj | � r and

wε(yε) + 2 ln |yε − xε | = max
|x−q |�r

(
wε(x) + 2 ln |x − xε |

) → ∞

j
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as ε → 0. It is easy to check that yε �= xε and wε(yε) → ∞. Thus yε → qj by Lemma 4.3. Let dε ≡ |xε − yε | → 0
and

wε(x) ≡ wε(dεx + xε) + 2 lndε, |x| < r/(2dε).

Then wε satisfies

−�wε = ewε

(
1 − ε2

d2
ε

ewε

)
for |x| < r

2dε

,

max
|x|<r/(2dε)

wε(x) + 2 ln(ε/dε) < 0, (4.13)

and ‖�wε‖L1(|x|<r/(2dε))
� C by Proposition 4.1. We note that

ε2

d2
ε

� 1

d2
ε

e−wε(xε) � e−wε(yε)−2 ln |yε−xε | → 0

and (ε2/d2
ε )ewε � e−ν < 1 for |x| < r/2dε . We also note that wε((yε − xε)/dε) = wε(yε) + 2 ln |yε − xε | → ∞. By

passing to a subsequence, we may assume that (yε − xε)/dε → z1 ∈ R
2 with |z1| = 1. Then the proof of Lemma 4.3

implies that, along a subsequence, there is a finite blow-up set S∗ = {z1, . . . , zt } for wε such that wε → −∞ uniformly
on any compact subset of R

2\S∗, and moreover

ewε

(
1 − ε2

ε

d2
ε

ewε

)
→

t∑
j=1

m∗
j δzj

, m∗
j � 8π

in the sense of measure on any K ⊂⊂ R
2\S∗. Since wε(0) = wε(xε) + 2 lndε � wε(yε) + 2 lndε , we have wε(0) →

∞. It follows that 0 ∈ S∗ and |S∗| � 2.
Fix a point p0 ∈ R

2\S∗. Then, Green’s representation formula (2.1) of the equation (4.13) becomes

wε(x) − wε(p0) = u0(dεx + xε) − u0(dεp0 + xε) + 1

2π

∫
Bε

ln
|p0 − y|
|x − y|

(
ewε − ε2

d2
ε

e2wε

)
dy

+
∫

Br(qj )

[
γ (dεx + xε, y) − γ (dεp0 + xε, y)

](
ewε − ε2e2wε

)
dy

+
∫

[Br(qj )]c

[
G(dεx + xε, y) − G(dεp0 + xε, y)

](
ewε − ε2e2wε

)
dy,

where Bε = {y | dεy + xε ∈ Br(qj )}.
Now, fix a compact subset K of R

2\S∗. Since xε → qj /∈ Z and dε → 0 as ε → 0,

max
x∈K

∣∣u0(dεx + xε) − u0(dεp0 + xε)
∣∣ + max

x∈K

∣∣γ (dεx + xε, y) − γ (dεp0 + xε, y)
∣∣

+ max
x∈K,y /∈Br (qj )

∣∣G(dεx + xε, y) − G(dεp0 + xε, y)
∣∣ → 0.

We also note that maxx∈K

∣∣ ln |p0 − y| − ln |x − y|∣∣ → 0 uniformly as |y| → ∞. Therefore, it follows that

wε − wε(p0) →
t∑

j=1

m∗
j

2π
ln

|p0 − zj |
|x − zj |

uniformly in C0
loc(K). Similarly, we obtain that ∇wε converges to

∑t
j=1

m∗
j

2π

zj −x

|zj −x|2 uniformly on K .

Now, we determine the location of {z1, . . . , zt } as follows. Fix a unit vector ξ ∈ R
2 and choose a small number

δ > 0 such that B2δ(zj ) ∩ S∗ = {zj } for 1 � j � t . Multiplying by ξ · ∇wε both sides of (4.13) and integrating on
{x | |x − zj | � δ}, we obtain∫

|x−z |=δ

[
1

2
(ξ · ν)|∇wε |2 − (ξ · ∇wε)(ν · ∇wε)

]
dσ =

∫
|x−z |=δ

(ξ · ν)ewε

(
1 − ε2

2d2
ε

ewε

)
dσ
j j
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for any 1 � j � t . Letting ε → 0 in the above equation, we obtain

LHS =
∫

|x−zj |=δ

[
1

2
(ξ · ν)|∇H ∗

j |2 + m∗
j

2πδ
ξ · ∇H ∗

j − (ξ · ∇H ∗
j )(ν · ∇H ∗

j )

]
dσ = RHS = 0,

where H ∗
j is defined by

H ∗
j (x) =

∑
i �=j

m∗
i ln

|p0 − zi |
|x − zi | , 1 � j � t.

Letting δ → 0, we obtain ξ · ∇H ∗
j (zj ) = 0 for 1 � j � t . Since ξ ∈ R

2 is arbitrary, ∇H ∗
j (zj ) = 0 for all 1 � j � t .

On the other hand, by direct calculation

∇H ∗
j (zj ) =

∑
i �=j

m∗
i

|zi − zj |2 (zi − zj ).

Hence, considering the element of S∗ whose first component is the largest one in S∗ (denoted by z1), ∇1H
∗
1 (z1) < 0

since |S∗| � 2, which yields a contradiction.
Part 2. Proof of (3.7).
Let Rε → ∞ be given. Fix a constant δ > 0 such that Bδ(qj )’s are mutually disjoint and

wε(x) = wε(sεx + xε) + 2 ln sε for |x| < δ/sε.

Then wε satisfies

−�wε = ewε

(
1 − ε2

s2
ε

ewε

)
for |x| � δ/sε,∫

|x|�δ/sε

ewε

(
1 − ε2

s2
ε

ewε

)
dx � 4πN,

and ε2/s2
ε � e−ν < 1. Since wε � wε(0) = 0, it follows from Harnack’s inequality that wε is bounded in C0

loc(R
2).

Passing to subsequences, we may assume that ε2/s2
ε → c2

0 for some constant c0 ∈ [0,1), and that wε converges in
C2

loc(R
2) to w which is a solution of

−�v = ev
(
1 − c2

0e
v
)

in R
2,∫

R2

ev
(
1 − c2

0e
v
)
dx � 4πN and v � v(0) = 0. (4.14)

by Lemma 3.1. Now, since wε → w in C2
loc(R

2), we can choose {rε} such that rε � Rε , rε → ∞, and

‖wε − w‖C2(Brε (0)) → 0. (4.15)

Without loss of generality, we may assume that rεsε → 0. If 0 < c0 < 1, it follows from Lemma 3.2 that w → −∞
near ∞. Then Lemma 3.3 imply that w is radially symmetric, and w is the unique solution of (4.14). if c0 = 1 then
the argument in [11] implies that w is radially symmetric and it is the unique solution of (4.14).

Let

α̂j = lim inf
ε→0

∫
|y−xε |�rεsε

ewε
(
1 − ε2ewε

)
(y) dy.

It suffices to prove that α̂j = αj . By (4.14) and (4.15),∫
R2

ew
(
1 − c2

0e
w
)
dx = lim

ε→0

∫
|x|�rε

ew
(
1 − c2

0e
w
)
dx

= lim
ε→0

∫
ewε

(
1 − ε2ewε

)
(y) dy = α̂j .
|x−xε |�rεsε
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Recall that wε satisfies that

−�wε = ewε
(
1 − ε2ewε

)
for |x − xε | � δ. (4.16)

Let Aε = {x | rεsε � |x − xε | � δ}. Multiplying (4.16) by (x − xε) · ∇wε and integrating on Aε , we obtain∫
|x−xε |=rεsε

[
1

2
rεsε |∇wε |2 − 1

rεsε

(
(x − xε) · ∇wε

)2 − rεsε

(
ewε − ε2

2
e2wε

)]
dσ

=
∫

|x−xε |=δ

[
δ

2
|∇wε |2 − 1

δ

(
(x − xε) · ∇wε

)2 − δ

(
ewε − ε2

2
e2wε

)]
dσ

+
∫
Aε

(
2ewε − ε2e2wε

)
dx. (4.17)

We first estimate the second integral in (4.17). Lemma 4.3 implies that wε → −∞ uniformly on any compact subset
of B2δ(qj )\{qj }. Moreover, there is a harmonic function Hj ∈ C∞(B2δ(qj )) such that ∇wε(x) → − αj

2π

x−qj

|x−qj |2 +
∇Hj(x) in C0

loc(B2δ(qj )\{qj }). Indeed, Hj is given by

Hj(x) = u0(x) −
∑
i �=j

αi

2π
ln |x − qi | +

l∑
i=1

αiγ (x, qi), x ∈ B2δ(qj ).

Therefore, it follows that

lim
ε→0

∫
|x−xε |=δ

[
δ

2
|∇wε |2 − 1

δ

(
(x − xε) · ∇wε

)2 − δ

(
ewε − ε2

2
e2wε

)]
dσ

= − α2
j

4π
+

∫
|x−qj |=δ

[
δ

2
|∇Hj |2 − 1

δ

(
(x − qj ) · ∇Hj

)2 + αj

2π
(ν · ∇Hj)

]
dσ = − α2

j

4π
.

Next, we estimate the first integral in (4.17). Let

ŵε(x) = wε(rεsεx + xε) + 2 ln(rεsε) for |x| � δ

rεsε
.

Note that ŵε(0) = wε(xε) + 2 ln(rεsε) = 2 ln rε → ∞, and that ŵε satisfies

−�ŵε = eŵε − ε2

r2
ε s2

ε

e2ŵε in Bδ/(rεsε)(0).

Recall that wε(x) = wε(sεx + xε) + 2 ln sε , and that w is the unique solution of (4.14). Thus, w(x) � −4 ln |x| + C

near ∞. It follows from (4.15) that

ŵε(x) = w(rεx) + 2 ln rε + o(1) � −2 ln rε − 4 ln |x| + Cd → −∞
uniformly on {x | d � |x| � 1} for any constant 0 < d � 1. Moreover, (3.6) implies that

ŵε(x) = wε(rεsεx + xε) + 2 ln |rεsεx| − 2 ln |x| � −2 ln |x| + C

for 0 < |x| < δ/(2rεsε). Note that ε2/(r2
ε s2

ε ) → 0. Then the proof of Lemma 4.3 implies that

eŵε − ε2

r2
ε s2

ε

e2ŵε → α̂j δp=0, α̂j � 8π

in the sense of measure on any compact subset of R
2.
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Fix any point p0 ∈ R
2 such that |p0| = 1. Then (2.1) implies that

ŵε(x) − ŵε(p0) = 1

2π

∫
B̂ε

ln
|y − p0|
|y − x|

(
eŵε − ε2

r2
ε s2

ε

e2ŵε

)
dy

+
∫

Bδ(qj )

[
γ (rεsεx + xε, y) − γ (rεsεp0 + xε, y)

](
ewε − ε2e2wε

)
dy

+
∫

[Bδ(qj )]c

[
G(rεsεx + xε, y) − G(rεsεp0 + xε, y)

](
ewε − ε2e2wε

)
dy

+ u0(rεsεx + xε) − u0(rεsεp0 + xε),

where B̂ε = {x | rεsεx + xε ∈ Bδ(qj )}.
Then it follows that ŵε − ŵε(p0) → − α̂j

2π
ln |x| uniformly in C1

loc(B̂ε\{0}). Therefore we conclude that∫
|x−xε |=rεsε

[
rεsε

2
|∇wε |2 − 1

rεsε

(
(x − xε) · ∇wε

)2 − rεsε

(
ewε − ε2

2
e2wε

)]
dσ

=
∫

|x|=1

[
1

2

∣∣∇ŵε(x)
∣∣2 − [

x · ∇ŵε(x)
]2 −

(
eŵε − ε2

2r2
ε s2

ε

e2ŵε

)]
dσ → − α̂2

j

4π
,

where we used the fact that ε/(rεsε) → 0.
Finally, we estimate the last integral in (4.17). Since wε(x) � −2 ln |x − xε | + C on Aε , it follows that∫

Aε

(
2ewε − ε2e2wε

)
dx = 2

∫
Aε

(
ewε − ε2e2wε

)
dx + ε2

∫
Aε

e2wε dx = 2(αj − α̂j ) + o(1).

Letting ε → 0, we obtain from (4.17) that(
α2

j − α̂2
j

) − 8π(αj − α̂j ) = 0.

Since αj � α̂j � 8π , it follows that αj = α̂j . �
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