
c

eplicating
lled
laim, and
allow an
onstraint.
e lower
m is the
behavior

conduire à
isons des
uer

. Touzi).
Ann. I. H. Poincaré – AN 22 (2005) 633–666
www.elsevier.com/locate/anihp

The multi-dimensional super-replication problem under
gamma constraints

Problème de sur-réplication multi-dimensionnel sous
contraintes gamma

Patrick Cheriditoa,1, H. Mete Sonerb,2,∗, Nizar Touzic

a ORFE, Princeton University, Princeton, NJ, USA
b Koç University, Istanbul, Turkey

c Centre de recherche en économie et statistique, Paris, France

Received 8 November 2003; accepted 27 October 2004

Available online 22 April 2005

Abstract

The classical Black–Scholes hedging strategy of a European contingent claim may require rapid changes in the r
portfolio. One approach to avoid this is to imposea priori bounds on the variations of the allowed trading strategies, ca
gamma constraints. Under such a restriction, it is in general no longer possible to replicate a European contingent c
super-replication is a commonly used alternative. This paper characterizes the infimum of the initial capitals that
investor to super-replicate the contingent claim by carefully choosing an investment strategy obeying a gamma c
This infimum is shown to be the unique viscosity solution of a nonstandard partial differential equation. Due to th
gamma bound, the “intuitive” partial differential equation is not parabolic and the actual equation satisfied by the infimu
parabolic majorant of this equation. The derivation of the viscosity property is based on new results on the small time
of double stochastic integrals.
 2005 Elsevier SAS. All rights reserved.

Résumé

La stratégie de couverture classique d’une option européenne, dictée par le modèle de Black et Scholes, peut
des rebalancements rapides du portefeuille répliquant. Afin d’éviter de telles situations indésirables, nous introdu
contraintes spécifiques sur le portefeuille, appeléescontraintes gamma. Il n’est alors pas possible en général de répliq

* Corresponding author.
E-mail addresses:dito@princeton.edu (P. Cheridito), cn0s@andrew.cmu.edu, msoner@ku.edu.tr (H.M. Soner), touzi@ensae.fr (N

1 Supported by the Swiss National Science Foundation and the Centre de Recherche en Economie et Statistique.
2 Member of the Turkish Academy of Sciences and this work was partly supported by the Turkish Academy of Sciences.
0294-1449/$ – see front matter 2005 Elsevier SAS. All rights reserved.
doi:10.1016/j.anihpc.2004.10.012



634 P. Cheridito et al. / Ann. I. H. Poincaré – AN 22 (2005) 633–666

ce papier,
isissant
st l’unique
te gamma,

est le
ouveaux

pending
ownian

o be
, without
he price of

finite

n

ney
f the

iterature,
therein.
t claim.
r super-

straints.
olatility.
given
parfaitement l’option européene. Par conséquent, la surréplication est alors une alternative fréquemment utilisée. Dans
on caractérise l’infimum des capitaux initiaux qui permet à un investiseur de surrépliquer l’actif contingent en cho
soigneusement une stratégie de portefeuile satisfaisant à une contrainte gamma. Nous montrons que cet infimum e
solution de viscosité d’une équation aux dérivées partielles non standard. A cause de la borne inférieure sur la contrain
l’équation aux dérivées partielles « intuitive » n’est pas parabolique, et l’équation effectivemet satisfaite par l’infimum
mojorant parabolique de l’équation « intuitive ». L’obtention de la propriété de viscosité s’appuie sur des résultats n
portant sur des intégrales stochastiques doubles.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

The classical Black–Scholes theory provides a mechanism for pricing and hedging contingent claims de
on a risky asset. In this framework it is assumed that the price of the risky asset follows a geometric Br
motion

dS(t) = S(t)
[
µdt + σ dZ(t)

]
for a Brownian motionZ and parametersµ � 0, σ > 0, and that apart from the risky asset, money can als
invested in a cash account, where it grows with a constant continuously compounded interest rate, which
loss of generality, can be assumed to be zero. Then, investments in the cash account stay constant, and t
the risky asset can be written as

dS(t) = S(t)σ dW(t), (1.1)

whereW is a Brownian motion under a probability measure that is equivalent to the original one. For a
time horizonT > 0, t ∈ [0, T ] ands ∈ (0,∞), we denote by{St,s(r), t � r � T } the solution to (1.1) with initial
conditionS(t) = s. Consider a European contingent claim with timeT payoffg(St,s(T )) for a measurable functio
g : (0,∞) → [0,∞) that is dominated by a polynomial. The Black–Scholes price

vBS(t, s) = E
[
g
(
St,s(T )

)]
of the contingent claim is a smooth function of timet ∈ [0, T ) and the price of the underlying risky assets ∈ (0,∞).
The Black–Scholes hedging portfolio consists ofvBS

s (t, s) many shares of the risky asset and the amount of mo
vBS(t, s) − vBS

s (t, s)s in the cash account. The value of this portfolio at maturity is equal to the payoff o
contingent claim, that is, the Black–Scholes hedging strategy replicates the contingent claim.

Several interesting constraints and deviations from the Black–Scholes model have been studied in the l
for example, short-selling constraints or stochastic volatility; we refer to [3,6,7,9–11,18] and the references
Under such constraints or imperfections, it is in general no longer possible to replicate a given contingen
Usually, one then tries to find a hedging portfolio that approximates the contingent claim in some sense o
replicates it.

In this paper we study the super-replication problem of a European contingent claim under gamma con
We will allow the contingent claim to depend on several risky assets whose prices can have stochastic v
But to simplify the notation in this introduction, we here consider only one risky asset with price dynamics
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by (1.1). In the Black–Scholes framework, the contingent claim’s gamma is given byvBS
ss (t, s). It gives the variation

of vBS
s (t, s) due to the variation of the underlying risky asset. Note that by Itô’s lemma, forr ∈ [t, T ],

vBS
s

(
r, St,s(r)

)= vBS
s (t, s) +

r∫
t

LvBS
s

(
u,St,s(u)

)
du +

r∫
t

vBS
ss

(
u,St,s(u)

)
dSt,s(u), (1.2)

whereL is the Dynkin operator ofSt,s given by

Lϕ(t, s) = ∂

∂t
ϕ(t, s) + 1

2
σ 2s2 ∂2

∂s2
ϕ(t, s).

Motivated by (1.2), we consider self-financing trading strategies such that the process describing the nu
shares of the risky asset held at timer ∈ [t, T ] can be written as

Y(r) = a(r) +
r∫

t

γ (u)dSt,s(u) (1.3)

for a progressively measurable finite variation processa and a progressively measurable processγ such that the
pair(a, γ ) satisfies certain boundedness conditions to be specified in Subsection 2.2. We then denote the a
trading strategy of the form (1.3) byY (a,γ )

s,t and the corresponding wealth process with initial capitalx ∈ R by

X
(a,γ )
t,s,x (r) = x +

r∫
t

Y
(a,γ )
t,s (u)dSt,s(u), r ∈ [t, T ].

Now, a gamma constraint can be expressed as a restriction on the processγ . In this paper we consider gamm
constraints of the form

Γ∗ � S2
t,s(r)γ (r) � Γ ∗, for all r ∈ [t, T ], (1.4)

where−∞ � Γ∗ < Γ ∗ � ∞ are two fixed constants. ByAt,s we denote the set of all pairs(a, γ ) that satisfy the
above conditions for the initial conditionS(t) = s and some other technical conditions described in Subsection
In view of the approximation results of Leventhal and Skorokhod [13] and Bank and Baum [1], these te
conditions are very important. A detailed discussion is given in Remark 3.11 below.

The infimum of all initial capitals that allow to super-replicate the contingent claim is given by

v(t, s) := inf
{
x: X

(a,γ )
t,s,x (T ) � g

(
St,s(T )

)
for some(a, γ ) ∈At,s

}
, (1.5)

where the inequality is understood in the almost sure sense. The purpose of this paper is to characterize
tion v as the unique viscosity solution of a partial differential equation together with a terminal condition
equation will be derived from a dynamic programming principle (DPP). Therefore, we will refer to it as th
namic programming equation (DPE) forv.

Note that ifg is twice continuously differentiable and satisfies the gamma constraint

Γ∗ � s2gss(s) � Γ ∗ for all s ∈ (0,∞), (1.6)

then also,

s2vBS
ss (t, s) = s2 ∂2

∂s2
E

[
g

(
s exp

{
σ
[
W(T ) − W(t)

]− 1

2
σ 2[T − t]

})]
= E
[(

St,s(T )
)2

gss

(
St,s(T )

)] ∈ [Γ∗,Γ ∗]
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for all s ∈ (0,∞). Hence, it can be seen from (1.2) that the Black–Scholes strategy satisfies the gamma co
and therefore,vBS = v. For functionsg that do not necessarily satisfy the gamma constraint (1.6), the DPEv
derived in [15] for the one-dimensional case withΓ∗ = −∞ is

min

{
−vt − 1

2
σ 2s2vss; Γ ∗ − s2vss

}
= 0. (1.7)

(In fact, in [15], the gamma constraintsvss � Γ ∗ is considered, which leads to a DPE slightly different from (1
However, if the arguments of [15] are adapted to the gamma constraint (1.4), one gets (1.7).) Eq. (1.7) agr
the intuition that the solution of the problem consists in forgetting about the constraint as long as it is satisfi
a free boundary behavior whenever the constraint binds.

The same kind of reasoning, leads us to guess that the DPE associated to (1.5) (withΓ∗ > −∞) is

F(s, vt , vss) := min

{
−vt − 1

2
σ 2s2vss; Γ ∗ − s2vss; s2vss − Γ∗

}
= 0. (1.8)

However, one immediately observes thatF(s, vt , vss) is not monotone invss . Hence, we do not expect the abo
equation to be the correct one, and indeed, it is not.

It follows from Theorem 3.6 below that the functionv is a viscosity solution of the equation

F̂
(
s, vt (t, s), vss(t, s)

)= 0,

whereF̂ (s,p,A) is the smallest functionφ � F which is decreasing in theA variable. We give the following
example to illustrate this point:

Example 1.1.Consider the problem in one dimension withΓ ∗ = +∞, Γ∗ = 0, σ ≡ 1, and withg(s) = s ∧ 1 for
s ∈ (0,∞). Then,

F(s, vt , vss) = min

{
−vt − 1

2
s2vss; s2vss

}
. (1.9)

Notice that any functionv satisfyingF(s, vt , vss) = 0 in the viscosity sense also satisfiesvss � 0 in the viscosity
sense and is therefore convex. However, we claim that the minimal super-replicating costv in this example is equa
to g. In particular, it is not convex. Indeed, consider the following strategy: ifs � 1, then use initial capitalx = s

and buy and hold one share of the risky asset. The resulting terminal wealth isXT = ST � g(ST ). If s � 1, then
with x = 1 buy no shares of the risky asset and hold the money in the cash account. This leads to a termina
of XT = 1 � g(ST ). Hence, this strategy withx = g(s) is super-replicating and therefore,v(s, t) � g(s) for all
(t, s) ∈ [0, T ) × (0,∞).

The opposite inequality and consequentlyv = g follows from Theorem 3.6 and the fact thatg is a viscosity
solution of the equation̂F(s, vt , vss) = 0. Notice thatv = g is not a viscosity supersolution ofs2vss = 0. So, we
see in this example thatv need not be a viscosity solution of Eq. (1.9). Also,v is in general not differentiable, an
vss does not necessarily satisfy the gamma constraint (1.4) in the viscosity sense.

In the literature, super-replication problems under constraints are usually approached by duality. Then,
formulation turns out to be in the standard form, and it is straightforward to arrive at the associated DPE. H
the usual techniques from this literature do not apply in our setup, and we are currently not able to derive th
DPE for the problem (1.5) via convex duality techniques. In this paper, we continue with the method develo
Soner and Touzi in [15], and later in [16] and [17], in order to derive the DPE for (1.5). The main ingredients
derivation are the two partial dynamic programming principles presented in Subsections 4.2 and 5.2 and
analysis of the small time behavior of double stochastic integrals. This analysis is carried out in the accom
paper [4]. The results from [4] that are needed in this paper are reported in the Appendix.
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Notation. Equalities and inequalities between random variables are understood to hold in the almost sur
By Md we denote the set of alld × d matrices with real coefficients.AT is the transpose of a matrixA ∈Md and
Tr[A] its trace. The setSd is the collection of all symmetric matrices ofMd . The subset of positive semi-defini
symmetric matrices will be denoted bySd+. Forx ∈ R

d , we set

|x| :=
√

x2
1 + · · · + x2

d

and forA ∈ Md ,

|A| := sup
x∈Rd , |x|�1

Ax.

For a vectorx ∈ R
d , diag[x] is thed × d-diagonal matrix with diagonal elementsx1, . . . , xd .

For a functionv on a subsetQ of R
n, we denote byv∗ andv∗ the functions on�Q given by

v∗(x) = lim
r↘0

sup
y∈Q, |y−x|�r

v(y), x ∈ �Q,

and

v∗(x) = lim
r↘0

inf
y∈Q, |y−x|�r

v(y), x ∈ �Q,

respectively.v∗ is the smallest upper semicontinuous function majorizingv and is called the upper semicontinuo
envelope ofv. v∗ is the largest lower semicontinuous function minorizingv and is called the lower semicontinuo
envelope ofv.

2. Problem formulation

In this section, we describe the model and the admissible trading strategies.

2.1. Model

We consider a financial market which consists of a cash account andd risky assets. Since we are interested
almost sure super-replication, it is enough to specify the price dynamics under a risk neutral probability meaP .
Let T > 0 be a finite time horizon and{W(t), 0 � t � T } a d-dimensional Brownian motion on a complete pro
ability space(Ω,F ,P ). By F

W we denote the smallest filtration{FW(t), 0 � t � T } that contains the filtration
generated by{W(t), 0 � t � T } and satisfies the usual conditions. We take the cash account as numéra
assume that the prices of the risky assets evolve according to the stochastic differential equation

dS(r) = diag
[
S(r)
]
σ
(
S(r)
)
dW(r), (2.1)

whereσ is a Lipschitz-continuous, bounded,Md -valued mapping defined on(0,∞)d such thatσ(s) is invertible
for all s ∈ (0,∞)d . By Exercise IX.2.10 of [14], the SDE (2.1) has for all initial conditions

S(t) = s, (t, s) ∈ [0, T ] × (0,∞)d ,

a unique strong solution, which we denote bySt,s . Note that every componentSt,s,i of St,s satisfies

St,s,i(r) = si exp

(
d∑

j=1

[ r∫
σij

(
St,s(u)

)
dWj(u) − 1

2

r∫
σ 2

ij

(
St,s(u)

)
du

])
.

t t
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From this and Doob’sLp-inequality (see e.g. Theorem II.1.7 in [14]), it can be deduced thatSt,s is a martingale
that satisfies

E
[

sup
t�r�T

∣∣St,s(r)
∣∣p]< ∞, for all p � 0. (2.2)

Throughout this paper, we fix a parameterβ � 0, and for anFW -progressively measurable process{H(r), t �
r � T } taking values inR, R

d or Md , we define

‖H‖β,∞
t,s :=

∥∥∥∥ sup
t�r�T

|H(r)|
1+ |St,s(r)|β

∥∥∥∥
L∞

.

2.2. Trading strategies and gamma constraints

Consider an economic agent that starts at timet with initial capitalx and holdsY i(r) shares of thei-th risky
asset at timer ∈ [t, T ]. Assume that the stochastic integral

∫ r

t
Y (u)T dSt,s(u), r ∈ [t, T ], exists and trading is don

in a self-financing way. Then, the evolution of the economic agent’s wealth is given by

X(r) = x +
r∫

t

Y (u)T dSt,s(u), r ∈ [t, T ]. (2.3)

To introduce constraints on the variations of investment strategiesY , we require them to be of the form

Y(r) =
N−1∑
n=0

yn1{τn�r<τn+1} +
r∫

t

α(u)du +
r∫

t

γ (u)dSt,s(u), (2.4)

where‖Y‖β,∞
t,s < ∞; t = τ0 � τ1 � · · · is an increasing sequence of[t, T ]-valuedF

W -stopping times such that th
random variableN := inf{n ∈ N: τn = T } is bounded;yn is anR

d -valued,FW(τn)-measurable random variab
satisfyingyn1{τn=T } = 0; α is anR

W -progressively measurable,R
d -valued process such that‖α‖β,∞

t,s < ∞; andγ

is anSd -valued stochastic process such that‖γ ‖β,∞
t,s < ∞ and theij component ofγ is of the form

γij (r) =
N−1∑
n=0

zn
ij 1{τn�r<τn+1} +

r∫
t

γ 1
ij (u)du +

r∫
t

γ 2
ij (u)T dW(u), (2.5)

wherezn
ij is anFW(τn)-measurable random variable satisfyingzn

ij 1{τn=T } = 0; γ 1
ij is anR

W -progressively measur

able,R-valued process such that‖γ 1
i,j‖β,∞

t,s < ∞; andγ 2
ij is anF

W -progressively measurable process taking va

in R
d such that‖γ 2

i,j‖β,∞
t,s < ∞.

Under these assumptions, a trading strategy is determined by the choice of the controlν := ((τn, y
n)n�0, α, γ ).

The set of admissible controlsAt,s is the collection of all such controls which in addition obey to the follow
gamma constraint:

diag
[
St,s(r)

]
γ (r)diag

[
St,s(r)

] ∈ K for all t � r � T , (2.6)

whereK is a closed, convex, strict subset ofSd such that

0∈ int(K). (2.7)

The boundedness conditions imposed on the strategiesY are crucial for the proof of the viscosity supersoluti
property in Section 5. Without these conditions our main results, Theorems 3.6 and 3.7 do not hold tru
details are given in Remark 3.11.



P. Cheridito et al. / Ann. I. H. Poincaré – AN 22 (2005) 633–666 639

l
e

ntingent

d to the

t

y
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Xν

t,s,x, Y
ν
t,s

)
(r), t � r � T

}
we denote the process defined by the dynamics (2.3) and (2.4), the initial conditionXν

t,s,x(t) = x, and the contro
ν ∈At,s . It can easily be deduced from (2.2) and the special form of our controls thatXν

t,s,x is a square integrabl
martingale for all(t, s, x) ∈ [0, T ] × (0,∞)d × R andν ∈ At,s . In particular,

x = E
[
Xν

t,s,x(T )
]
. (2.8)

2.3. Value function

We now are in a position to define the stochastic control problem of interest. Consider a European co
claim with time T payoff g(St,s(T )) for some lower semicontinuous functiong : (0,∞) → [0,∞). The value
functionv of the super-replication problem ofg under the gamma constraint (2.6) is given by

v(t, s) := inf
{
x ∈ R: Xν

t,s,x(T ) � g
(
St,s(T )

)
for someν ∈ At,s

}
,

where we set inf∅ := ∞.

Remark 2.1.For (t, s) ∈ [0, T ) × (0,∞)d , let x ∈ R andν ∈At,s such that

Xν
t,s,x(T ) � g

(
St,s(T )

)
.

By (2.8),

x = E
[
Xν

t,s,x(T )
]
� E
[
g
(
St,s(T )

)]
.

This shows that

v(t, s) � E
[
g
(
St,s(T )

)]
� 0 for all (t, s) ∈ [0, T ) × (0,∞)d .

3. Main results

3.1. Operators

We start by introducing the operators that will be used in our analysis. The Dynkin operator associate
processS is given by

Lϕ(t, s) := −L
(
s, ϕt (t, s),D

2ϕ(t, s)
)

whereD2 denotes the second derivative with respect to thes-variables andL is the parabolic operator

L(s,p,A) := −p − 1

2
Tr
[
σ(s)T diag[s]Adiag[s]σ(s)

]
. (3.1)

To express the constraint (2.6) as an inequality, we define forA ∈ Sd the signed distance ofA to the complemen
of K in Sd :

H(A) :=
{

inf
{|A − B|: B ∈ Sd \ K

}
, if A ∈ K,

− inf
{|A − B|: B ∈ K

}
, if A ∈ Sd \ K.

(3.2)

SinceK is a non-empty, strict subset ofSd , −∞ < H(A) < ∞ for all A ∈ Sd . It is clear thatA is in K if and only
if H(A) � 0, andA is in the interior ofK if and only if H(A) > 0. Furthermore, it follows from the convexit
of K thatH is concave.
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With this notation thed-dimensional analog of the operator in (1.8) can be written as

F(s,p,A) := min
{
L(s,p,A),H

(
diag[s]Adiag[s])}. (3.3)

Note thatF(s,p,A) is concave in(p,A) because the mappings(p,A) �→ L(s,p,A) and(p,A) �→ H(A) are
so. On the other hand,F(s,p,A) is in general not monotone inA. Simply consider the following example:

Example 3.1.Let 0� Γ ∗ � ∞ and−∞ � Γ∗ � 0 be two symmetric matrices such that all eigenvalues ofΓ ∗ −Γ∗
are strictly positive. Then,

K = [Γ∗,Γ ∗] := {A ∈ Sd : Γ∗ � A � Γ ∗}
is a closed convex subset ofSd that contains 0 in its interior.Γ∗ = −∞ (resp.Γ ∗ = ∞) means that there is n
lower (resp. upper) constraint on the control processγ . If d = 1 and−∞ < Γ∗ < Γ ∗ < ∞, then

H(A) = min{Γ ∗ − A,A − Γ∗},
andF(s,p,A) is not monotone inA.

3.2. Parabolic envelope

For any functionφ :Sd → R, we define the function̂φ :Sd → (−∞,∞] as follows:

φ̂(A) := sup
B∈Sd+

φ(A + B).

Lemma 3.2.φ̂ is the smallest decreasing majorant ofφ.

Proof. 1. The inequalityφ̂ � φ follows from the fact that 0∈ Sd+.
2. Now, letA � A′ be two ordered matrices inSd . Then,Sd+ ⊂ Sd+ + (A′ − A), and therefore,

φ̂(A′) = sup
B∈Sd+

φ
(
A + (A′ − A) + B

)= sup
B∈Sd++(A′−A)

φ(A + B) � sup
B∈Sd+

φ(A + B) = φ̂(A).

3. Let φ̃ be a decreasing mapping fromSd to (−∞,∞] such thatφ̃ � φ. Then, for allA ∈ Sd andB ∈ Sd+, we
haveφ̃(A) � φ̃(A + B) � φ(A + B). Hence,φ̃(A) � supB∈Sd+ φ(A + B) = φ̂(A). �

For a functionφ : (0,∞)d × R × Sd → R, we defineφ̂ by

φ̂(s,p,A) := sup
B∈Sd+

φ(s,p,A + B).

Lemma 3.3.Let s ∈ (0,∞)d . If φ(s, ·, ·) is concave, then so iŝφ(s, ·, ·).

Proof. First assume that there exists a pair(p1,A1) ∈ R × Sd such thatφ̂(s,p1,A1) = ∞. For every(p,A) ∈
R × Sd , there exists a(p2,A2) ∈ R × Sd such that

(p,A) = 1

2
(p1,A1) + 1

2
(p2,A2).

By the definition ofφ̂ and the concavity ofφ(s, ·, ·),

φ̂(s,p,A) � φ

(
s,p,A + 1

B

)
� 1

φ(s,p1,A1 + B) + 1
φ(s,p2,A2)
2 2 2
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for all B ∈ Sd+, which implies thatφ̂(s,p,A) = ∞. Hence,φ̂(s,p,A) = ∞ for all (p,A) ∈ R × Sd . In particular,
φ̂(s, ·, ·) is concave.

If φ̂(s,p,A) < ∞ for all (p,A) ∈ R×Sd , consider two pairs(p1,A1) and(p2,A2) in R×Sd , and letλ ∈ (0,1).
For all ε > 0, there existBε

1 andBε
2 in Sd+ such that

φ̂(pi,Ai) � φ(pi,Ai + Bε
i ) + ε for i = 1,2.

Then,

λφ̂(s,p1,A1) + (1− λ)φ̂(s,p2,A2) � λφ(s,p1,A1 + Bε
1) + (1− λ)φ(s,p2,A2 + Bε

2) + ε

� φ
(
s, λp1 + (1− λ)p2, λ(A1 + Bε

1) + (1− λ)(A2 + Bε
2)
)+ ε

� φ̂
(
s, λp1 + (1− λ)p2, λA1 + (1− λ)A2

)+ ε,

and the required result is obtained by sendingε to zero. �
SinceF(s,p,A) � L(s,p,A) andL(s,p,A) is decreasing inA, it follows from Lemma 3.2 that̂F(s,p,A) �

L(s,p,A) and F̂ is the smallest function aboveF that is monotone inA. Therefore, we call it theparabolic
envelopeof F . By Lemma 3.3,̂F(s, ·, ·) inherits the concavity fromF(s, ·, ·).

Lemma 3.4.The mapping

F̂ : (0,∞)d × R × Sd → R

is continuous.

Proof. 1.Lower semicontinuity: Let(s0,p0,A0) ∈ (0,∞)d ×R×Sd andε > 0. By definition ofF̂ and continuity
of F , there exists aB0 ∈ Sd+ and a neighborhoodU of (s0,p0,A0) such that for all(s,p,A) ∈ U ,

F̂ (s0,p0,A0) − ε � F(s0,p0,A0 + B0) − ε

2
� F(s,p,A + B0) � F̂ (s,p,A),

which proves that̂F is lower semicontinuous.
2. Upper semicontinuity: Let(sk,pk,Ak)k�1 be a sequence in(0,∞)d × R × Sd converging to a poin
(s0,p0,A0) ∈ (0,∞)d × R × Sd . There exists for allk � 1, aBk ∈ Sd+ such that

F(sk,pk,Ak + Bk) � F̂ (sk,pk,Ak) − 1

k
� F(sk,pk,Ak) − 1

k
.

SinceF(sk,pk,Ak)−1/k converges toF(s0,p0,A0) andσ(s0) is assumed to be invertible, it follows from the d
finition of F (3.3) and the form ofL (3.1) that the sequence(Bk)k�1 is bounded. Hence, there exists a subseque
Bkj

that converges to aB0 ∈ Sd+. Then,

lim sup
j→∞

F̂ (skj
,pkj

,Akj
) � lim sup

k→∞
F(skj

,pkj
,Akj

+ Bkj
) = F(s0,p0,A0 + B0) � F̂ (s0,p0,A0).

This shows that̂F is upper semicontinuous.�
3.3. Equation

Earlier results indicate that the value functionv is a viscosity solution of the equation

F̂ (s, vt (t, s),D
2v(t, s)) = 0 for (t, s) ∈ [0, T ) × (0,∞)d , (3.4)

whereF̂ is the parabolic majorant of the functionF defined in (3.3).
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This equation has to be complemented with an appropriate terminal condition. In the next subsections
describe the terminal behavior and state the main results.

Note that the processS never reaches the lateral boundary. For this reason, we do not need to specify
boundary conditions.

3.4. Terminal condition

It has already been observed in the literature that constraints on the hedging strategy can lead to the
that the limit

lim
t ′↗T , s′→s

v(t ′, s′)

exists but does not coincide with the functiong. We refer to [3] and [7] for the case of portfolio constraints a
to [15] for the case of an upper gamma bound. The reason for this phenomenon is the following: The
constraint induces restrictions on the functionv(t, s) on [0, T ) × (0,∞)d . If the functiong does not fulfill corre-
sponding restrictions, the value functionv will converge to the minimal function̂g that is aboveg and satisfies the
restrictions.

Since the functionH from (3.2) describing the gamma constraint is in general not decreasing, we will h
work with the function

Ĥ (A) := sup
B∈Sd+

H(A + B), A ∈ Sd .

As in Lemma 3.3, it can be shown that̂H inherits the concavity ofH . Hence, it is eitherR-valued and continuou
or identically equal to∞.

By G(g) we denote the set of all viscosity supersolutions of the equation

min
{
f − g; Ĥ

(
diag[s]D2f (s)diag[s])}= 0, s ∈ (0,∞)d , (3.5)

and we define

ĝ(s) := inf
f ∈G(g)

f (s).

It can be made sure thatĝ is finite by making the assumption that there exists a finite constantc∗ such that

g(s) � G(s) := c∗[1+ s1 + s2 + · · · + sd ], for all s ∈ (0,∞)d . (3.6)

Since by assumption (2.7), 0∈ K , it is clear thatG ∈ G(g). Therefore,

ĝ also satisfies (3.6). (3.7)

Also, it follows from Perron’s method (see Section 4 in [5]) thatĝ is a viscosity solution of (3.5). Moreover, for a
t ∈ [0, T ), the investment processY(r) = y := (c∗, . . . , c∗), r ∈ [t, T ], is admissible, and the corresponding va
process starting atx is given by

Xν
t,s,x(T ) = x + yT (St,s(T ) − s) = x + G

(
St,s(T )

)− G(s).

Hence, forx = G(s), Xν
t,s,x(T ) = G(St,s(T )) � g(St,s(T )), and therefore,v(t, s) � G(s) for all s ∈ (0,∞)d .

To prove our main results we will need that one of the two following conditions is fulfilled:

g is continuous and bounded (3.

or

g is lower semicontinuous, satisfies (3.6) andK = [Γ∗,diag[γ ∗] ], (3.9)
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where[Γ∗,diag[γ ∗] ] is a bounded interval of symmetric matrices as in Example 3.1, containing the zero ma
its interior. We require the upper bound in (3.9) to be a diagonal matrix because of the following: The uppe
onγ induces

diag[s]D2ĝ(s)diag[s] � Γ ∗,
in the viscosity sense, which implies

D2ĝ(s) � diag[s]−1Γ ∗ diag[s]−1

in the viscosity sense. In the proof of Proposition 6.4 we will needΓ ∗ to be of such a form that the matrix-value
function diag[s]−1Γ ∗ diag[s]−1 is the Hessian of a smooth function. This is the case if and only ifΓ ∗ is equal to a
diagonal matrix diag[γ ∗], in which case the smooth function can be taken as

U(s) := −
d∑

j=1

γ ∗
j logsj .

Lemma 3.5.

(a) If g satisfies(3.8), thenĝ is also bounded.
(b) Assume(3.9). Then

ĝ(s) = hconc(s) + U(s),

wherehconc is the concave envelope of

h(s) = g(s) − U(s).

Moreover,ĝ is locally Lipschitz continuous and it is twice continuously differentiable for Lebesgue-almost
s ∈ (0,∞)d . In particular, it satisfies(3.5)Lebesgue-almost everywhere, and

diag[s]D2ĝ(s)diag[s] � diag[γ ∗] for Lebesgue-almost alls ∈ (0,∞)d .

Proof. (a) If g satisfies (3.8), then every constant that dominatesg is a supersolution of (3.5). Hence,ĝ is bounded.
(b) Assume that (3.9) holds. Then, setg̃ = hconc+ U . We claim thatĝ = g̃. Indeed, sincehconc is concave, it is

Lebesgue-almost everywhere twice differentiable andD2hconc� 0. Therefore, diag[s] D2g̃ diag[s] � diag[γ ∗] in
the viscosity sense. Also, it is clear thatg̃ � g. Hence, by the definition of̂g, it follows thatg̃ � ĝ. Sinceĝ ∈ G(g),
D2ĝ − diag[s]−1 diag[γ ∗]diag[s]−1 � 0 in the viscosity sense, implying thatĝ − U is concave. Sincêg � g, we
haveĝ − U � h. Therefore, it follows that̂g − U � hconc and consequently,̂g � g̃.

To prove the regularity of̂g, observe thathconc = ĝ(s) − U is concave in(0,∞)d . Therefore, it is locally
Lipschitz and twice differentiable Lebesgue-almost everywhere. The same holds true forĝ. At points of twice dif-
ferentiability, (3.5) holds pointwise. Hence, diag[s] D2ĝ diag[s] � diag[γ ∗] at points of twice differentiability. �
3.5. Viscosity characterization

The chief result of this paper is the following characterization of the functionv. In addition to characterizin
v as the unique viscosity solution of Eq. (3.4), we also describe the exact terminal condition satisfied bv. In
many cases, the characterization of the terminal condition is the key to obtain an explicit solution by solv
Black–Scholes equation with this modified terminal condition.

Theorem 3.6(Viscosity Property).Assume that(3.8) or (3.9) holds. Then,v is a continuous viscosity solutio
of (3.4)and there exists a constantC so that∣∣v(t, s) − ĝ(s)

∣∣� C, for all (t, s) ∈ [0, T ) × (0,∞)d . (3.10)
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Theorem 3.7(Terminal Condition).Assume that(3.8) or (3.9) holds. Then,v extends to a continuous functionv̂
on [0, T ] × [0,∞)d satisfying the terminal condition

v̂(T , s) = ĝ(s), for all s ∈ (0,∞)d . (3.11)

In particular, ĝ is continuous.

To prove Theorems 3.6 and 3.7 we will introduce a lower semicontinuous functionv on [0, T ] × [0,∞)d and
an upper semicontinuous functionv̄ on [0, T ] × [0,∞)d such that

v � v � v̄ on [0, T ] × (0,∞)d .

In Section 4 we show that̄v is a viscosity subsolution of Eq. (3.4) and in Section 5 thatv is a viscosity supersolutio
of (3.4). In Section 6 we show that

v(T , ·) � ĝ, v̄(T , ·) � ĝ

and there exists a constantC > 0 such that for all(t, s) ∈ [0, T ] × (0,∞)d ,

v(t, s) � ĝ(s) − C and v̄(t, s) � ĝ(s) + C.

From the comparison result, Proposition 3.9 below, we can then deduce thatv � v̄, which implies

v = v = v̄

and completes the proof of Theorems 3.6 and 3.7.
The following theorem shows thatv is the unique solution of Eq. (3.4) in a certain class of functions.

Theorem 3.8(Uniqueness).Assume that either(3.8)or (3.9)holds. Letw be a viscosity solution of Eq.(3.4) that
satisfies the conditions(3.10),

w∗(T , s) � ĝ(s) (3.12)

and

w∗(T , s) � ĝ(s). (3.13)

Thenw = v.

Uniqueness is an immediate consequence of the following comparison result, which will be proved in Se

Proposition 3.9(Comparison).Assume thatg satisfies(3.6). Suppose thatu is an upper semicontinuous viscos
subsolution of(3.4) and (3.12), and w is a lower semicontinuous viscosity supersolution of(3.4) and (3.13). If
there exists a constantC so that

u(t, s) � ĝ(s) + C and w(t, s) � ĝ(s) − C (3.14)

for all (t, s) ∈ [0, T ) × (0,∞)d , then

u(t, s) � w(t, s) for all (t, s) ∈ [0, T ) × (0,∞)d .

Assumption (3.14) is essentially a growth condition. It can be slightly weakened by takingC to be a sublinea
function ofs. Here we chose to work with a constant to simplify the presentation. However, without an assu
of this type, comparison does not hold as illustrated in the example below.
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Example 3.10.Consider Eq. (3.4) in one dimension withΓ ∗ = 1, Γ∗ = −∞, σ(s) ≡ σ and

g(s) = (s − logs − 1)1[1,∞)(s).

Note that fors > 1, s2g′′(s) = 1. Hence,ĝ = g. SinceΓ∗ = −∞, Eq. (3.4) has the form

min

{
−vt − 1

2
σ 2s2 vss; 1− s2 vss

}
= 0, (t, s) ∈ [0, T ) × (0,∞). (3.15)

Let f be the function defined byf (t) = 1+ (T − t) and set

u(t, s) := g
(
f (t)s

)
.

(i) First, consider the caseσ = 0. Then, it can easily be checked that both functionsu andg are viscosity solutions
of (3.15) and the terminal condition (3.11). Hence, comparison does not hold. Notice that Condition (3
not satisfied.

(ii) For σ > 0, the functionu is a viscosity subsolution of (3.15) and (3.11). The Black–Scholes solution

w(t, s) = E
[
g(St,s(T )

]
solves (3.15) and (3.11). Moreover, clearlyw(t, s) � s and, fort < T and sufficiently larges, we haves <

u(t, s). This provides another counterexample to comparison.

Remark 3.11.Consider the Black–Scholes prices

vBS(t, s) = E
[
g
(
St,s(T )

)]
and v̂BS(t, s) = E

[
ĝ
(
St,s(T )

)]
corresponding tog and ĝ, respectively. Obviously,vBS � v̂BS, and vBS < v̂BS and vBS(t, s) < v̂BS(t, s) if
P [g(St,s(T )) < ĝ(St,s(T ))] > 0. Note thatv̂BS(T , ·) = ĝ. Also,

Lv̂BS(t, s) = 0,

which implies

F̂
(
s, v̂BS

t (t, s),D2v̂BS(t, s)
)
� L
(
s, v̂BS

t (t, s),D2v̂BS(t, s)
)= 0

for all (t, s) ∈ [0, T ) × (0,∞)d . Hence,v̂BS is a viscosity subsolution of (3.4) and (3.12). If (3.8) or (3.9) ho
then it can also be shown that there exists a constantC � 0 such that

v̂BS(t, s) � ĝ(s) + C for all (t, s) ∈ [0, T ) × (0,∞)d .

Hence, it follows from Proposition 3.9 that

v̂BS(t, s) � v(t, s) for all (t, s) ∈ [0, T ) × (0,∞)d .

However, if the class of trading strategies is larger thanAt,s , it can happen thatv � vBS and Theorems 3.6 and 3
are no longer valid. For instance, it follows from Lemma A.3 of [13] that if the number of jumpsN in the defini-
tion (2.4) is only required to be finite but not bounded, then for everyε > 0,g(St,s(T )) can be super-replicated wit
initial capitalvBS(t, s) + ε and a strategy of the form (2.4) withα = 0 andγ = 0. Theorem 4.4 of [1] shows tha
if ‖α‖β,∞

t,s is not required to be finite, then for everyε > 0, g(St,s(T )) can be super-replicated with initial capit
vBS(t, s) + ε and a strategy of the form (2.4) without jumps and withγ = 0.

4. Viscosity subsolution property

We here prove the subsolution property for a convenient upper semicontinuous majorantv̄ of v. It will follow
from the results in Sections 5, 6 and 7 thatv̄ = v if either (3.8) or (3.9) is satisfied.
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4.1. The function̄v

For ν = ((τn, y
n)n�0, α, γ

) ∈ At,s , we define

‖ν‖β,∞
t,s := max

{
‖N‖L∞;‖Y‖β,∞

t,s ; ‖α‖β,∞
t,s ; ‖γ ‖β,∞

t,s ;max
i,j

‖γ 1
ij‖β,∞

t,s ;max
i,j

‖γ 2
ij‖β,∞

t,s

}
.

To definev̄, we consider for everyM > 0, the set

AM
t,s := {ν ∈At,s : ‖ν‖β,∞

t,s � M
}
,

and we introduce the associated stochastic control problem

vM(t, s) := inf
{
x ∈ R: Xν

t,s,x(T ) � g
(
St,s(T )

)
for someν ∈ AM

t,s

}
. (4.1)

Clearly, we have

At,s =
⋃
M>0

AM
t,s, and therefore, v(t, s) = inf

M>0
vM(t, s).

The functionv̄ is defined by

v̄(t, s) := inf
M>0

(vM)∗(t, s), (t, s) ∈ [0, T ] × [0,∞)d .

Sincev̄ is an infimum of upper semicontinuous functions, it is upper semicontinuous as well, and therefore,v̄ � v∗.

4.2. Partial dynamic programming principle

Lemma 4.1.Let t ∈ [0, T ), s ∈ (0,∞)d , x ∈ R and θ a [t, T ]-valuedF
W -stopping time. LetM1,M2 > 0 and

ν ∈ AM1
t,s , such that

Xν
t,s,x(θ) > vM2

(
θ, St,s(θ)

)
.

Then there exists a controlν̂ ∈AM1+M2
t,s such that

Xν̂
t,s,x(T ) � g

(
St,s(T )

)
.

Proof. Set(ς, ξ) := (St,s(θ),Xν
t,s,x(θ)). It can be deduced from the definition of the control problem (4.1) a

measurable selection argument, that there exists a controlν̃ ∈ AM2
θ,ς,ξ such that

Xν̃
θ,ς,ξ (T ) � g

(
Sθ,ς (T )

)
. (4.2)

This step is not trivial. For more details we refer the reader to [17]. Next, letŶ be given by

Ŷ (r) := 1{t�r<θ}Y ν
t,s(r) + 1{θ�r�T }Y ν̃

θ,ς (r)

and note that the corresponding controlν̂ is in AM1+M2
t,s . It follows from (4.2) that

Xν̂
t,s,x(T ) = Xν̃

θ,ς,ξ (T ) � g
(
Sθ,ς (T )

)= g
(
St,s(T )

)
,

which proves the lemma.�
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4.3. Proof of the viscosity subsolution property

Theorem 4.2.If g satisfies(3.6), then the function̄v is a viscosity subsolution of the equation

F̂
(
s, vt (t, s),D

2v(t, s)
)= 0 on [0, T ) × (0,∞)d .

Proof. By (2.8) and assumption (3.6), 0� v̄(t, s) � G(s) for all (t, s) ∈ [0, T ) × (0,∞)d . In particular,v̄ is finite.
Let (t0, s0) ∈ [0, T ) × (0,∞)d andϕ ∈ C∞([0, T ] × [0,∞)d) such that

0= (v̄ − ϕ)(t0, s0) > (v̄ − ϕ)(t, s) for all (t, s) �= (t0, s0).

Assume that for some matrixB ∈ Sd+,

l(t0, s0) := −Lϕ(t0, s0) − 1

2
Tr
[
σT (s0)diag[s]B diag[s]σ(s0)

]
> 0,

and

h(t0, s0) := diag[s0]
(
D2ϕ(t0, s0) + B

)
diag[s0] ∈ int(K).

In the following steps we will obtain a contradiction.
1. Observe that the functionsl andh inherit the smoothness ofϕ. Consider the following neighborhood of(t0, s0):

N := {(t, s) ∈ [0, T ) × (0,∞)d ∩ B1(t0, s0): l(t, s) > 0 andh(t, s) ∈ int(K)
}
,

whereB1(t0, s0) is the closed unit ball inRd+1 around(t0, s0). Choose a constantM1 � 2 such that for each fixe
pair (t̂ , ŝ) ∈ N , all the functions

Dϕ(t, s) + B(s − ŝ), LDϕ(t, s), D2ϕ(t, s) + B, max
ij

∣∣LD2
ij ϕ(t, s)

∣∣,
max

ij

∣∣(DD2
ij ϕ(t, s)

)T diag[s]σ(s)
∣∣

are bounded byM1 on �N . By definition,v̄ = infM>0(v
M)∗. Therefore, it can be deduced from the fact that(t0, s0)

is a strict maximizer of̄v − ϕ, ∂N is compact and(vM)∗ − ϕ is upper semicontinuous for allM , that there exists
anη > 0 and anM2 > 0 such that

(vM2)∗(t, s) � ϕ(t, s) − 4η for all (t, s) ∈ ∂N .

2. Let M3 := M1 + M2. There exists a(t̂ , ŝ) ∈N such that

vM3(t̂ , ŝ) � (vM3)∗(t0, s0) − η � v̄(t0, s0) − η = ϕ(t0, s0) − η � ϕ(t̂, ŝ) − 2η. (4.3)

We set̂S := St̂,ŝ and consider the stopping time

θ := inf
{
t � t̂ :

(
t, Ŝ(t)

)
/∈N
}
.

Then,θ > t̂ and(θ, Ŝ(θ)) ∈ ∂N because the procesŝS is almost surely continuous. Therefore,

(vM2)∗
(
θ, Ŝ(θ)

)
� ϕ
(
θ, Ŝ(θ)

)− 4η. (4.4)

3. Set

(τ̂0, τ̂1, τ̂2) = (t̂ , θ, T ), ŷ0 := Dϕ(t̂, ŝ), ŷ1 := 0,

α̂(r) := 1{t̂�r<θ}LDϕ
(
r, Ŝ(r)

)
and γ̂ (r) := 1{t̂�r<θ}

(
D2ϕ
(
r, Ŝ(r)

)+ B
)
.

By our choice ofM1, the corresponding controlν̂ is in AM1.

t̂ ,ŝ
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4. Consider the initial capital

x̂ := vM3(t̂ , ŝ) − η, (4.5)

and denote(X̂, Ŷ ) := (Xν̂
t̂,ŝ,x̂

, Y ν̂
t̂ ,ŝ

). Then,

X̂(θ) − vM2
(
θ, Ŝ(θ)

)= vM3(t̂ , ŝ) − η +
θ∫

t̂

Ŷ (r)T dŜ(r) − vM2
(
θ, Ŝ(θ)

)

� ϕ(t̂, ŝ) − 3η +
θ∫

t̂

Ŷ (r)T dŜ(r) − vM2
(
θ, Ŝ(θ)

)
by (4.3). Using (4.4) and Itô’s lemma, we see that

X̂(θ) − vM2
(
θ, Ŝ(θ)

)
� ϕ(t̂, ŝ) − 3η +

θ∫
t̂

Ŷ (r)T dŜ(r) − ϕ
(
θ, Ŝ(θ)

)+ 4η

= −
θ∫

t̂

Lϕ
(
r, Ŝ(r)

)
dr +

θ∫
t̂

( r∫
t̂

B dŜ(u)

)T

dŜ(r) + η

=
θ∫

t̂

l
(
r, Ŝ(r)

)
dr + 1

2

(
Ŝ(θ) − ŝ

)T
B
(
Ŝ(θ) − ŝ

)+ η.

SinceB ∈ Sd+, this provides

X̂(θ) − vM2
(
θ, Ŝ(θ)

)
�

θ∫
t̂

l
(
r, Ŝ(r)

)
dr + η � η,

by definition ofθ as the first exit time fromN . Hence, it follows from Lemma 4.1 thatvM3(t̂ , ŝ) � x̂, contradict-
ing (4.5). �

5. Viscosity supersolution property

In this section, we prove that a convenient lower semicontinuous functionv � v is a viscosity supersolution o
the DPE (3.4). It will follow from results in the next sections thatv = v if (3.8) or (3.9) holds.

5.1. A weak formulation of the super-replication problem

For technical reasons, we here also consider controls that are not necessarily adapted to the filtration g
by the Brownian motion driving the price processS. Let W̃ be a Brownian motion on a filtered probability spa
(Ω̃, F̃ , F̃ = {F̃(t), t ∈ [0, T ]}, P̃ ) that satisfies the usual conditions.

For all (t, s) ∈ [0, T ] × (0,∞)d andM > 0, we definẽSt,s andAM
t,s(Ω̃) on (Ω̃, F̃ , F̃, P̃ ) like St,s andAM

t,s

are defined on(Ω,F ,F
W,P ). For x ∈ R and a control̃ν ∈ AM

t,s(Ω̃), the processes̃Y ν̃
t,s and X̃ν̃

t,s,x are defined
analogously toY ν

t,s andXν
t,s,x .

Note that sincẽSt,s is the unique strong solution of the SDE (2.1) with driving Brownian motionW̃ , it is adapted
to the filtrationF

W̃ generated bỹW . But, the control processes inAM
t,s(Ω̃) and therefore,̃Y ν̃

t,s andX̃ν̃
t,s,x are not

necessarily adapted toFW̃ .
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ForM > 0, we define the relaxed stochastic control problem

vM(t, s) := inf
{
x ∈ R: X̃ν̃

t,s,x(T ) � g(S̃t,s) for some(Ω̃, F̃ , F̃, P̃ ) andν̃ ∈ AM
t,s(Ω̃)

}
,

and the functions

ṽ(t, s) := inf
M>0

vM(t, s), (t, s) ∈ [0, T ) × (0,∞)d ,

and

v(t, s) := ṽ∗(t, s), (t, s) ∈ [0, T ] × [0,∞)d .

By definition,v is lower semicontinuous, and obviously,v(t, s) � v(t, s) on [0, T ) × (0,∞)d .

5.2. Partial dynamic programming principle

Lemma 5.1. Let W̃ be a d-dimensional Brownian motion on a filtered probability space(Ω̃, F̃ , F̃ = {F̃(t),

t ∈ [0, T ]}, P̃ ) that satisfies the usual conditions. Let(t, s) ∈ [0, T ) × (0,∞)d , x ∈ R, M > 0 and ν̃ ∈ AM
t,s(Ω̃)

such that

X̃ν̃
t,s,x(T ) � g

(
S̃t,s(T )

)
. (5.1)

Then, for every[t, T ]-valued̃F-stopping timeθ ,

X̃ν̃
t,s,x(θ) � vM

(
θ, S̃t,s(θ)

)
.

Proof. Let

(ς, ξ) := (S̃t,s , X̃
ν̃
t,s,x

)
(θ),

and denote byµ the probability measurẽP ◦ (θ, ς, ξ)−1 on [t, T ] × R
d+1. SinceX̃ν̃

t,s,x(T ) = X̃ν̃
θ,ς,ξ (T ) and

S̃t,s(T ) = S̃θ,ς (T ), it follows from (5.1) that

1= P̃
[
X̃ν̃

t,s,x(T ) � g
(
S̃t,s(T )

)]= P̃
[
X̃ν̃

θ,ς,ξ (T ) � g
(
S̃θ,ς (T )

)]
=

∫
[t,T ]×Rd+1

P̃
[
X̃ν̃

θ,ς,ξ (T ) � g
(
S̃θ,ς (T )

) ∣∣ (θ, ς, ξ) = (t ′, s′, x′)
]
dµ(t ′, s′, x′)

=
∫

[t,T ]×Rd+1

P̃
[
X̃ν̃

t ′,s′,x′(T ) � g
(
S̃t ′,s′(T )

)]
dµ(t ′, s′, x′).

Hence, forµ-almost all(t ′, s′, x′) ∈ [t, T ] × R
d+1, the controlν̃ satisfies

P̃
[
X̃ν̃

t ′,s′,x′(T ) � g
(
S̃t ′,s′(T )

)]= 1.

Now, observe that the control corresponding to the restricted strategyỸ ν̃
t,s |[t ′,T ] belongs toAM

t ′,s′(Ω̃). Therefore,

we can conclude that forµ-almost all(t ′, s′, x′) ∈ [t, T ] × R
d+1,

x′ � vM(t ′, s′),

which shows that̃Xν̃
t,s,x(θ) � vM(θ, S̃t,s(θ)). �
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5.3. Properties ofvM

Lemma 5.2. Assume thatg satisfies(3.6) for a constantc∗ > 0. Then, for allM � c∗, vM is a finite, lower
semicontinuous function and existence holds for the problemvM .

Proof. For allM � c∗, vM(t, s) is dominated by the functionG(s) from (3.6). Together with (2.8), this shows th
vM is finite.

Next, we show that for allM � c∗, existence holds forvM . So, fixM � c∗, (t, s) ∈ [0, T ) × (0,∞)d and set

x := vM(t, s), xk := x + 1

k
, k � 1.

By definition of the problemvM , there exists for allk � 1, ad-dimensional Brownian motionWk on a filtered
probability space(Ωk,Fk,F

k,P k) that satisfies the usual conditions and a controlνk ∈AM
t,s(Ω

k) such that

Xνk

t,s,xk
(T ) � g

(
Sk

t,s(T )
)
. (5.2)

By Lemma 5.3 below, there exists ad-dimensional Brownian motioñW on a filtered probability space(Ω̃, F̃ , F̃, P̃ )

that satisfies the usual conditions and a controlν̃ ∈ AM
t,s(Ω̃) such that, possibly after passing to a subseque

(Sk
t,s ,X

νk

t,s,xk
)k�1 converges weakly to(S̃t,s ,X

ν̃
t,s,x). Therefore, it follows from (5.2) that

X̃ν̃
t,s,x(T ) � g

(
S̃t,s(T )

)
.

To show thatv is lower semicontinuous, we let(tk, sk)k�1 be a sequence converging to(t, s), and assume that

xk := vM(tk, sk) → x for somex ∈ R.

Again, it can be shown that there exists ad-dimensional Brownian motioñW on a filtered probability spac
(Ω̃, F̃ , F̃, P̃ ) that satisfies the usual conditions and a controlν̃ ∈AM

t,s(Ω̃) such that

X̃ν̃
t,s,x(T ) � g

(
S̃t,s(T )

)
.

This shows thatx � vM(t, s). Hence,vM is lower semicontinuous.�
Lemma 5.3.Let x � 0 and M > 0. For everyk � 1, let Wk be ad-dimensional Brownian motion on a filtere
probability space(Ωk,Fk,F

k,P k) that satisfies the usual conditions andνk a control inAM
t,s(Ω

k). Then there
exists ad-dimensional Brownian motioñW on a filtered probability space(Ω̃, F̃ , F̃, P̃ ) that satisfies the usua
conditions and a control̃ν ∈AM

t,s(Ω̃) such that, possibly after passing to a subsequence,(Sk
t,s ,X

νk

t,s,x)k�1 converges

weakly to(S̃t,s , X̃
ν̃
t,s,x).

Proof. For the sake of notational simplicity we assume thatd = 1. The cased > 1 works analogously. LetW ′ be a
one-dimensional Brownian motion on a filtered probability space(Ω ′,F ′,F

′,P ′) that satisfies the usual conditio
andν a control inAM

t,s(Ω
′). Recall thatν is specified by the processes

M−1∑
n=0

yn1[τn,τn+1), α,

M−1∑
n=0

zn1[τn,τn+1), γ 1 and γ 2.

Hence, we can identifyν with the process( .∫ M−1∑
n=0

yn1[τn,τn+1)(u)du,

.∫
α(u)du,

.∫ M−1∑
n=0

zn1[τn,τn+1)(u)du,

.∫
γ 1(u)du,

.∫
γ 2(u)du

)

t t t t t
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and view it as a random variable with values in(C[t, T ])5, whereC[t, T ] denotes the space of continuous functio
on [t, T ] endowed with the uniform topology. Then, it follows from Proposition XIII.1.5 in [14] that the sequ
(νk)k�1 is tight, and it can be shown along the lines of the proof of Theorem 7.10 in [12] that there exists a Br
motionW̃ on a filtered probability space(Ω̃, F̃ , F̃, P̃ ) that satisfies the usual conditions and a controlν̃ ∈ AM

t,s(Ω̃)

such that, possibly after passing to a subsequence,(νk, Sk
t,s ,X

νk
t,s,x)k�1 converges weakly to(ν̃, S̃t,s , X̃

ν̃
t,s,x). �

5.4. Proof of the viscosity supersolution property

Theorem 5.4.Assume thatg satisfies(3.6) for a constantc∗ > 0. Then for allM � c∗, vM is a viscosity superso
lution of the equation

F̂
(
s, vt (t, s),D

2v(t, s)
)= 0 on [0, T ) × (0,∞)d .

Proof. Fix anM � c∗. By Lemma 5.2,vM is finite and lower semicontinuous for allM � c∗. Consider a(t0, s0) ∈
[0, T ) × (0,∞)d together with a test functionϕ ∈ C∞([0, T ] × [0,∞)d) such that

0= ( vM − ϕ)(t0, s0) = min
(t,s)∈[0,T ]×[0,∞)d

( vM − ϕ)(t, s).

The proof is complete if we can show that there exists aB ∈ Sd+ such that

−Lϕ(t0, s0) − 1

2
Tr
[
σT (s0)diag[s0]B diag[s0]σ(s0)

]
� 0,

and

diag[s0]
(
D2ϕ(t0, s0) + B

)
diag[s0] ∈ K.

1. Setx0 := vM(t0, s0). By Lemma 5.2, there exists ad-dimensional Brownian motioñW on a filtered probability
space(Ω̃, F̃ , F̃, P̃ ) satisfying the usual conditions and a controlν̃ ∈AM

t0,s0
(Ω̃) such that

X̃ν̃
t0,s0,x0

(T ) � g
(
S̃t0,s0(T )

)
.

For the rest of the proof we denote

(S̃, Ỹ , X̃) = (S̃t0,s0, Ỹ
ν̃
t0,s0

, X̃ν̃
t0,s0,x0

).

Let τ̃1 be the first jump time aftert0 appearing in the control̃ν and define

θ := τ̃1 ∧ inf
{
r > t0: S̃(r) /∈ s0 eB1(0)

}
,

whereB1(0) is the closed unit ball inRd around 0 and the exponential and product are taken component-wis
all η > 0, set

θη := θ ∧ (t0 + η),

and notice thatθη > t0 P̃ -almost surely. By the partial dynamic programming principle of Lemma 5.1,

X̃(θη) � vM
(
θη, S̃(θη)

)
. (5.3)

SincevM � ϕ, it follows from (5.3) that

x0 +
θη∫

t0

Ỹ (r)T S̃(r) − ϕ
(
θη, S̃(θη)

)
� 0.

By twice applying Itô’s lemma, it follows that
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θη∫
t0

l(r)dr +
θη∫

t0

(
c +

r∫
t0

a(u)du +
r∫

t0

b(u)dS̃(u)

)T

dS̃(r) � 0, (5.4)

where

l(r) := −Lϕ
(
r ∧ θ, S̃(r ∧ θ)

)
,

a(r) := α̃(r ∧ θ) −L(Dϕ)
(
r ∧ θ, S̃(r ∧ θ)

)
,

b(r) := γ̃ (r ∧ θ) − D2ϕ
(
r ∧ θ, S̃(r ∧ θ)

)
and

c := ỹ0 − Dϕ(t0, s0).

Note that, by our choice of the stopping timeθ , the processesl, a andb are bounded. Hence, there exists a cons
C1 > 0 such that for allη > 0,∣∣∣∣∣

θη∫
t0

l(r)dr

∣∣∣∣∣� C1η. (5.5)

Moreover, the process

m(r) := 1{r<θ} diag
[
S̃(r)
]
σ
(
S̃(r)
)
, r ∈ [t0, T ],

satisfies the continuity assumption (A.3) of Proposition A.3 att0 for ε = 0. Therefore, it follows from Propos
tion A.3 that for every constantε > 0, almost surely,

lim
η↘0

η−3/2+ε

θη∫
t0

( r∫
t0

a(u)du

)T

dS̃(r) = lim
η↘0

η−3/2+ε

t0+η∫
t0

( r∫
t0

a(u)du

)T

m(r)dW̃ (r) = 0. (5.6)

It can easily be checked that̃S is almost surely Hölder-continuous of order 1/3. Hence, the processm satisfies the
continuity assumption (A.1) of Theorem A.1 forε = 2/3, and it follows from Theorem A.1.a that there exist
constantC2 > 0 such that

lim sup
η↘0

1

η log log(1/η)

∣∣∣∣∣
θη∫

t0

( r∫
t0

b(u)dS̃(u)

)T

dS̃(r)

∣∣∣∣∣
= lim sup

η↘0

1

η log log(1/η)

∣∣∣∣∣
t0+η∫
t0

( r∫
t0

b(u)m(u)dW̃ (u)

)T

m(r)dW̃ (r)

∣∣∣∣∣� C2. (5.7)

2. By the Dambis–Dubins–Schwarz Theorem (see e.g. Theorem V.I.6 in [14]), there exists a Brownian mZ
such that

θη∫
t0

cT dS̃(r) =
θη∫

t0

cT m(r)dW̃ (r) = Z

( θη∫
t0

∣∣cT m(r)
∣∣2 dr

)
.

Hence, it follows from (5.4)–(5.7) and the law of the iterated logarithm for Brownian motion (see e.g.
rem II.1.9 in [14]) thatcT m(t0) = 0, which by our assumption thatσ(s0) is invertible, implies

c = 0. (5.8)
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(5.11)

rk 6.3
3. By (5.8), we can rewrite (5.4) as

θη∫
t0

l(r)dr +
θη∫

t0

( r∫
t0

a(u)du +
r∫

t0

b(u)dS̃(u)

)T

dS̃(r) � 0. (5.9)

It follows from (5.9), (5.5) and (5.6) that

lim inf
η↘0

1

η log log(1/η)

θη∫
t0

( r∫
t0

b(u)dS̃(u)

)T

dS̃(r) � 0. (5.10)

Sinceb is right-continuous, it follows from (5.10) and Theorem A.1.b that

m(t0)
T b(t0)m(t0) ∈ Sd+. (5.11)

Sinceσ(s0) is invertible, this implies thatb(t0) ∈ Sd+, and it follows from the gamma constraint (2.6) that

diag[s0]
(
D2ϕ(t0, s0) + b(t0)

)
diag[s0] ∈ K.

By the boundedness and continuity of the processl, we obtain from (5.9) and (5.6) that

−Lϕ(t0, s0) = l(t0) � lim sup
η↘0

1

η

θη∫
t0

( r∫
t0

−b(u)dS̃(u)

)T

dS̃(r). (5.12)

Sinceb is of the form (2.5), it satisfies the continuity assumption (A.2) of Theorem A.2. Hence, we get from
and Theorem A.2 that

lim sup
η↘0

1

η

θη∫
t0

( r∫
t0

−b(u)dS̃(u)

)T

dS̃(r)

= lim sup
η↘0

1

η

t0+η∫
t0

( r∫
t0

−b(u)m(u)dW̃ (u)

)T

m(r)dW̃ (r)

= 1

2
Tr
[
m(t0)

T b(t0)m(t0)
]= 1

2
Tr
[
σ(s0)

T diag[s0]b(t0)diag[s0]σ(s0)
]
.

Together with (5.12), this shows that

−Lϕ(t0, s0) − 1

2
Tr
[
σ(s0)

T diag[s0]b(t0)diag[s0]σ(s0)
]
� 0,

which completes the proof.�
Corollary 5.5. If g satisfies(3.6), thenv is a viscosity supersolution of the equation

F̂
(
s, vt (t, s),D

2v(t, s)
)= 0 on [0, T ) × (0,∞)d .

Proof. The corollary can be deduced from Theorem 5.4 with the following argument borrowed from Rema
of [5], see also Proposition 2.3 of [19].

Let (t0, s0) ∈ [0, T ) × (0,∞)d andϕ ∈ C∞([0, T ] × [0,∞)d) such that

0= ( v − ϕ)(t0, s0) < (v − ϕ)(t, s) for all (t, s) �= (t0, s0).
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Let B1(0) be the closed unit ball inRd and denote

Q :=
[
0,

t0 + T

2

]
× s0 eB1(0),

where the product and exponential are take component-wise. By definition ofv, there exists a sequence(tk, sk)k�1
in Q such that

(tk, sk) → (t0, s0)

and

vk(tk, sk) → v(t0, s0).

For all k � 1, let ( t k, s k) be a minimizer ofvk − ϕ onQ. Then, necessarily,

( t k, s k) → (t0, s0). (5.13)

Indeed, assume that there exists a subsequence( t kj
, s kj

)j�1 of ( t k, s k)k�1 that converges to a point( t, s ) ∈ Q.
Then,

0= ( v − ϕ)(t0, s0) = lim
j→∞( vkj − ϕ)(tkj

, skj
) � lim inf

j→∞ ( vkj − ϕ)( t kj
, s kj

) � ( v − ϕ)( t, s ).

Hence,( t, s ) = (t0, s0), and (5.13) follows. By (5.13), there exists ak0 � 1 such that( t k, s k) is a local minimizer
of vk − ϕ for all k � k0. Hence, Theorem 5.4 implies that

F̂
(
s k, ϕt ( t k, s k),D

2ϕ( t k, s k)
)
� 0, for all k � k0.

By Lemma 3.4,̂F is continuous. Therefore, by sendingk to ∞, we get

F̂
(
s0, ϕt (t0, s0),D

2ϕ(t0, s0)
)
� 0,

which proves the corollary. �

6. Terminal condition

In the previous sections, we proved that ifg satisfies (3.6), then̄v is a viscosity subsolution andv a viscosity
supersolution of Eq. (3.4). Here, our objective is to show that if one of the conditions (3.8) or (3.9) holds, th

V := v(T , ·) and �V := v̄(T , ·)
satisfy the terminal condition

V = �V = ĝ, (6.1)

and there exists a constantC such that for all(t, s) ∈ [0, T ) × (0,∞)d ,

v(t, s) � ĝ(s) − C and v̄(t, s) � ĝ(s) + C. (6.2)

We first prove the lower boundV � ĝ and then the upper bound�V � ĝ. The lower bound can be prove
under (3.6). For the proof of the upper bound we need that either (3.8) or (3.9) is satisfied, and the proof is
in the two cases. The inequalities (6.2) are trivial under (3.8) and can be deduced more or less directly fro
under (3.9).
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6.1. Lower bound under(3.6)

Proposition 6.1. If g is lower semicontinuous and satisfies(3.6), thenV is a viscosity supersolution of(3.5). In
particular, V � ĝ.

Proof. 1.Let s0 ∈ (0,∞). Assumption (3.6) insures that

v(t, s) � ṽ(t, s) � v(t, s) � G(s) for all (t, s) ∈ [0, T ) × (0,∞)d ,

and by the definition ofv, there exists a sequence(tk, sk)k�1 in [0, T ) × (0,∞)d converging to(T , s0) such that

ṽ(tk, sk) → v(T , s0) = V (s0).

There exists for allk � 1, a filtered probability space(Ωk,Fk,F
k,P k) satisfying the usual conditions with

d-dimensional Brownian motionWk and a controlνk ∈⋃M>0AM
t,s(Ω

k) such that

Xνk

tk,sk,xk
(T ) � g

(
Sk

tk,sk
(T )
)
,

wherexk := ṽ(tk, sk) + 1/k. By (2.8),

xk = Ek
[
Xνk

tk,sk,xk
(T )
]
� Ek
[
g
(
Sk

tk,sk
(T )
)]= E

[
g
(
Stk,sk (T )

)]
,

and obviously,

Stk,sk (T ) → s0 almost surely. (6.3)

Since,g is lower semicontinuous, it follows from (6.3) that

lim inf
k→∞ g

(
Stk,sk (T )

)
� g(s0).

Therefore, Fatou’s lemma implies

V (s0) = lim
k→∞xk � lim inf

k→∞ E
[
g
(
Stk,sk (T )

)]
� g(s0).

2. Let (s0,ψ) ∈ (0,∞)d × C[0,∞)d be such that

0= (V − ψ)(s0) = min
s∈[0,∞)d

(V − ψ)(s).

Choose a sequence(tk, sk)k�1 which converges to(T , s0), such thattk < T and

lim
k→∞ ṽ(tk, sk) = V (s0).

For allk � 1, we define the functionwk on [tk, T ]× [0,∞)d as the lower semicontinuous envelope of the func
ṽ restricted to[tk, T )× (0,∞)d . Thenwk = ṽ∗ = v on(tk, T ]×[0,∞)d but we do not know whetherwk is equal to
v on tk ×[0,∞)d . However, we can replace 0 bytk in Corollary 5.5 and deduce thatwk is a viscosity supersolutio
of Eq. (3.4) on[tk, T ) × (0,∞)d . Define the auxiliary test function

ϕk(t, s) := ψ(s) − |s − s0|4 + T − t

T − tk
,

and denote byB1(0) the closed unit ball inRd around 0. For allk � 1, let ( t k, s k) be a minimizer ofwk − ϕk on
[tk, T ] × s0 eB1(0). Note that

(wk − ϕk)(tk, sk) = (wk − ψ)(tk, sk) + |sk − s0|4 − 1→ −1 ask → ∞.

Hence, fork large enough,

(wk − ϕk)(tk, sk) < 0.
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On the other hand,

(wk − ϕk)(T , s) = V (s) − ψ(s) + |s − s0|4 � 0 for all s ∈ (0,∞)d .

Hence,t k ∈ [tk, T ) for large enoughk. Now, let s∗ ∈ (0,∞)d such that, possibly after passing to a subseque
s k → s∗. Then,

|s∗ − s0|4 = lim
k→∞|s k − s0|4

� lim inf
k→∞

{
(wk − ϕk)(tk, sk) − (wk − ϕk)( t k, s k) + |s k − s0|4

}
= lim inf

k→∞

{
(wk − ψ)(tk, sk) − (wk − ψ)( t k, s k) + T − t k

T − tk
+ |sk − s0|4 − T − tk

T − tk

}
� lim inf

k→∞

{
(V − ψ)(s0) − (V − ψ)(s∗) − t k − tk

T − tk

}
� 0.

This shows that( t k, s k) → (T , s0) as k → ∞. Sincewk is a viscosity supersolution of̂F(s, vt ,D
2v) = 0 on

[tk, T ) × (0,∞)d , we have

F̂
(
s k, ϕ

k
t ( t k, s k),D

2ϕk( t k, s k)
)
� 0,

and in particular,

Ĥ
(
diag[s k]

(
D2ψ(s k) − D2|s k − s0|4

)
diag[s k]

)
� 0,

which, by continuity ofĤ , implies

Ĥ
(
diag[s0]D2ψ(s0)diag[s0]

)
� 0.

Hence,V is a viscosity supersolution of (3.5), and therefore,V � ĝ. �
The next result provides more detailed information about the lower bound if the convex setK is bounded from

below by a matrix of the form−a∗Id , wherea∗ is a constant andId thed × d-identity matrix.

Corollary 6.2. Assumeg satisfies(3.6)and for some constanta∗, A � −a∗Id for everyA ∈ K . Then, there exist
a constantC such that

v(t, s) � ĝ(s) − C(T − t) on [0, T ) × (0,∞)d .

Proof. In view of the previous lemma, it suffices to show that there exists a constantC so thatv is a viscosity
supersolution of the equation

−vt (t, s) + C = 0. (6.4)

To prove (6.4), consider(t0, s0) ∈ [0, T ) × (0,∞)d and a test functionϕ ∈ C∞([0, T ] × [0,∞)d) so that

0= ( v − ϕ)(t0, s0) = min
(t,s)∈[0,T ]×[0,∞)d

( v − ϕ)(t, s).

By Corollary 5.5, we have

F̂
(
(t0, s0), ϕt (t0, s0),D

2ϕ(t0, s0)
)
� 0,

which implies that there exists aB ∈ Sd+ such that

−ϕt (t0, s0) − 1
Tr
[
σ(s0)

T diag[s0]
(
D2ϕ(t0, s0) + B

)
diag[s0]σ(s0)

]
� −1 (6.5)
2
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on (3.8),

of

ent-
and

H
(
diag[s0]

(
D2ϕ(t0, s0) + B

)
diag[s0]

)
� −1. (6.6)

It follows from the assumption and (6.6) that

diag[s0]
(
D2ϕ(t0, s0) + B

)
diag[s0] � −(a∗ + 1)Id .

Hence, by (6.5),

−ϕt (t0, s0) � −1− 1

2
(a∗ + 1)Tr

[
σ(s0)

T σ (s0)
]
.

Sinceσ is bounded, this implies that

−ϕt (t0, s0) � −C

for some positive constantC that is independent of(t0, s0). �
Note that the hypothesis of the previous corollary holds under the assumption (3.9). Under the assumpti

v(t, s) andĝ are bounded.

6.2. Upper bound under(3.8)

Note that in the proof of the following proposition we need the continuity ofg.

Proposition 6.3.Assume(3.8). Then,�V � ĝ.

Proof. We will show that ifg satisfies (3.8), then�V is a viscosity subsolution of (3.5). On the other hand,ĝ is a
viscosity supersolution of the same equation. Moreover, we assume thatg is bounded. Therefore,�V − ĝ is bounded,
and we can apply a comparison result for Eq. (3.5), to conclude that�V � ĝ (see Remark 7.6). In the remainder
this proof, we show that�V is a viscosity subsolution of (3.5).

Consider a pair(s0,ψ) ∈ (0,∞)d × C∞([0,∞)d) such that

0= (�V − ψ)(s0) = max
[0,∞)d

(�V − ψ)

and

ψ(s0) > g(s0). (6.7)

For k � 1, set

ϕk(t, s) := ψ(s) + |s − s0|4 + k(T − t), (t, s) ∈ [0, T ] × [0,∞)d .

Fix B ∈ Sd+ and assume that there exists ak � 1 such that

F
(
s, ϕk

t (t, s),D2ϕk(t, s) + B
)
> 0 (6.8)

on the set

Q1/k := [T − 1/k,T ] × s0 eB1/k(0),

whereB1/k(0) is the closed ball of radius 1/k around 0 inRd and the product and exponential are taken compon
wise. Then,

−Lϕk(t, s) − 1
Tr
[
σ(s)T diag[s]B diag[s]σ(s)

]
> 0
2
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and

H
(
diag[s](D2ϕk(s) + B

)
diag[s])> 0,

for all (t, s) ∈ Q1/k . In the following steps we derive a contradiction to (6.8).
1. There exists a constantM1 � 2 such that for each fixed pair(t̂ , ŝ) ∈ Q1/k all the functions

Dϕk(t, s) + B(s − ŝ), LDϕk(t, s), D2ϕk(t, s) + B, max
ij

∣∣LD2
ij ϕ

k(t, s)
∣∣,

max
ij

∣∣(DD2
ij ϕ

k(t, s))T diag[s]σ(s)
∣∣

are bounded byM1 onQ1/k .
2. Sinceg is continuous, it can be deduced from̄v = infM>0(v

M)∗ and (6.7) that there existη ∈ (0,1/k] and
M2 > 0 such that

(vM2)∗ � ϕk − 4η

on the parabolic boundary

∂pQη := ([T − η,T ] × ∂
(
s0 eBη(0)

)∪ ({T } × s0 eBη(0)
))

of the setQη = [T − η,T ] × s0 eBη(0).
3. SetM3 := M1 + M2. There exists a(t̂ , ŝ) ∈ Qη such that

vM3(t̂ , ŝ) � (vM3)∗(T , s0) − η � v̄(T , s0) − η = ϕk(T , s0) − η � ϕk(t̂, ŝ) − 2η.

DenotêS := St̂,ŝ and introduce the stopping time

θ := inf
{
r � t̂ | Ŝ(r) ∈ ∂pQη

}
.

Then,(θ, Ŝ(θ)) ∈ ∂pQη because the procesŝS is almost surely continuous. Therefore,

(vM2)∗
(
θ, Ŝ(θ)

)
� ϕk
(
θ, Ŝ(θ)

)− 4η.

4. Set

(τ̂0, τ̂1, τ̂2) = (t̂ , θ, T ), ŷ0 := Dϕ(t̂, ŝ), ŷ1 := 0,

α̂(r) := 1{t̂�r<θ}LDϕk
(
r, Ŝ(r)

)
and γ̂ (r) := 1{t̂�r<θ}

(
D2ϕk

(
r, Ŝ(r)

)+ B
)
.

Then, the corresponding controlν̂ is in AM1
t̂ ,ŝ

.
5. Consider the initial capital

x̂ := vM3(t̂ , ŝ) − η.

Proceeding as in Step 4 of the proof of Theorem 4.2, we obtain that

Xν̂
t̂,ŝ,x̂

(θ) � vM2
(
θ, Ŝ(θ)

)+ η,

which is in contradiction to the partial dynamic programming result of Lemma 4.1.
Hence, there exists for allk � 1 a(tk, sk) ∈ Q1/k such that

F
(
sk, ϕ

k
t (tk, sk),D

2ϕk(tk, sk) + B
)
� 0,

and therefore,
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min
{
L
(
sk, ϕ

k
t (tk, sk),D

2ϕk(tk, sk) + B
); H
(
diag[sk]

(
D2ϕk(tk, sk) + B

)
diag[sk]

)}
= min

{
k − 1

2
Tr
[
σ(sk)

T diag[sk]
(
D2{ψ(sk) + |sk − s0|4

}+ B
)
diag[sk]σ(sk)

];
H
(
diag[sk]

(
D2{ψ(sk) + |sk − s0|4

}+ B
)
diag[sk]

)}
� 0.

This shows that for large enoughk,

H
(
diag[sk]

(
D2{ψ(sk) + |sk − s0|4

}+ B
)
diag[sk]

)
� 0.

It follows that

H
(
diag[s0]

(
D2ψ(s0) + B

)
diag[s0]

)
� 0,

and sinceB was arbitrary,

Ĥ
(
diag[s0]D2ψ(s0)diag[s0]

)
� 0. �

6.3. Upper bound under(3.9)

Proposition 6.4.Assume(3.9). Then there exists a constantC such that

v̄(t, s) � ĝ(s) + C(T − t), for all (t, s) ∈ [0, T ] × [0,∞)d .

Proof. Fix a (t0, s0) ∈ [0, T ) × (0,∞)d . By Lemma 3.5.b, the function̂g − U is concave, whereU(s) =
− ∑d

j=1 γ ∗
j logsj . Therefore, there exists a vectorz ∈ R

d such that

ĝ(s) − U(s) � ĝ(s0) − U(s0) + zT (s − s0) for all s ∈ (0,∞)d .

Hence, the function

f (s) := ĝ(s0) − U(s0) + U(s) + zT (s − s0)

dominateŝg. Since 0� ĝ � G, there exists aC∞-approximationf̃ of f that dominateŝg such thatf̃ (s0) = ĝ(s0),
all derivatives off̃ are bounded and

diag[s]D2f̃ (s)diag[s] ∈ K

for all s ∈ (0,∞)d . Now, let the controlν be given by

(τ0, τ1) := (t0, T ), y0 := Df̃ (s0),

α(r) := LDf̃
(
St0,s0(r)

)
, γ (r) := D2f̃

(
St0,s0(r)

)
for r ∈ [t0, T ].

Then, by twice applying Itô’s lemma, we obtain for allx0 � 0,

Xν
t0,s0,x0

(T ) − f̃
(
St0,s0(T )

)
= x0 − f̃ (s0) −

T∫
t0

1

2
Tr
[
σ
(
St0,s0(r)

)T
diag
[
St0,s0(r)

]
D2f̃
(
St0,s0(r)

)
diag
[
St0,s0(r)

]
σ
(
St0,s0(r)

)]
dr

� x0 − f̃ (s0) −
T∫

t0

1

2
Tr
[
σT
(
St0,s0(r)

)
diag[γ ∗]σ (St0,s0(r)

)]
dr

� x0 − f̃ (s0) − C(T − t0)

for some constantC that does not depend on(t0, s0). Forx0 = f̃ (s0) + C(T − t0), we get

Xν
t ,s ,x (T ) � f̃

(
St0,s0(T )

)
� ĝ
(
St0,s0(T )

)
� g
(
St0,s0(T )

)
.

0 0 0
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Since all the derivatives of̃f are bounded, there exists a constantM � 1 such thatν ∈AM
t0,s0

and

vM(t0, s0, y0) � x0 = f̃ (s0) + C(T − t0) = ĝ(s0) + C(T − t0).

An inspection of the above argument shows that there exists a neighborhoodN of (t0, s0) and a constant̂M � M

such that

vM̂(t, s) � ĝ(s) + C(T − t),

for all (t, s) ∈ N . This implies

v̄(t, s) � ĝ(s) + C(T − t)

for all (t, s) ∈ [0, T ) × (0,∞)d , and the proposition is proved.�

7. Comparison result

In this section, we prove the comparison result, Proposition 3.9. Although this comparison is valid fo
general nonlinear equations, we work here with the specific equation under consideration to simplify the p
tion.

Our proof uses standard techniques from the theory of viscosity solutions. We start by recalling the n
a strict viscosity supersolution. We will then establish the comparison result when the viscosity superso
strict, and deduce Proposition 3.9 from there.

7.1. Strict viscosity supersolutions

Definition 7.1. For a non-negative constantη, we say that a functionw is anη-strict viscosity supersolution o
Eq. (3.4) if

F̂
(
s0, ϕt (t0, s0),D

2ϕ(t0, s0)
)
> η,

for all (t0, s0) ∈ [0, T ) × (0,∞)d andϕ ∈ C∞([0, T ] × [0,∞)d) such that

0= (w∗ − ϕ)(t0, s0) = min
(t,s)∈[0,T ]×[0,∞)d

(w∗ − ϕ)(t, s).

In Section II.4 in [8], it is shown that an equivalent definition is obtained by allowing(t0, s0) to be a local instead
of a global minimum ofw∗ − ϕ.

The first step in the proof of Proposition 3.9 is to find a strict viscosity supersolution of Eq. (3.4).

Lemma 7.2.Assume(3.6). Then, the function

w1(t, s) := (T − t) + c∗[1+ s1 + · · · + sd ]
is anη1-strict viscosity supersolution of Eq.(3.4) for someη1 > 0, andw1 � ĝ.

Proof. The inequalityw1 � ĝ follows from (3.7). It follows from (2.7) thatH(0) > 0, and therefore,

F̂
(
s,w1

t (t, s),D
2w1(t, s)

)
� F
(
s,w1

t (t, s),D
2w1(t, s)

)= min
{
1,H(0)

}=: 2η1 > 0. �
Lemma 7.3.Letw0 be a lower semicontinuous viscosity supersolution of the equation

F̂
(
s,w0

t (t, s),D
2w0(t, s)

)= 0. (7.1)

Furthermore, letw1 be a lower semicontinuousη-strict viscosity supersolution of Eq.(7.1) for someη � 0.
Then, for allµ ∈ (0,1), the functionwµ := (1−µ)w0 +µw1 is aµη-strict viscosity supersolution of Eq.(7.1).
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main

7.3
Proof. We only need and prove this result for the case wherew1 ∈ C2([0, T ) × (0,∞)d). The general case can b
treated as in [2, page 39]. Forµ ∈ (0,1), let (t0, s0) ∈ [0, T ) × (0,∞)d andϕ ∈ C∞([0, T ] × [0,∞)d) such that

0= (wµ − ϕ)(t0, s0) = min
(t,s)∈[0,T ]×[0,∞)d

(wµ − ϕ)(t, s).

Then,(t0, s0) is a minimizer of the differencew0 − ψ , where

ψ := (1− µ)−1(ϕ − µw1).

Therefore,

F̂
(
s0,ψt (t0, s0),D

2ψ(t0, s0)
)
� 0

becausew0 is a viscosity supersolution of (7.1). Note thatϕ = (1− µ)ψ + µ w1, and by Lemma 3.3, the functio
F̂ (s0, ·, ·) is concave. Therefore,

F̂
(
s0, ϕt (t0, s0),D

2ϕ(t0, s0)
)
� (1− µ)F̂

(
s0,ψt (t0, s0),D

2ψ(t0, s0)
)+ µF̂

(
s0,w

1
t (t0, s0),D

2w1(t0, s0)
)

> µη. �
7.2. Proof of the comparison result

Proposition 7.4.Assume(3.6). Supposeu is an upper semicontinuous viscosity subsolution of(3.4)andw a lower
semicontinuousη-strict viscosity supersolution of(3.4) for someη > 0. Furthermore, assume that there exists
constantC so that

u(t, s) � ĝ(s) + C and w(t, s) � ĝ(s) − C for all (t, s) ∈ [0, T ) × (0,∞)d . (7.2)

Then,u(T , ·) � ĝ(·) � w(T , ·) implies thatu(t, s) � w(t, s) on [0, T ) × (0,∞)d .

Before proceeding to the proof of this proposition, let us show how it allows to complete the proof of the
comparison result.

Proof of Proposition 3.9. We use the technique of the proof of Theorem 2.7 in [2, page 38]. Letu be an upper
semicontinuous viscosity subsolution of (3.4) such that

u(T , ·) � ĝ(·) and u(t, s) � ĝ(s) + C on [0, T ) × (0,∞)d ,

andw a lower semicontinuous viscosity supersolution of (3.4) such that

w(T , ·) � ĝ(·) and w(t, s) � ĝ(s) − C on [0, T ) × (0,∞)d .

Let w1 be theη1-strict viscosity supersolution of (3.4) defined in Lemma 7.2. Then, it follows from Lemma
that

wµ := (1− µ)w + µw1

is aµη1-strict viscosity supersolution of (3.4) satisfying

wµ(T , s) � ĝ(s) and wµ(t, s) � ĝ(s) − (1− µ)C for all (t, s) ∈ [0, T ) × (0,∞)d .

We are then in the context of Proposition 7.4 and can conclude thatwµ(t, s) � u(t, s) on [0, T ) × (0,∞)d . The
required result follows by sendingµ to zero. �

In preparation of the proof of Proposition 7.4, we provide the following technical conditions satisfied byF̂ .
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class of
directly.
Lemma 7.5.There exist a positive constantC and a functionh : [0,∞] → [0,∞] with limx→0 h(x) = 0 such that∣∣F̂ (s,p,A) − F̂ (s,p′,A)
∣∣� |p − p′|, (7.3)

F̂ (s,p,A) − F̂ (s,p,A + B) � C Tr
[
diag[s]B diag[s]], (7.4)

F̂
(
s′, α(t − t ′),A′)− F̂

(
s,α(t − t ′),A

)
� h
(
α|s − s′|2 + |s − s′|), (7.5)

for all (t, s), (t ′, s′) ∈ [0, T ) × (0,∞)d , α > 1, p ∈ R, B ∈ Sd+, and(A,A′) ∈ Sd × Sd satisfying

−3α

(
Id 0
0 Id

)
�
(

A 0
0 −A′

)
� 3α

(
Id −Id

−Id Id

)
. (7.6)

Proof. These conditions are classical in the theory of viscosity solutions, and are satisfied by a large
second order nonlinear partial differential equations, see [5]. The inequalities (7.3) and (7.4) can be verified
Inequality (7.5) can be shown as in Example 3.6 of the User’s Guide [5].�
Proof of Proposition 7.4. We adapt the general procedure reported in [5].
1. For ε,α > 0, consider the upper semicontinuous function

Φ(ε,α)(t, t ′, s, s′) := u(t, s) − w(t ′, s′) − ε
(
l(s) + l(s′)

)− 1

2
α
(
(t − t ′)2 + (s − s′)2),

where

l(s) :=
d∑

j=1

[sj − logsj ],

and set

φε(t, s) := Φ(ε,α)(t, t, s, s)

(note thatφε is independent ofα). In view of (7.2),

φε(t, s) = u(t, s) − w(t, s) − 2εl(s) � 2C − 2εl(s),

which shows that

max
[0,T ]×[0,∞)d

φε(t, s) = φε(tε, sε) for some(tε, sε) ∈ [0, T ] × (0,∞)d .

In Step 2 below, we will prove that

tεk
= T for some sequence(εk)k�1 with εk > 0 andεk → 0. (7.7)

Using this, we arrive at

u(t, s) − w(t, s) = φεk (t, s) + 2εkl(s) � φεk (T , sεk
) + 2εkl(s)

= u(T , sεk
) − w(T , sεk

) − 2εkl(sεk
) + 2εkl(s)

� u(T , sεk
) − w(T , sεk

) + 2εkl(s)

by the non-negativity ofl. Sinceu(T , ·) � w(T , ·), this shows that

u(t, s) − w(t, s) � 2εk l(s) for all (t, s) ∈ [0, T ) × (0,∞)d ,

and the required result follows by sendingk to infinity.
2. In order to prove (7.7), we assume to the contrary that there is a constantε̄ > 0 such that

tε < T for all 0< ε � ε̄,
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]
c

and we work towards a contradiction.
Set

Φ̂(ε,α)(t, t ′, s, s′) := Φε,α(t, t ′, s, s′) − 1

2

[
(t − tε)

2 + (t ′ − tε)
2]− 1

4

[|s − sε|4 + |s′ − sε|4
]
,

andφ̂ε(t, s) := Φ̂(ε,α)(t, t, s, s). Then,(tε, sε) is a strict maximizer of̂φε. By Proposition 3.7 in [5], for everyε � ε̄,
there exists a sequenceαk → ∞ and local maximizers(tk, t ′k, sk, s′

k) of Φ̂(ε,αk) satisfying

(tk, t
′
k, sk, s

′
k) −→ (tε, tε, sε, sε) ask → ∞

and

αk

(
(tk − t ′k)2 + (sk − s′

k)
2)→ 0 ask → ∞.

In particular, forε sufficiently small andαk sufficiently large,tk < T andt ′k < T . We now apply Theorem 3.2 in [5
to the sequence of local maxima(tk, t

′
k, sk, s

′
k) of Φ̂(ε,αk). Then, for sufficiently largeαk , there exist two symmetri

matricesAk,A
′
k ∈ Sd such that,

(Ak,A
′
k) satisfies(7.6),(

pk + (tk − tε), qk,Ak + εD2l(sk) + Q(sk − sε)
) ∈ J̄ 2,−u(tk, sk),(

pk − (t ′k − tε), q
′
k,A

′
k − εD2l(s′

k) − Q(s′
k − sε)

) ∈ J̄ 2,+w(t ′k, s′
k),

where

pk := αk(tk − t ′k), Q(z) = 2 z ⊗ z + |z|2Id,

qk := αk(sk − s′
k) + (sk − sε)|sk − sε|2 + εDl(sk),

q ′
k := αk(sk − s′

k) − (s′
k − sε)|s′

k − sε|2 − εDl(s′
k).

Here,J̄ 2,+v(t, s) andJ̄ 2,−v(t, s) denote the closed second order superjet and subjet of the functionv at the point
(t, s), see [5] for the definition.

Sinceu is a viscosity subsolution of (3.4),

F̂
(
sk,pk + (tk − tε),Ak + εD2l(sk) + Q(sk − sε)

)
� 0.

Also, the positivity ofD2l andQ, together with (7.3) and (7.4), imply

F̂ (sk,pk,Ak) � F̂
(
sk,pk + (tk − tε),Ak + εD2l(sk) + Q(sk − sε)

)
+ |tk − tε| + C Tr

(
diag[sk]

[
εD2l(sk) + Q(sk − sε)

]
diag[sk]

)
,

� |tk − tε| + Ĉ
[
ε + |sk − sε|2|sk|2

]
,

for some constant̂C. In the last step we used the fact that diag[s]D2l(s)diag[s] = Id , the identity matrix.
We proceed as above and use the fact thatw is anη-strict viscosity supersolution of (3.4). The result is,

F̂ (s′
k,pk,A

′
k) � η − |t ′k − tε| − Ĉ

[
ε + |s′

k − sε|2|s′
k|2
]
.

Combining the last two inequalities, we get

F̂ (s′
k,pk,A

′
k) − F̂ (sk,pk,Ak) � η − |tk − tε| − |t ′k − tε| − Ĉ

[
2ε + |sk − sε|2|sk|2 + |s′

k − sε|2|s′
k|2
]
.

Therefore,

lim inf
[
F̂ (s′

k,pk,A
′
k) − F̂ (sk,pk,Ak)

]
� η − 2Ĉε. (7.8)
k→∞
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of our

needed
ce
st

e,

dom
On the other hand, sinceAk,A
′
k satisfy (7.6), it follows from (7.5) that

F̂ (s′
k,pk,A

′
k) − F̂ (sk,pk,Ak) � h

(
αk

[|sk − s′
k|2
]+ |sk − s′

k|
)
. (7.9)

Sinceαk[|sk − s′
k|2] + |sk − s′

k| tends to zero ask approaches infinity, (7.9) is in contradiction to (7.8) forε <

η/(2Ĉ). Hence, (7.7) has to hold.�
Remark 7.6.Note that, wheng is continuous, the above comparison proof also applies to Eq. (3.5):

min
{
f (s) − g(s), Ĥ

(
diag[s]D2f (s)diag[s])}= 0,

and then yields that ifu is a viscosity subsolution andw is a viscosity supersolution such thatu − w is bounded,
thenu � w.
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Appendix. Small time behavior of double stochastic integrals

We here report results from [4] on the small time path behavior of double stochastic integrals that are
in Section 5. In this appendix,{W(t), t � 0} is ad-dimensional Brownian motion on a filtered probability spa
(Ω,F ,F = {F(t), t � 0},P ) satisfying the usual conditions. The filtrationF can be bigger than the smalle
filtration that satisfies the usual conditions and contains the filtration generated byW .

For B ∈ Sd , we denote byλ∗(B) the largest eigenvalue ofB. Note thatλ∗ is a continuous, and therefor
measurable function fromSd to R.

Theorem A.1.Let {M(t), t � 0} be anR
d -valued martingale defined by

M(t) :=
t∫

0

m(r)dW(r), t � 0,

where{m(t), t � 0} is a bounded,Md -valued,F-progressively measurable process such that there exists a ran
variableε > 0 so that almost surely,

t∫
0

∣∣m(r) − m(0)
∣∣2 dr = O(t1+ε) for t ↘ 0. (A.1)

(a) Let {b(t), t � 0} be a bounded,Md -valued,F-progressively measurable process such that for allt � 0,
|m(0)T b(t)m(0)| � 1. Then

lim sup
t↘0

1

t log log(1/t)

∣∣∣∣∣
t∫

0

( u∫
0

b(u)dM(u)

)T

dM(r)

∣∣∣∣∣� 1.
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n-

.

(b) Let B be a bounded,F(0)-measurable,Sd -valued random variable withλ∗(B) � 0. If {b(t), t � 0} is a
bounded,Sd -valued,F-progressively measurable process such that for allt � 0,

m(0)T b(t)m(0) � B,

then

lim sup
t↘0

1

t log log(1/t)

t∫
0

( r∫
0

b(u)dM(u)

)T

dM(r) � λ∗(B).

Theorem A.2.Let {M(t), t � 0} be anR
d -valued martingale defined by

M(t) =
t∫

0

m(r)dW(r), t � 0,

where {m(t), t � 0} is a bounded,Md -valued,F-progressively measurable process. Let{b(t), t � 0} be a
bounded,Md -valued,F-progressively measurable process withb(0) ∈ Sd , and assume that there exists a ra
dom variableε > 0 such that almost surely,

t∫
0

∣∣m(r) − m(0)
∣∣2 dr = O(t1+ε) and

t∫
0

∣∣b(r) − b(0)
∣∣2 dr = O(t1+ε) for t ↘ 0. (A.2)

If m(0)T b(0)m(0) � 0, then

lim sup
t↘0

2

t

t∫
0

( r∫
0

b(u)dM(u)

)T

dM(r) = −Tr
[
m(0)T b(0)m(0)

]
.

Proposition A.3. Let {a(t), t � 0} be a bounded,Rd -valued,F-progressively measurable process and{m(t),

t � 0} anMd -valued,F-progressively measurable process such that
t∫

0

∣∣m(r)
∣∣2 dr < ∞ for all t � 0,

and there exists a(0,1]-valued random variableε such that almost surely,
t∫

0

r2
∣∣m(r)

∣∣2 dr = O(t3−ε) for t ↘ 0. (A.3)

Then,

lim
t↘0

t−3/2+ε

t∫
0

( r∫
0

a(u)du

)T

m(r)dW(r) = 0.
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