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Abstract

We prove the existence of three nodal solutions of the Dirichlet problem for the singularly perturbed equation−ε�u + u =
f (u) for ε > 0 small on any bounded domainΩ ⊂ R

N . The nonlinearityf grows superlinearly and subcritically. We do n
require symmetry conditions nor conditions on the geometry or the topology of the domain. Two solutions have preci
nodal domains, and the third solution has at most three nodal domains. A corresponding result holds true for the s
equation−�u + u = f (u) onΩ providedΩ contains a large ball.
 2005 Elsevier SAS. All rights reserved.

Résumé

Nous prouvons l’existence de trois solutions nodales du problème de Dirichlet pour l’équation−ε�u+ u = f (u) avecε > 0
petit dans tous les domaines bornésΩ ⊂ R

N . La nonlinéaritéf est sur-linéaire et sous-critique. Nous n’avons pas be
de conditions de symétrie ni de conditions géométriques ou de conditions liées à la topologie du domaine. Deux
admettent exactement deux domaines nodeaux et la troisiems admet au plus trois domaines nodeaux. Un résultat cor
est valide pour l’équation semi-linéaire−�u + u = f (u) dans le cas oùΩ contient une grande boule.
 2005 Elsevier SAS. All rights reserved.
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1. Introduction

In this paper we are concerned with the singularly perturbed problem{−ε�u + au = f (u), x ∈ Ω, ε ↘ 0;
u = 0 on∂Ω

(1.1)

and with the semilinear Dirichlet problem{−�u + au = f (u), x ∈ Ω;
u = 0 on∂Ω.

(1.2)

HereΩ ⊂ R
N,N � 2, is a bounded domain, anda > 0 is fixed. The nonlinearityf ∈ C1(R) grows superlinearly

and subcritically. A model nonlinearity is

f (u) =
k∑

i=1

ci |u|pi−2u+ +
l∑

j=1

dj |u|qj −2u−, (1.3)

wherepi, qj ∈ (2,2∗), ci, dj > 0 for 1� i � k, 1� j � l andu+ = max{u,0}, u− = min{u,0}. Here 2∗ denotes
the critical Sobolev exponent, that is, 2∗ := 2N

N−2 for N � 3, and 2∗ = ∞ for N = 2.
In the situation that we consider, it is well known that (1.1) and (1.2) have three solutions (cf. [26]), one p

solutionu+, one negative solutionu−, and one sign changing solutionu1 (cf. [5,10,11]). No conditions onΩ or ε

are required for this. Morse theory and degree theory do not yield any further solutions. In fact, generically t
sign solutions are of mountain pass type with Morse index 1, and the nodal solution has Morse index 2. T
with the trivial solution 0 which has Morse index 0 the Morse inequalities are satisfied. The situation change
f is odd, or when the domain is radially symmetric or has nontrivial topology. Iff is odd then there are infinitel
many solutions of (1.2) (cf. [1]) which change sign (cf. [2]). Related multiplicity results can be found in [18
If Ω is radially symmetric then there exist radially symmetric solutions with prescribed number of nodal do
(cf. [24]). If Ω has nontrivial topology or geometry then the existence of multiple positive solutions of (1.
smallε > 0 has been obtained in [8,9,20], for instance.

In this paper we prove the existence of three nodal solutionsu1, u2, u3 of (1.2) providedΩ contains a large ba
BR(0). As a consequence we obtain three nodal solutions of (1.1) for smallε > 0, without any conditions onΩ
except being bounded. For both resultsΩ may be contractible or even convex. Of course, we do not require thf

is odd (nor homogeneous). The solutionsu1 andu2 have precisely two nodal domains. In fact, one can prove th
R → ∞ the positive partu+

1 of u1 converges (after translations) to a positive ground state of−�u+ au = f (u) on
R

N , and the negative partu−
1 of u1 converges to a negative ground state. The same holds foru2. Clearly the above

mentioned results on positive (and similarly, negative) solutions can be combined with our theorems in
obtain new multiplicity results. Our proof is based on a new existence mechanism for nodal solutions of (1
(1.1)) using a variational approach. A surprising feature of this mechanism is that, although the second sou2
has precisely two nodal domains it has Morse indexN + 1 (if nondegenerate). Similarly, the third solutionu3 has
at most three nodal domains and Morse indexN + 2 (if nondegenerate). The existence of such solutions ha
been observed so far.

In order to state our results we first formulate our assumptions:

(f1) f ∈ C1(R), f (0) = f ′(0) = 0.
(f2) There existsp ∈ (2,2∗) such that∣∣f ′(t)

∣∣ � C
(
1+ |t |p−2) for all t ∈ R.

(f3) f ′(t) > f (t)/t for all t �= 0.
(f ) There existθ > 2 such that 0< θF(t) � tf (t) for all t ∈ R.
4
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HereF(t) := ∫ t

0 f (s)ds is a primitive off . These assumptions in particular hold for the model nonlinearity (1
Our main results are the following:

Theorem 1.1. Suppose that(f1)–(f4) are satisfied. Then, for any bounded domainΩ , there isε0 > 0 such that for
ε ∈ (0, ε0) the problem(1.1) has at least three nodal solutionsv1, v2, v3. Moreover,v1 andv2 have precisely two
nodal domains, andv3 has at most three nodal domains.

Theorem 1.2. Suppose that(f1)–(f4) are satisfied. Then there isR > 0 such that for any bounded domainΩ ⊂ R
N

with BR(0) ⊂ Ω , problem(1.2) has at least three nodal solutionsu1, u2, u3. Moreover,u1 andu2 have precisely
two nodal domains, andu3 has at most three nodal domains.

Using the scalingvi(x) = ui((x − Q)/
√

ε ), someQ ∈ Ω , one easily sees that Theorem 1.1 follows from T
orem 1.2. A strengthened version of Theorem 1.1 is equivalent to Theorem 1.2. In fact, one simply incl
Theorem 1.1 thatε0 = ε0(Ω) only depends on the largestr > 0 such thatBr(Q) = {x ∈ R

N | |x − Q| < r} ⊂ Ω

for someQ ∈ Ω . Observe that we do not assume that the ground state solutions of (1.2) onR
N are unique modulo

translations as is usually required when considering singularly perturbed problems.
Let us make a few remarks concerning the proof of Theorem 1.2. We use the energy functional

Φ : H 1(RN) → R, Φ(u) = 1

2

∫ (|∇u|2 + au2)dx −
∫

F
(
u(x)

)
dx,

and its restrictionΨ = Φ|H1
0 (Ω). The one-sign solutionsu+, u− mentioned above are obtained from the moun

pass theorem applied toΨ . Let c± = min{Φ(u) | ±u > 0, Φ ′(u) = 0} be the least energy of a positive, respectiv
negative, critical point ofΦ. All nodal solutions of (1.2) lie in the set

MΩ = {
u ∈ H 1

0 (Ω) | u+, u− �= 0, Ψ ′(u)u+ = 0= Ψ ′(u)u−}
.

We prove thatc1 = inf Ψ |MΩ
� c++c− is achieved and that everyu ∈ MΩ with Ψ (u) = c1 is a critical point ofΨ ,

hence a nodal solution of (1.2). This last statement is not as obvious as it may seem. The setMΩ is not a manifold,
one cannot talk about vector fields onMΩ and one cannot easily construct deformations onMΩ . Consequently
min–max values forΨ on MΩ are not automatically critical points ofΨ . We mention this point because it h
been overlooked in too many papers. We refer the reader to [6] for a proof of the fact thatMΩ ∩ H 2(Ω) is a
codimension 2 submanifold ofH 2(Ω).

We also prove that every nodal solution of (1.2) withΨ (u) < c1+min{c+, c−} has precisely two nodal domain
The solutionu1 in Theorem 1.2 is obtained as a minimizer ofΨ onMΩ . In order to obtain the new solutionsu2, u3
we consider the topology of the pair(Ψ ν ∪E,E) for ν ∈ R whereΨ ν is a sublevel set as usual, andE is a thickened
version ofΨ c++c− ∪ P ∪ (−P). HereP = {u ∈ H 1

0 (Ω) | u � 0 a.e.} is the cone of nonnegative functions
H 1

0 (Ω). We prove thatHN+1(Ψ
ν ∪ E,E) is trivial if ν > c1 is close toc1. We also produce a nontrivial eleme

ξ ∈ HN+1(Ψ
ν0 ∪ E,E) for someν0 ∈ (c1, c1 + min{c+, c−}). This yields a critical pointu2 of Ψ in Ψ ν \ E with

Ψ (u2) > Ψ (u1) = c1. Sinceu2 /∈ E it must change sign, hence by our energy estimate it has precisely two
domains. Moreover, its(N + 1)-th critical group is nontrivial which implies that in the nondegenerate casu2
has Morse indexN + 1. Finally we prove thatξ maps to 0 inHN+1(Ψ

ν ∪ E,E) for ν large. This yields the third
solutionu3 /∈ E . If isolated this solution has a nontrivial critical group in dimensionN + 2, which implies that in
the nondegenerate caseu3 has Morse indexN + 2. Again an energy estimate yields thatu3 has at most three nod
domains.

The decisive step is the construction ofξ �= 0 ∈ HN+1(Ψ
ν0 ∪ E,E). Here a newgeneralized barycenter ma

β :L2(RN)\{0} → R
N plays an important role. This map is continuous and equivariant with respect to the st

actions of the group of Euclidean motions onR
N and onL2(RN). This means that foru ∈ L2(RN) \ {0}, b ∈ R

N ,
A ∈ O(N), the barycenter ofv(x) := u(Ax +b) is β(v) = A−1

(
β(u)−b

)
. We give an explicit construction of suc

a map independent of any choices of cut-off functions and the like. This provides barycenter maps onL2(RN) and
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subspaces thereof likeH 1
0 (Ω) whose construction does not depend onΩ . We believe thatβ will have further useful

applications, in particular when variations or scalings of the domain are involved. It can be used, for insta
obtain a simpler approach to some existence and multiplicity results on superlinear elliptic equations on d
with topology, cf. [8,7] and [12, Chapter 6].

The paper is organized as follows. The generalized barycenter map is constructed in Section 2. In fact,
struct a generalized barycenter mapβp :Lp(RN) \ {0} → R

N for anyp ∈ [1,∞). This construction is completel
independent from any nonlinear equation and of independent interest. In Section 3 we provide various e
for the functionalΦ onH 1(RN) which are essential for the construction of the nontrivial element in the homo
of (Ψ ν0 ∪ E,E). The setMΩ is studied in some detail in Section 4. Finally, Theorem 1.2 is proved in Section

By | · |p we denote the usual norm ofLp(Rn) for 1 � p � ∞. For a subsetA of a topological space we deno
by int(A) the interior ofA.

2. A generalized barycenter map on Lp(RN)

Forb ∈ R
N let τb :RN → R

N be the translationτb(x) := x +b. The group of Euclidean motions onRN is given
by G := {τb ◦ A | b ∈ R

N, A ∈ O(N)}. It acts onR
N (from the left) in the usual way and induces a (left) action

the space of mapsRN → M , M any set, as follows:g ∗ u := u ◦ g−1 for g ∈ G, u :RN → M . Explicitly this means
for g = τb ◦ A:

g ∗ u(x) = u
(
A−1(x − b)

)
.

We call a mapβ :Lp(RN) \ {0} → R
N a generalized barycenter map onLp(RN) if it is continuous and

G-equivariant, that is,β(g ∗ u) = g(β(u)) for g ∈ G, u ∈ Lp(RN) \ {0}. For b ∈ R
N , A ∈ O(N) and u ∈

Lp(RN) \ {0} this implies that

β
(
u( · − b)

) = β(u) + b, and β(u ◦ A−1) = A
(
β(u)

)
.

As a consequence, ifu ◦ A = u thenβ(u) = A(β(u)). Thus an even function, especially a radial functionu ∈
Lp(RN) \ {0} has barycenterβ(u) = 0. More generally, ifu ∈ Lp(RN) \ {0} is invariant with respect to a subgrou
G ⊂ O(N) thenβ(u) ∈ (RN)G = {x ∈ R

N | gx = x for all g ∈ G}.
The main result of this section is as follows:

Theorem 2.1. For anyp ∈ [1,∞) there exists a generalized barycenter mapβ = βp :Lp(RN) \ {0} → R
N which

satisfiesβ(|u|) = β(u).

Proof. We fix p ∈ [1,∞) and writeLp = Lp(RN). By B we denote the Banach space of all continuous funct
f :RN → R with f (x) → 0 as|x| → ∞, endowed with the supremum norm

|f |∞ = max
x∈RN

∣∣f (x)
∣∣.

It is easy to see that foru ∈ Lp the function

û : R
N → [0,∞), û(x) =

∫
B1(x)

∣∣u(y)
∣∣p dy,

is an element ofB. Moreover, foru ∈ Lp we have

û = 0 if and only if u = 0.

We also note that foru,v ∈ Lp andx ∈ R
N
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∣∣û(x) − v̂(x)
∣∣ �

∫
B1(x)

∣∣|u|p − |v|p∣∣ � p

∫
B1(x)

|u − v|(|u| + |v|)p−1

� p

( ∫
B1(x)

|u − v|p
)1/p

·
( ∫

B1(x)

(|u| + |v|)p
)(p−1)/p

� p2p−1|u − v|p · (|u|pp + |v|pp
)(p−1)/p

hence

|û − v̂|∞ � p2p−1|u − v|p · (|u|pp + |v|pp
)(p−1)/p

. (2.1)

Consequently the functionLp → B, u �→ û is continuous. Foru ∈ Lp we consider the set

Ω(u) =
{
x ∈ R

N : û(x) � |û|∞
2

}
.

If u �= 0 thenΩ(u) ⊂ R
N is compact and has nonempty interior. Moreover,

β1(u) :=
∫

Ω(u)

(
û(x) − |û|∞

2

)
dx > 0 for everyu ∈ Lp \ {0}. (2.2)

Therefore setting

β0(u) :=
∫

Ω(u)

x

(
û(x) − |û|∞

2

)
dx ∈ R

N,

the function

β :Lp \ {0} → R
N, β(u) = β0(u)

β1(u)

is well defined. One easily checksβ(g ∗ u) = g(β(u)) for an Euclidean motiong ∈ G, u ∈ Lp \ {0}, so β is
G-equivariant. Since we also haveβ(|u|) = β(u), it remains to prove that the mapsβ1 andβ0 are continuous. We
only considerβ0, the argument forβ1 is similar. Consider a sequenceun → u in Lp \ {0}. Thenûn → û in B, so
for n large enough we have

1

2
� ûn(x)

|ûn|∞ � û(x)

|û|∞ + 1

4
if ûn(x) � |ûn|∞

2
.

Setting

K := {
x ∈ R

N : û(x) � |û|∞/4
}

we see thatK is compact and thatΩ(un) ⊂ K for n large. Therefore

β1(un) =
∫
K

(
ûn(x) − |ûn|∞

2

)+
dx →

∫
K

(
û(x) − |û|∞

2

)+
dx = β1(u)

by Lebesgue’s dominated convergence theorem because the integrand inβ1(un) converges pointwise asn → ∞,
and it is bounded above uniformly by max{|ûn|∞/2: n ∈ N}. �
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3. The functional on R
N

For matters of convenience we assumea = 1 in (1.2) from now on, the general case follows by obvious mod
cations. We setE = H 1(RN) endowed with the standard scalar product

(u, v) =
∫

RN

(∇u∇v + uv)dx, u, v ∈ E,

and we denote the induced norm by‖ · ‖. It is well known that, as a consequence of (f1) and (f2), the functional

Φ : E → R, Φ(u) = 1

2
‖u‖2 −

∫
F

(
u(x)

)
dx

is of classC2, and that critical points ofΦ are weak solutions of (1.2) witha = 1 onΩ = R
N .

Let us fix some notation. We defineΦν = {u ∈ E: Φ(u) � ν} as usual andAν = A ∩ Φν for A ⊂ E, ν ∈ R.
Moreover, foru ∈ E andA ⊂ E we put

dist1(u,A) = inf
v∈A

‖u − v‖ and dist2(u,A) = inf
v∈A

|u − v|2.
We also define forε > 0 the closed neighborhoods

U1
ε (A) = {

u ∈ E: dist1(u,A) � ε
}

and

U2
ε (A) = {

u ∈ E: dist2(u,A) � ε
}

of A. Every nontrivial critical point ofΦ is contained in the Nehari manifold

N = {
u ∈ E \ {0} | Φ ′(u)u = 0

}
.

We set

c± = inf
{
Φ(u) | u ∈ N , ±u � 0

}
and

d± = inf
{‖u‖ | u ∈ N , ±u � 0

}
,

and consider the sets

K± = {
u ∈ E | ±u > 0,Φ(u) = c±,Φ ′(u) = 0

}
and

K±
rad= {u ∈ K± | u is radially symmetric}.

Using the compactness of the embeddings (cf. [21])

Erad := {u ∈ E: u radially symmetric} ↪→ Ls, s ∈ (2,2∗)
one can show thatK±

rad is compact and nonempty. Moreover, every one-sign solution of (1.2) onΩ = R
N is radially

symmetric around some point inRN (see [17]) and therefore

K± = R
N ∗K±

rad= {y ∗ u: y ∈ R
N,u ∈ K±

rad}. (3.1)

Here and in the sequel we writey ∗ u(x) := u(x − y) for y ∈ R
N andu ∈ E. We also note that (f4) implies

Φ(u) �
(

1

2
− 1

θ

)
‖u‖2 for everyu ∈N . (3.2)

Moreover we will use the following properties ofΦ which are well known consequences of (f1)–(f4); cf.
[8, Lemma 2.1, Lemma 2.2].
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Now
Lemma 3.1. N is a C1-submanifold ofE which is diffeomorphic to the unit sphere inE by radial projection.
Moreover,

(i) Φ ′′(u)(u,u) < 0 for everyu ∈N ;
(ii) for everyu ∈ N the functiont �→ Φ(tu) is strictly increasing on(0,1), strictly decreasing on(1,∞), and

limt→∞ Φ(tu) = −∞;
(iii) c± > 0;
(iv) d± > 0;
(v) inf Φ(N ) = min{c+, c−};

(vi) if u ∈N satisfiesu � 0 andΦ(u) = c+, thenu ∈K+;
(vii) if u ∈N satisfiesu � 0 andΦ(u) = c−, thenu ∈K−.

Lemma 3.2. Let (un) ∈ N be a sequence such that±un � 0 for all n andΦ(un) → c±. Thendist1(un,K±) → 0.

Proof. We only consider the case whereun � 0 for all n ∈ N. It is sufficient to show that dist1(un,K+) → 0 holds
for a subsequence. We define

f+: R → R, f+(t) =
{

f (t), t � 0,

0, t < 0,

F+(t) :=
t∫

0

f+(s)ds for t ∈ R,

and

Φ+ ∈ C2(E), Φ+(u) = 1

2
‖u‖2 −

∫
F+

(
u(x)

)
dx,

N+ = {
u ∈ E \ {0} | Φ ′+(u)u = 0

}
.

We clearly have

Φ+(u) = Φ(u), and Φ ′+(u) = Φ ′(u) for everyu ∈ E, u � 0

andc+ = infu∈N+ Φ+(u). In particular we infer that

un ∈N+, Φ+(un) = Φ(un)

for everyn, and that(un) is a minimizing sequence forΦ+ on N+. Hence‖un‖ is bounded by (3.2). Moreove
N+ ⊂ E is a C1-submanifold of codimension one, as follows essentially by the proof of [8, Lemma 2.2].
Ekeland’s variational principle (see e.g. [25]) yields a sequence(vn) ⊂ N+ with

Φ+(vn) → c+,

(Φ+|N+)′(vn) → 0, (3.3)

‖un − vn‖ → 0. (3.4)

We claim that

sup
y∈RN

∫
B1(0)

(y ∗ vn)
2(x)dx �→ 0 asn → ∞. (3.5)

Indeed, if on the contrary supy∈RN

∫
B1(0)

(y ∗ vn)
2(x)dx → 0, then|vn|s → 0 for s ∈ (2,2∗) by [22, Lemma I.1].

However, as a consequence of (f) and (f ) there exists a constantC > 0 such that
1 3 0
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e

n

ain
∣∣f (t)
∣∣ � 1

2
|t | + C0|t |p−1 for all t ∈ R.

Sincevn ∈N+, we have

‖vn‖2 =
∫

RN

f+(vn)vn dx � 1

2
|v+

n |22 + C0|v+
n |pp � 1

2
|vn|22 + C0|vn|pp � 1

2
‖vn‖2 + o(1),

which implies‖vn‖ → 0, contrary to (3.4) and the fact that‖un‖ � d+ > 0 for all n. This shows (3.5), and henc
there areyn ∈ R

N, n ∈ N such that for a subsequence – still denoted by(vn) – we have

wn := yn ∗ vn ⇀ w ∈ E \ {0}. (3.6)

We note thatw � 0 , sinceun � 0 andyn ∗ un ⇀ w. Now we considerJ ∈ C1(R) given byJ (u) := Φ ′+(u)u.
By (3.3),

o(1) = (Φ+|N+)′(wn) = Φ ′+(wn) − λnJ
′(wn) (3.7)

for some sequence(λn) ⊂ R. Sincewn ∈N+, (3.7) implies

λnJ
′(wn)wn → 0. (3.8)

By Fatou’s Lemma and(f3) we also have

lim sup
n∈N

J ′(wn)wn = lim sup
n∈N

∫

RN

f+(wn)wn − f ′+(wn)w
2
n dx

�
∫

RN

f+(w)w − f ′+(w)w2 dx < 0,

and hence (3.8) forcesλn → 0. SinceJ ′(wn) remains bounded inE∗, (3.7) implies that

Φ ′+(wn) → 0.

In particular this implies thatΦ ′(w) = Φ ′+(w) = 0, and henceΦ(w) � c+. In fact, by a standard decompositio
method for Palais–Smale sequences ofΦ+ (see e.g. [15]), we now deduce thatw ∈ K+ and thatwn → w strongly
in E. Thusyn ∗ un → w by (3.4) and (3.6), and hence

dist(un,K+) �
∥∥(−yn) ∗ w − un

∥∥ → 0,

as claimed. �
We now put

c0 = c+ + c−.

We also consider the set

M = {
u ∈ E | u+, u− �= 0, Φ ′(u)u+ = 0= Φ ′(u)u−}

,

whereu+ = max{u,0}, u− = min{u,0}. Finally we introduce

Uε = {
u ∈ E | u+ ∈ U2

ε (K+), u− ∈ U2
ε (K−)

}
and

V(ε, δ) = (Uε \ Uε/2) ∩ Φc0+δ

for ε, δ > 0.
From now on we fix a generalized barycenter mapβ = β2 onL2(RN) as constructed in Theorem 2.1. The m

result of this section is the following.
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mma.
Proposition 3.3. There existsε > 0 andδ ∈ (0,min{c+, c−}) such that the following holds.

(i) U2
ε (K+ ∪K−) ⊂ E \ {0}, andβ(u+) �= β(u−) for everyu ∈ Uε.

(ii) maxi=± (|Φ ′(u)ui |/‖ui‖) � 6δ/ε for everyu ∈ V(ε, δ).
(iii) Mc0+δ ⊂ int(Uε/2).
(iv) There exist radially symmetric functionsw1,w2 ∈ N with compact support, and there exists0 < t0 < 1 satis-

fying:

w1 � 0, w2 � 0, (3.9)

(1+ t)w1 ∈ U2
ε (K+), (1+ t)w2 ∈ U2

ε (K−) for |t | � t0, (3.10)

Φ(w1) < c+ + δ

4
, Φ(w2) < c− + δ

4
, (3.11)

Φ
(
(1± t0)w1

)
� c+ − 2δ, Φ

(
(1± t0)w2

)
� c− − 2δ. (3.12)

The remainder of this section is occupied with the proof of Proposition 3.3. We start with the following le

Lemma 3.4. For ε > 0 sufficiently small there holds

(i) infu∈U2
ε (K+∪K−) |u|22 > 0.

(ii) β(u+) �= β(u−) for everyu ∈ Uε .

Proof. (i) SinceK+
rad∪K−

rad is compact we have

inf
u∈K+∪K− |u|22 = inf

u∈K+
rad∪K−

rad

|u|22 > 0.

This implies (i) forε > 0 sufficiently small.
(ii) Suppose by contradiction that there isun ∈ U1/n with xn := β(u+

n ) = β(u−
n ) ∈ R

N for n ∈ N. After transla-
tions we may assume thatxn = 0 for everyn. Now we choosevn ∈ K+ with |u+

n − vn|2 < 2
n

and setyn = −β(vn).
Thenyn ∗ vn ∈ K+

rad, and, passing to a subsequence if necessary, we may assume thatyn ∗ vn → ψ1 ∈ K+
rad. This

impliesyn ∗ u+
n → ψ1 in L2, and therefore

yn = β(yn ∗ u+
n ) → 0 asn → ∞.

We conclude thatu+
n → ψ1 in L2. Passing again to a subsequence, we can also achieve thatu−

n → ψ2 ∈K−
rad in L2.

Henceun → ψ1 + ψ2 in L2(RN), which implies that

(ψ1 + ψ2)
+ = lim

n→∞u+
n = ψ1,

and

(ψ1 + ψ2)
− = lim

n→∞u−
n = ψ2.

This however contradicts the fact thatψ1 is positive andψ2 is negative on all ofRN . �
Lemma 3.5. (i) Let (un) ∈ E be a sequence such thatun � 0 for all n ∈ N,

inf
n

‖un‖ > 0, lim Φ ′(un)un = 0 and lim supΦ(un) � c+.

ThenΦ(u ) → c anddist (u ,K+) → 0 asn → ∞.
n + 1 n
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he
(ii) Let (un) ∈ E be a sequence such thatun � 0 for all n ∈ N,

inf
n

‖un‖ > 0, lim Φ ′(un)un = 0 and lim supΦ(un) � c−.

ThenΦ(un) → c− anddist1(un,K−) → 0 asn → ∞.

Proof. (i) It is sufficient to show thatΦ(un) → c+ and dist1(un,K+) → 0 hold for a subsequence. We putσn :=
Φ ′(un)un, and we note that (f4) yields(

1

2
− 1

θ

)
‖un‖2 � Φ(un) − 1

θ
Φ ′(un)un +

∫

RN

(
F(un) − 1

θ
f (un)un

)
dx

� Φ(un) − σn

θ
� c+ + o(1). (3.13)

In particular‖un‖ remains bounded. Since furthermore infn ‖un‖ > 0, we may by a similar argument as in t
proof of (3.6) assume that, translating suitably, for a subsequence we have

un ⇀ u ∈ E \ {0}.
By (f3),

κt :=
∫

RN

[
f ′(tu)u2 − 1

t
f (tu)u

]
dx > 0 for t > 0.

For n ∈ N we definegn ∈ C1((0,∞)) by gn(t) = Φ ′(tun)un. Theng′
n(t) = Φ ′′(tun)(un,un) for t > 0. Moreover

we set

hn(t) =
∫

RN

[
f (un)un − 1

t
f (tun)un

]
dx, for n ∈ N, t > 0.

Since the functionalw �→ ∫
RN [f ′(tw)w2 − 1

t
f (tw)w]dx is weakly lower semicontinuous by virtue of (f3) and

Fatou’s Lemma, we obtain

g′
n(t) = Φ ′′(tun)(un,un) = ‖un‖2 −

∫

RN

f ′(tun)u
2
n dx = σn +

∫

RN

f (un)un − f ′(tun)u
2
n dx

= o(1) +
∫

RN

[
1

t
f (tun)un − f ′(tun)u

2
n

]
dx + hn(t)

� o(1) +
∫

RN

[
1

t
f (tu)u − f ′(tu)u2

]
dx + hn(t) = o(1) − κt + hn(t) (3.14)

asn → ∞. We claim that

hn(t) → 0 ast → 1 uniformly inn ∈ N. (3.15)

Indeed, there are constantsCi > 0 such that forn ∈ N, t ∈ [1
2, 3

2] we have

∣∣hn(t)
∣∣ =

∣∣∣∣
∫

RN

[
f (un)un − 1

t
f (tun)un

]
dx

∣∣∣∣

�
∣∣∣∣
∫ [

f (un)un − f (tun)tun

]
dx

∣∣∣∣ +
∣∣∣∣t − 1

t

∣∣∣∣
∣∣∣∣
∫

f (tun)un dx

∣∣∣∣

RN RN
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)

=
∣∣∣∣
∫

RN

1∫
t

[
f ′(sun)sun + f (sun)

]
un ds dx

∣∣∣∣ +
∣∣∣∣t − 1

t

∣∣∣∣
∣∣∣∣
∫

RN

f (tun)un dx

∣∣∣∣

� C1

∫

RN

∣∣∣∣
1∫

t

(|un|2 + |un|p
)
ds

∣∣∣∣dx + C2

∣∣∣∣t − 1

t

∣∣∣∣
∫

RN

(|un|2 + |un|p
)
dx

� C3|t − 1|(‖un‖2 + ‖un‖p
) + C4

∣∣∣∣t − 1

t

∣∣∣∣(‖un‖2 + ‖un‖p
)

� C5|t − 1| + C6

∣∣∣∣t − 1

t

∣∣∣∣.
Using (3.14) and (3.15), we find numberst̄ ∈ (0, 1

2) andn0 ∈ N such that

g′
n(t) < −κ1

2
< 0 for t ∈ [1− t̄ ,1+ t̄ ], n � n0.

Hence, sincegn(1) = σn → 0 asn → ∞, for n large enough there existtn ∈ R, |1 − tn| � 2σn/κ1 < t̄ with
gn(tn) = 0, that iswn := tnun ∈N . Moreover,

∣∣Φ(un) − Φ(wn)
∣∣ � (1− t2

n)‖un‖2 +
∣∣∣∣
∫

RN

[
F

(
un(x)

) − F
(
tnun(x)

)]
dx

∣∣∣∣

� o(1) +
∫

RN

∣∣∣∣∣
1∫

tn

f (sun)un ds

∣∣∣∣∣dx � o(1) + C7

∫

RN

∣∣∣∣∣
1∫

tn

(|un|2 + |un|p
)
ds

∣∣∣∣∣dx

� o(1) + C8|1− tn|
(‖un‖2 + ‖un‖p

)
� o(1) + C9|1− tn| = o(1).

Sincewn � 0 for everyn, we haveΦ(wn) � c+, and hence we conclude thatΦ(wn) → c+. Now Lemma 3.2
implies dist1(wn,K+) → 0, hence also dist1(un,K+) → 0, as claimed.

The proof of (ii) is similar. �
The following is a rather immediate consequence of Lemma 3.5.

Corollary 3.6. Let (un) ∈ E be a sequence such that

inf
n

‖u±
n ‖ > 0, lim Φ ′(un)u

±
n → 0 and lim supΦ(un) � c0.

Thendist1(u±
n ,K±) → 0 asn → ∞.

We now fixε > 0 such that Lemma 3.4 holds.

Lemma 3.7. For δ > 0 small enough we have:

(i) Mc0+δ ⊂ int(Uε/2);
(ii) inf u∈V(ε,δ) supi=± (|Φ ′(u)ui |)/‖ui‖ � 6δ/ε.

Proof. (i) Note that ifu ∈M, thenu± ∈ N , and therefore‖u±‖ � d±. Hence (i) follows from Corollary 3.6.
(ii) Clearly it suffices to prove that

inf sup
|Φ ′(u)ui |

i
> 0 for δ > 0 small enough. (3.16
u∈V(ε,δ) i=± ‖u ‖
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ari
In order to see this, suppose to the contrary that there is a sequence(un)n ⊂ V(ε, 1
n
) with

sup
i=±

|Φ ′(un)u
i
n|

‖ui
n‖

→ 0. (3.17)

Sinceu±
n ∈ U2

ε (K±), we have infn ‖u±
n ‖ > 0 by Lemma 3.4(i). Hence Corollary 3.6 implies that dist1(u

±
n ,K±) →

0, contrary to the assumption thatun /∈ Uε/2 for all n ∈ N. �
Lemma 3.8. There existsε0 > 0, η0 > 0 and0< t0 < 1 such that for everyw ∈ U1

ε0
(K±) there holds:

(1+ t)w ∈ U2
ε (K±) for |t | � t0, (3.18)

Φ
([1± t0]w

)
� Φ(w) − η0. (3.19)

Proof. Clearly one can chooseε0, t0 sufficiently small such that (3.18) holds for everyw ∈ U1
ε0

(K±). Now since
K+

rad∪K−
rad is compact, Lemma 3.1 yields

η := max
u∈K+∪K− Φ ′′(u)(u,u) = max

u∈K+
rad∪K−

rad

Φ ′′(u)(u,u) < 0.

Hence, makingt0 > 0 smaller if necessary, we can achieve that

Φ
(
(1+ t)u

)
� Φ(u) − η

3
t2 for |t | � t0, u ∈ K+ ∪K−.

Now makingε0 > 0 smaller if necessary and using thatΦ is continuous, we find that

Φ
(
(1± t0)w

)
� Φ(w) − η

4
t2
0 for w ∈ U1

ε0
(K+ ∪K−).

Thus (3.19) holds withη0 := η
4 t2

0 . �
We fix ε0, η0 andt0 such that Lemma 3.8 holds.

Lemma 3.9. For δ > 0 small enough there exist radially symmetric functionsw1,w2 ∈ N ∩ U1
ε0

(K+ ∪ K−) with
compact support and such that(3.9)–(3.12)hold.

Proof. We first chooseψ1 ∈ K+
rad, ψ2 ∈K−

rad. We also chooseϕ ∈ C∞
0 ([0,∞)) with 0� ϕ � 1, ϕ(t) = 1 for t � 1

andϕ(t) = 0 for t � 2. Now we defineψi,r ∈ E, i = 1,2, by

ψi,r (x) = ψi(x)ϕ
(
r|x|), x ∈ R

N.

It is easy to see thatψi,r → ψi in E asr → 0. Now letρ :E \ {0} → N denote the radial projection on the Neh
manifoldN , and setwi,r := ρ(ψi,r ) ∈ N , i = 1,2. Thenwi,r → ψi in E asr → ∞. Hence there existsr0 such
that

w1,r ∈ U1
ε0

(K+), w2,r ∈ U1
ε0

(K−) (3.20)

for r > r0. Now we consider

δ ∈
(

0,
η0

3

)
, (3.21)

and fixr > r0 such that

Φ(w ) < c + δ
, Φ(w ) < c + δ

. (3.22)
1,r +
4

2,r −
4
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Settingwi := wi,r the conditions (3.9)–(3.11) are satisfied. Moreover it follows from (3.20)–(3.22) and Lemm
that

Φ
(
(1± t0)w1

)
� Φ(w1) − η0 < c+ − 2δ.

In the same way we deduceΦ((1± t0)w2) < c− − 2δ, hence (3.12) is also satisfied. This finishes the proof.�
The proof of Proposition 3.3 is completed by combining Lemmas 3.4, 3.7–3.9.

4. The equation on a bounded domain

We now consider a bounded domainΩ ⊂ R
N , and we setH = H 1

0 (Ω). We regardH as a closed subspac
of E, henceH is endowed with the scalar product(·, ·) and the norm‖ · ‖ induced by the embeddingH ⊂ E. Weak
solutionsu ∈ H of (1.2) are critical points of the functionalΨ = Φ|H ∈ C2(H). It is well known (cf. [1]) that
Ψ satisfies the Palais–Smale condition. We fixa0 < 0, and we choose a Lipschitz continuous functionχ :R → R

such that 0� χ � 1, χ(s) = 1 for s � a0 andχ(s) = 0 for s � a0 − 1. Then there is a flowϕ :D ⊂ R × H → H

satisfying


d

dt
ϕ(t, u) = −χ

(
Ψ

(
ϕ(t, u)

))∇Ψ
(
ϕ(t, u)

)
,

ϕ(0, u) = u.

(4.1)

HereD = {(t, u): u ∈ H, t ∈ (T −(u),∞)}, whereT −(u) < 0 is the maximal existence time of the trajecto
t �→ ϕ(t, u) in negative direction (note that by construction the flow exists for all positive times). We will frequ
write ϕt in place ofϕ(t, ·). We furthermore introduce

NΩ = N ∩ H, MΩ = M∩ H

and

c̄ := inf Ψ (NΩ), c1 := inf Ψ (MΩ).

Note that

c1 � c0 = c+ + c− > min{c+, c−} = minΦ(N )

(see Lemma 3.1(v)). SinceΨ ′(u)u+ = 0 = Ψ ′(u)u− for any critical pointu of Ψ , all sign changing critical point
are contained inMΩ . We also have

Proposition 4.1. (i) The infimumc1 is attained inMΩ , and everyu ∈Mc1
Ω is a sign changing critical point ofΨ .

(ii) If u ∈ Mc1
Ω is isolatedamong all sign changing critical points, then the critical groups ofu satisfyCk(u,Ψ ) ∼=

δk2Z for k ∈ Z.
(iii) Every sign changing critical point withΨ (u) < c1 + c̄ has precisely two nodal domains.

We recall that the critical groups of a critical pointu of Ψ with Ψ (u) = c are defined by

Ck(u,Ψ ) := Hk

(
Ψ c,Ψ c \ {u}), k ∈ Z,

whereH∗ denotes singular homology with coefficients inZ. Proposition 4.1(i) has been proved under sligh
stronger hypotheses in [10], see also [14]. For the proof of Proposition 4.1 we require the following te
lemma.
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Lemma 4.2. For everyu ∈MΩ there exists a continuous functionτu :H → [0,∞)2 such that

τu(su
+ + tu−) = (s, t) for s, t � 0, (4.2)

τu(v) = (1,1) if and only ifv ∈MΩ. (4.3)

Proof. We first defineσ :H → [0,∞) by

σ(v) =



∫
Ω

f (v+)v+

‖v+‖2
, v+ �= 0;

0, v+ = 0.

Note thatσ is continuous, as follows easily from (f1), (f2) and Sobolev embeddings. Moreover

σ(v) = 1 if and only if v+ ∈ N . (4.4)

Now we fixu ∈ MΩ . Then

s �→ ξ(s) := σ(su+)

is strictly increasing on[0,∞) by virtue of (f3), andξ(s) → ∞ for s → ∞. Henceξ−1 ∈ C([0,∞), [0,∞)) exists
and is strictly increasing. Now we define

τ+ :H → [0,∞), τ+(v) = ξ−1(σ(v)
)
.

Thenτ+(su+ + tu−) = s for s, t � 0, and forv ∈ H there holdsτ+(v) = 1 if and only ifv+ ∈N .
In a similar way we construct a continuous functionτ− :H → [0,∞) such thatτ−(su+ + tu−) = t for s, t � 0,

andτ−(v) = 1 if and only ifv− ∈N . We then setτu(v) = (τ+(v+), τ−(v−)), and we conclude that the thus defin
mapτu :H → [0,∞)2 has the asserted properties.�
Proof of Proposition 4.1. (i) Consider a sequence(un) ⊂ MΩ with Ψ (un) → c1. Since(

1

2
− 1

θ

)
‖un‖2 � Ψ (un)

for everyn by (3.2), the sequences(u±
n ) are bounded inH . Passing to a subsequence, there areu+, u− ∈ H such

that u+
n ⇀ u+, u−

n ⇀ u+ asn → ∞. Henceu±
n → u± strongly inLs(Ω) for 1 � s < 2∗, which in particular

implies that

u+ � 0, u− � 0, u+ · u− = 0 a.e. inΩ. (4.5)

Using (f2) and Lemma 3.1(iv) we also find

d2± � lim
n→∞‖u±

n ‖2 = lim
n→∞

∫
Ω

f (u±
n )u±

n =
∫
Ω

f (u±)u± (4.6)

and

lim
n→∞

∫
Ω

F(u±
n ) =

∫
Ω

F(u±). (4.7)

From (4.6) we infer thatu± �= 0, and that

‖u±‖2 �
∫

f (u±)u± (4.8)
Ω
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by the weak lower semicontinuity of‖ · ‖. Hence there aret± ∈ (0,1] with

‖t±u±‖2 =
∫
Ω

f (t±u±)tu±. (4.9)

Using (4.6), (4.7) and the fact that the functiont �→ 1
2f (t)t − F(t) is increasing on(0,∞) by (f3), we find

Ψ (t±u±) = 1

2

∫
Ω

f (t±u±)t±u± −
∫
Ω

F(t±u±) � 1

2

∫
Ω

f (u±)u± −
∫
Ω

F(u±)

= lim
n→∞

(
1

2

∫
Ω

f (u±
n )u±

n −
∫
Ω

F(u±
n )

)
= lim

n→∞Ψ (u±
n ).

Moreover, by (4.5) and (4.9) the functionu = t+u+ + t−u− is an element ofM, and

Ψ (u) = Ψ (t+u+ + t−u−) � lim
n→∞

(
Ψ (u+

n ) + Ψ (u−
n )

) = lim
n→∞Ψ (un) = c1.

Henceu is a minimizer forΨ onM, that is,Mc1
Ω is non-empty.

Next letu ∈Mc1
Ω arbitrary. Fixs0 ∈ (0,1) and define

p(s1, s2) := s1u
+ + s2u

− for s1, s2 ∈ I0 := [1− s0,1+ s0]. (4.10)

Thenτu ◦ p : I2
0 → R

2 is just the inclusion, in particular

deg
(
τu ◦ p, I2

0 , (1,1)
) = 1.

By Lemma 3.1(ii) we have

Ψ
(
p(s1, s2)

)
< c1 for (s1, s2) ∈ I2

0 \ {
(1,1)

}
. (4.11)

Since moreoverΨ is nonincreasing along trajectories ofϕ, we infer

ϕt ◦ p(∂I2
0 ) ∩MΩ = ∅ for everyt � 0,

which by (4.3) implies

τu ◦ ϕt ◦ p(s1, s2) �= (1,1) for every(s1, s2) ∈ ∂I2
0 , t � 0.

Using the homotopy invariance of the degree we conclude that

deg
(
τu ◦ ϕt ◦ p, I2

0 , (1,1)
) = 1 for everyt � 0.

Hence there exists(s̄1, s̄2) ∈ int(I2
0 ) with τu ◦ ϕ1 ◦ p (s̄1, s̄2) = (1,1), that is, ū := ϕ1 ◦ p (s̄1, s̄2) ∈ MΩ . In

particularΨ (ū) � c1. In fact, (4.11) now forces

ū = ϕ1(u) and Ψ (ū) = Ψ (ϕ1(u)) = c1.

This implies that

∥∥Ψ ′(u)
∥∥2 = − ∂

∂t

∣∣∣∣
t=0

Ψ
(
ϕt (u)

) = 0,

henceu is a critical point ofΨ .
(ii) Consider an isolated critical pointu ∈ Mc1 and a neighborhoodN ⊂ H of u containing no other sign

changing critical point. HenceN ∩Mc1
Ω = {u} by (i). In view of (4.3) we may considerτu as a map of pairs(

Ψ c1 ∩ N,Ψ c1 ∩ N \ {u}) → ([0,∞)2, [0,∞)2 \ {
(1,1)

})
. (4.12)
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t

Now chooses0 ∈ (0,1) small enough so that

p(s, t) ∈ N for s, t ∈ I0, (4.13)

whereI0 andp are defined as in (4.10). Observe thatp may be viewed as a map of pairs
(
I2
0 , I2

0 \ {
(1,1)

}) p−→ (
Ψ c1 ∩ N,Ψ c1 ∩ N \ {u}) (4.14)

and that

τu ◦ p :
(
I2
0 , I2

0 \ {
(1,1)

}) → ([0,∞)2, [0,∞)2 \ {
(1,1)

})
is the inclusion. Hence

τu∗ ◦ p∗ :H2
(
I2
0 , I2

0 \ {
(1,1)

}) → H2
([0,∞)2, [0,∞)2 \ {

(1,1)
}) ∼= Z

is an isomorphism, which implies that

C2(u,Ψ ) = H2
(
Ψ c1,Ψ c1 \ {u}) ∼= H2

(
Ψ c1 ∩ N,Ψ c1 ∩ N \ {u})

is nontrivial.
Next we observe that the Morse index ofu is at least 2. In fact this holds for any sign changing critical poinu

of Ψ , since by Lemma 3.1(i) we have

Ψ ′′(u)(s1u
+ + s2u

−, s1u
+ + s2u

−) = s2
1Ψ ′′(u+)(u+, u+) + s2

2Ψ ′′(u−)(u−, u−) < 0

for every(s1, s2) ∈ R
2 \ {0}. The claim now follows from [3, Proposition 3.3].

(iii) We note that every critical pointu of Ψ is a continuous function onΩ . Hence, ifΩ∗ is a nodal domain
of u, thenuχΩ∗ defines an element ofH by [23, Lemma 1]; hereχΩ∗ denotes the characteristic function ofΩ∗.
Moreover, since

Ψ ′(uχΩ∗)uχΩ∗ = Ψ ′(u)uχΩ∗ = 0,

we haveΨ (uχΩ∗) � c̄. Now suppose thatu has three nodal domainsΩ1, Ω2, Ω3 such thatu > 0 onΩ1 andu < 0
onΩ2. ThenuχΩ1∪Ω2 ∈ MΩ andc1 � Ψ (uχΩ1∪Ω2). Hence

c1 + c̄ � Ψ (uχΩ1∪Ω2) + Ψ (uχΩ3) � Ψ (u),

which shows the assertion.�
Next we consider the cones

H+ = {u ∈ H | u � 0}, H− = {u ∈ H | u � 0},
the closed convex sets

D±
α = {

u ∈ H | dist1(u,H±) � α
}

and the setDα = D+
α ∪ D−

α for α > 0. Moreover, we call a closed subsetE ⊂ H with nonempty interiorstrictly
positively invariantunder the flowϕ if ϕt (u) ∈ int(E) for everyu ∈ E, t > 0.

Proposition 4.3. For α > 0 small enough there holds

(i) Dα ∩MΩ = ∅.
(ii) ∂Dα contains no critical points ofΨ .

(iii) For everyb ∈ [0, c1) the setDα ∪ Ψ b is strictly positively invariant underϕ.
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Proof. (i) For u ∈ MΩ we have by (f2), Lemma 3.1(iv) and Sobolev embeddings

0< (d+)2 � ‖u+‖2 =
∫
Ω

f (u+)u+ � C
(|u+|22 + |u+|pp

)
� C inf

v∈−P

(|u − v|22 + |u − v|pp
)

� C1 inf
v∈−P

(‖u − v‖2 + ‖u − v‖p
)
,

and similarly

0< (d−)2 � C1 inf
v∈P

(‖u − v‖2 + ‖u − v‖p
)
,

whereC1 > 0 is a constant. HenceDα ∩MΩ = ∅ for α2 + αp < 1
C1

min{(d+)2, (d−)2}.
(ii) The gradient ofΨ has the form∇Ψ = IdH −A with A :H → H given byA(u) := (−� + 1)−1f (u) for

u ∈ H . In other words,v := A(u) is uniquely determined by the relation∫
Rn

(∇v∇w + vw) =
∫
Rn

f (u)w for all w ∈ H.

Now the same argument as in [4, Lemma 3.1] yields that

A(∂D±
α ) ⊂ int(D±

α ), (4.15)

for α > 0 sufficiently small, which in particular implies that∂Dα contains no fixed points ofA, that is, no critical
points ofΨ .

(iii) It suffices to prove the following:
{

For everyu ∈ ∂(Dα ∪ Ψ b) there isε > 0 such that

ϕt (u) ∈ Dα ∪ Ψ b for t ∈ [0, ε) andϕt (u) /∈ Dα ∪ Ψ b for t ∈ (−ε,0).
(4.16)

Consider firstu ∈ ∂Ψ b \Dα . ThenΨ (u) = b and henceχ(Ψ (u)) = 1. Moreover,u changes sign, and sinceb < c1,
u is not a critical point ofΨ . Therefore

∂

∂t
Ψ

(
ϕt (u)

)|t=0 = −∥∥∇Ψ (u)
∥∥2

< 0,

and thus there isε > 0 such thatΨ (ϕt (u)) < b < Ψ (ϕ−t (u)) for t ∈ (0, ε). Makingε > 0 smaller if necessary, w
may also assume thatϕt (u) /∈ Dα for t ∈ (−ε,0). Hence (4.16) holds in this case.

Now letu ∈ ∂D+
α with Ψ (u) � b. Thenχ(Ψ (u)) = 1 and consequently

u + λ
(−χ

(
Ψ (u)

)∇Ψ (u)
) = u + λ

(−∇Ψ (u)
) = (1− λ)u + λA(u) ∈ D+

α

for λ ∈ [0,1] by (4.15) and the convexity ofD+
α . Since this is also true for̃u ∈ D+

α close tou, an application of [16
Theorem 4.1] yields thatϕt (u) ∈ D+

α for sufficiently smallt > 0. Moreover, by Mazur’s separation theorem, th
exists a continuous linear functionalj ∈ H ∗ andζ ∈ R such thatj (u) = ζ andj (w) > ζ for w ∈ int(D+

α ). Hence

∂

∂t
j
(
ϕt (u)

)|t=0 = j
(−∇Ψ (u)

) = j
(
A(u) − u

) = j
(
A(u)

) − ζ > 0

by (4.15). From this we infer thatj (ϕt (u)) < ζ andΨ (ϕt (u)) > b for t ∈ (−ε,0) provided thatε is sufficiently
small. Henceϕt (u) /∈ D+

α ∪ Ψ b for t ∈ (−ε,0). A similar argument shows that foru ∈ ∂D−
α with Ψ (u) � b there

is ε > 0 such thatϕt (u) ∈ D−
α for t ∈ [0, ε) and ϕt (u) /∈ D−

α ∪ Ψ b for t ∈ (−ε,0). This completes the proo
of (4.16). �
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5. Proof of Theorem 1.2

Let ε, δ, t0 > 0 and w1,w2 ∈ E be given as in Proposition 3.3, and recall the valuesc±, c0 and the se
Uε = {u ∈ E | u+ ∈ U2

ε (K+), u− ∈ U2
ε (K−)} defined in Section 3. Without loss of generality, we may assume

c+ � c−. (5.1)

We chooseR > 0 so thatBR/2(0) contains the support ofw1 and w2, and we suppose thatΩ is a bounded
domain containingB5R/2(0) ⊂ Ω . As in Section 4 we putH = H 1

0 (Ω), and we consider the functionalΨ , the sets
NΩ,MΩ , the values̄c, c1 and the flowϕt defined in this section. SinceB5R/2(0) ⊂ Ω andBR/2(0) contains the
support ofw1 andw2,

y ∗ w1 + w2 ∈MΩ for everyy ∈ SR := ∂BR(0), (5.2)

and together with (3.11) this implies that

c1 < c0 + δ

2
. (5.3)

We need a variant of Lemma 4.2.

Lemma 5.1. There existsτ0 :H → [0,∞)2 such that

τ0
(
s(y ∗ w1) + tw2

) = (s, t) for everys, t � 0, y ∈ SR, (5.4)

τ0(v) = (1,1) if and only ifv ∈MΩ. (5.5)

Proof. We consider the maps

σ± :H → [0,∞), σ±(v) =



∫
Ω

f (v±)v±

‖v±‖2
, v± �= 0;

0, v± = 0

as in the proof of Lemma 4.2 and observe thatξ±(s) := σ±(s[y ∗w1 +w2]) is independent ofy ∈ SR . Now we can
defineτ0(v) = (ξ−1+ (σ (v+)), ξ−1− (σ (v−))) as in the proof of Lemma 4.2.�

Next we fixα > 0 such that Proposition 4.3 holds.

Lemma 5.2. There exists a numberT > 0 such thatϕT (u) ∈ int(Dα ∪ Ψ c0−δ) for all u ∈ Ψ c0+δ \ int(Uε ∩ H).

Proof. SinceMΩ ⊂ M contains all sign changing critical points ofΨ , Proposition 3.3(iii) implies that the close
setΨ c0+δ \ int((Uε/2 ∩ H) ∪ Dα) contains no critical point ofΨ . SinceΨ satisfies the Palais–Smale condition,
infer that

τ0 := inf
{∥∥Ψ ′(u)

∥∥: u ∈ Ψ c0+δ \ int
(
(Uε/2 ∩ H) ∪ Dα ∪ Ψ c0−δ

)}
> 0. (5.6)

We also note that Proposition 3.3(ii) implies

∥∥Ψ ′(u)
∥∥ � max

i=±
Φ ′(u)ui

‖ui‖ � 6δ

ε
for everyu ∈ V(ε, δ) ∩ H = (Uε \ Uε/2) ∩ Ψ c0+δ. (5.7)

Now we setT := 3δ/τ2
0 , and we consideru ∈ Ψ c0+δ \ int(Uε ∩ H). By Proposition 4.3(iii) it suffices to show tha

ϕt (u) ∈ int(Dα ∪ Ψ c0−δ) for somet ∈ [0, T ]. (5.8)

We suppose by contradiction that this is false. Then one of the following two cases occurs.
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ii).

.

Case 1:ϕτ (u) ∈ Uε/2 \ int(Dα ∪ Ψ c0−δ) for someτ ∈ [0, T ].
Case 2:ϕt (u) ∈ Ψ c0+δ \ int((Uε/2 ∩ H) ∪ Dα ∪ Ψ c0−δ)) for all t ∈ [0, T ].

In Case 1 we sett2 := inf{s > 0 :ϕs(u) ∈ Uε/2} � τ andt1 := sup{s ∈ [0, t2] :ϕs(u) /∈ int(Uε ∩ H)}. Then
∥∥ϕt2(u) − ϕt1(u)

∥∥ �
∣∣ϕt2(u) − ϕt1(u)

∣∣
2

� max
{∣∣(ϕt2(u)

)+ − (
ϕt1(u)

)+∣∣
2,

∣∣(ϕt2(u)
)− − (

ϕt1(u)
)−∣∣

2

}
� ε

2
.

Moreover,ϕt (u) ∈ (Uε \ Uε/2) ∩ Ψ c0+δ for t1 < t < t2, and therefore (5.7) and the definition ofϕ yield

ε

2
�

∥∥ϕt2(u) − ϕt1(u)
∥∥ �

t2∫
t1

∥∥Ψ ′(ϕt (u)
)∥∥dt

� ε

6δ

t2∫
t1

∥∥Ψ ′(ϕt (u)
)∥∥2 dt = ε

6δ
Ψ

(
ϕt1(u)

) − Ψ
(
ϕt2(u)

)
.

HenceΨ (ϕt1(u)) − Ψ (ϕt2(u)) � 3δ and therefore

Ψ
(
ϕτ (u)

)
� Ψ

(
ϕt2(u)

)
� Ψ

(
ϕt1(u)

) − 3δ � c0 − 2δ.

This yields a contradiction, sinceϕτ (u) /∈ int(Dα ∪ Ψ c0−δ) by assumption.
In Case 2 we find

Ψ (u) − Ψ
(
ϕT (u)

) =
T∫

0

∥∥Ψ ′(ϕt (u)
)∥∥2 dt � T τ2

0 = 3δ,

by (5.6). HenceΨ (ϕT (u)) ∈ Ψ c0−2δ , and we come to a contradiction again. Therefore (5.8) holds in any ca
claimed. �

We now set

E := {
u ∈ H | ϕT (u) ∈ Dα ∪ Ψ c0−δ

}
.

Then E ⊂ H is closed, and it is strictly positively invariant underϕ as a consequence of Proposition 4.3(i
Moreover, Lemma 5.2 yields

Ψ c0+δ \ int(Uε ∩ H) ⊂ int(E). (5.9)

In order to find critical points ofΨ in H \ E we need the following facts. Here we use the notation

K∗
c = {

u ∈ H \ E : Ψ (u) = c, Ψ ′(u) = 0
}
.

Lemma 5.3. Considera, b ∈ R with 0< a < b such thatK∗
c = ∅ for c ∈ (a, b) andK∗

a consists of isolated points
ThenΨ a ∪ E is a strong deformation retract of(Ψ b \ K∗

b ) ∪ E .

Lemma 5.4. Suppose thatc > 0 and thatK∗
c consists of finitely many isolated critical pointsu1, . . . , um. Then

there existsγ > 0 such that

H∗(Ψ c+γ ∪ E,Ψ c−γ ∪ E) ∼=
m⊕

j=1

C∗(uj ,Ψ ).
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Lemma 5.5. Considera, c ∈ R with a < c, such thatK∗
c contains only finitely many isolated critical poin

u1, . . . , um andK∗
b = ∅ for b ∈ (a, c). Then there existsγ > 0 such that

H∗(Ψ c+γ ∪ E,Ψ a ∪ E) ∼=
m⊕

j=1

C∗(uj ,Ψ ).

Lemma 5.3 can be proved in a standard way along the lines of the proof of [13, Theorem 3.2], using th
positive invariance ofE under the flowϕ. The proof of Lemma 5.4 proceeds analogously to the proof of
Theorem 4.2]. Lemma 5.5 just follows by combining Lemma 5.3 and Lemma 5.4.

For ν0 := Φ(w1) + Φ(w2) < c0 + δ
2 we consider the continuous map

g :SR × (0,∞)2 → Ψ ν0,

(y, s1, s2) �→ s1(y ∗ w1) + s2w2

which is well defined as a consequence of Proposition 3.3(iv). It follows from (3.11) and (3.12) that forIb := [0, b]
with b > 1+ t0, g induces a map of pairs

gb : (SR × I2
b , SR × ∂I2

b ) → (Ψ ν0 ∪ E,E),

and hence it induces a homomorphism

gb∗ :Z ∼= HN+1(SR × I2
b , SR × ∂I2

b ) → HN+1(Ψ
ν0 ∪ E,E).

Let iν : (Ψ ν0 ∪ E,E) ↪→ (Ψ ν ∪ E,E) be the inclusion,ν � ν0. We first show

Lemma 5.6. If b > 0 is sufficiently large, then forν � 2c+ + c− + 3
4δ the map(iν ◦ gb)∗ is trivial in dimension

N + 1.

Proof. We show that forν � 2c+ + c− + 3
4δ andb sufficiently largeiν ◦ gb factorizes in the form

iν ◦ gb : (SR × I2
b , SR × ∂I2

b ) ↪→ (BR × I2
b ,BR × ∂I2

b )
gν
b−→ (Ψ ν ∪ E,E), (5.10)

whereBR := BR(0) and the first arrow denotes the inclusion. In order to definegν
b , we fix y0 ∈ S2R . Fory ∈ BR(0)

ands1, s2 ∈ Ib we set

gν
b(y, s1, s2) =




s1

( |y|
R

[(
R

y

|y|
)

∗ w1

]
+

(
1− |y|

R

)
(y0 ∗ w1)

)
+ s2w2 if y �= 0,

s1y0 ∗ w1 + s2w2 if y = 0.

By (3.11) this defines a continuous functiongν
b :BR × I2

b → Ψ 2c++c−+3δ/4. If b is chosen large enough, the
gν

b(BR × ∂I2
b ) ⊂ Dα ∪ Ψ c0−δ ⊂ E by Lemma 3.1(ii). Thus, forν � 2c+ + c− + 3

4δ, we find thatgν
b is a map of

pairs

gν
b : (BR × I2

b ,BR × ∂I2
b ) → (Ψ ν ∪ E,E).

Note also thatiν ◦ gb is just the restriction ofgν
b to SR × I2

b so that (5.10) holds. We conclude by observing t
Hj(BR × I2

b ,BR × ∂I2
b ) = 0 for j � 3. �

We now fixb > 1+ t0, I = Ib andg = gb according to Lemma 5.6. As an immediate consequence of Lemm
we obtain

Lemma 5.7. Let ν ∈ R with K∗ = ∅.
ν
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(i) For γ > 0 small enough there holds:
HN+1(Ψ

ν+γ ∪ E,E) ∼= 0 if and only ifHN+1(Ψ
ν−γ ∪ E,E) ∼= 0.

(ii) If ν > c0 + δ
2 , then for0< γ < ν − ν0 small enough there holds:

i
ν+γ∗ ◦ g∗ is trivial if and only if iν−γ∗ ◦ g∗ is trivial.

Next we show

Proposition 5.8. For ν ∈ [ν0, c0 + δ) the map

(iν ◦ g)∗ :HN+1(SR × I2, SR × ∂I2) → HN+1(Ψ
ν ∪ E,E)

is nontrivial.

Proof. Consider the setsJ = [1− t0,1+ t0] ⊂ I andA = I2 \ int(J 2). By Lemma 3.1, (3.11) and (3.12) the m
iν ◦ g factorizes in the form

(SR × I2, SR × ∂I2)
i−→ (SR × I2, SR ×A)

gν

−→ (Ψ ν ∪ E,E).

Here the inclusioni induces an isomorphism

i∗ :HN+1(SR × I2, SR × ∂I2) → HN+1(SR × I2, SR ×A).

Now consider the map

g1 : (SR × J 2, SR × ∂J 2) ↪→ (SR × I2, SR ×A)
gν

−→ (Ψ ν ∪ E,E),

where the first arrow is again the inclusion. By the preceding considerations it suffices to show that

g1∗ :HN+1(SR × J 2, SR × ∂J 2) → HN+1(Ψ
ν ∪ E,E) is nontrivial.

Note that by (3.10) the mapg1 factorizes in the form

g1 : (SR × J 2, SR × ∂J 2)
g2−→ ([Ψ ν ∪ E] ∩ Uε,E ∩ Uε

) j−→ (Ψ ν ∪ E,E),

wherej again stands for the inclusion. Now sinceΨ ν \ E ⊂ int(Uε ∩ H) by virtue of (5.9), the excision propert
yields that

j∗ :HN+1
([Ψ ν ∪ E] ∩ Uε,E ∩ Uε

) → HN+1(Ψ
ν ∪ E,E)

is an isomorphism. Hence it remains to show that

g2∗ :HN+1(SR × J 2, SR × ∂J 2) → HN+1
([Ψ ν ∪ E] ∩ Uε,E ∩ Uε

)
is nontrivial.

For this we consider the continuous map

h : (Ψ ν ∪ E) ∩ Uε → SR × [0,∞)2

u �→
(

R
β(u+) − β(u−)

|β(u+) − β(u−)| , τ0
(
ϕeT (u)(u)

))
,

whereeT :H → [0, T ] is defined by

eT (u) :=
{

0, u ∈ E;
sup

{
t ∈ [0, T ] | ϕt (u) /∈ E

}
elsewhere.

Note thateT is continuous sinceE is strictly positively invariant. By Proposition 3.3(i) the maph is well defined.
Moreover, ifτ0(ϕ

eT (u)(u)) = (1,1), thenϕeT (u)(u) ∈ MΩ , henceu /∈ E by Proposition 4.3(i). Thush is a map of
pairs

h :
([Ψ ν ∪ E] ∩ U ,E ∩ U

) → (
S × [0,∞)2, S × ([0,∞)2 \ {

(1,1)
}))

.
ε ε R R
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Moreover, sinceg2(SR × ∂J 2) ⊂ Dα ∪ Ψ c−δ , the map

k := h ◦ g2 : (SR × J 2, SR × ∂J 2) → (
SR × [0,∞)2, SR × ([0,∞)2 \ {

(1,1)
}))

satisfiesk|SR×∂J 2 = idSR×∂J 2. Hence, using the long exact sequences of the pairs(SR × J 2, SR × ∂J 2) and(SR ×
[0,∞)2, SR × ([0,∞)2 \ {(1,1)})) we conclude that

k∗ :HN+1(SR × J 2, SR × ∂J 2) → HN+1
(
SR × [0,∞)2, SR × ([0,∞)2 \ {

(1,1)
})) ∼= Z

is an isomorphism. Thusg2∗ is nontrivial, as required. �
Finally we have:

Lemma 5.9. If Mc1
Ω consists of finitely many isolated critical points, thenHN+1(Ψ

c1+ρ ∪ E,E) ∼= 0 for ρ > 0
sufficiently small.

Proof. SupposeMc1
Ω = {u1, . . . , um}. Then by Lemma 5.5 and Proposition 4.1(ii) we have

HN+1(Ψ
c1+ρ ∪ E,E) ∼=

m⊕
j=1

CN+1(uj ,Ψ ) ∼= 0

for ρ > 0 sufficiently small, sinceN � 2. �
We may now complete the

Proof of Theorem 1.2. By Proposition 4.1 we may assume thatMc1
Ω contains at least one but only finitely ma

isolated critical points ofΨ , and these critical points have precisely two nodal domains.
We now define

c2 := inf
{
ν > c1: HN+1(Ψ

ν ∪ E,E) �∼= 0
}

and

c3 := sup{ν � c1: iν∗ ◦ g∗ is nontrivial}
Then

c1 < c2 � ν0 < c0 + δ � c3 � 2c+ + c− + 3

4
δ

by Lemma 5.6, Proposition 5.8 and Lemma 5.9. Moreover, Lemma 5.7 implies thatK∗
ci

�= ∅ for i = 2,3. Since
δ < min{c+, c−} � c̄, every critical point inK∗

c2
has precisely two nodal domains by Proposition 4.1(iii). Moreo

since

c3 � 2c+ + c− + 3

4
δ < c+ + c− + 2 min{c+, c−}

by (5.1), a similar argument as in the proof of Proposition 4.1(iii) yields that everyu ∈ K∗
c3

has at most three nod
domains. Thus we obtain solutionsu2 ∈ K∗

c2
andu3 ∈ K∗

c3
with the required properties.�
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