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Abstract

We prove the validity of the Critical path analysis for a continuum percolation model close to Golden–Kozlov one.
obtained in the limit of strong disorder.
 2004 Elsevier SAS. All rights reserved.

Résumé

On montre la validité de “Critical path analysis” pour un modèle de percolation continue proche de celui de Golden–
Le résultat est obtenu à la limite de grand désordre.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

One of the central issues of the theory of disordered materials is the determination of effective propert
electrical conductivity or fluid permeability) from the knowledge of the micro-structural properties. In many ar
of practical importance, the probabilitydistribution of local physical characteristics is very broad. An interestin
property of these so-called “highly disordered” systems is that the effective conductivity of the sample ca
be approximated by the conductivity of a very small partof it. Such part is usually composed by a small num
of paths that contribute overwhelmingly to the effective conductivity. It is thus important to find out the conditi
that lead to this behaviour, since it is usually far less complex to compute the conductivity of a small num
paths than of the whole sample.
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This idea was, for the first time, introduced by [1] and is known in the physical literature as “Critical P
Analysis (CPA)”. It was used successfully in many areas of physics [2,8]. However, rigorous investigatio
sparse up to now [4,11].

It should be obvious that the creation of strongly conducting paths (and thus the calculation of effectiv
erties of the sample) is connected with the percolation of highly conducting areas. Let us explain this
heuristically on a simple model. The procedure of reduction of the sample to a small set of “critical paths” f
[3]. We will call this procedure a “pruning procedure”.

Let ΛN be the box of sizeN in Z2 and letLN be the set of all bonds connecting nearest neighbours inΛN .
Assign to each bondb ∈ LN a random i.i.d. conductivitycb. We want to compute the conductivity of the sam
with the potential difference applied on the left and right edge of the box.

Now we start describing the “pruning procedure”. First, we sort all the bonds in the graph(ΛN,LN) according
to their conductivity. Then we delete all the bonds from the graph except the bonds that are contained i
right edge of the box, and we start to re-add them bond by bond in the order of decreasing conductivit
each step we check for loops. If there is a loop, we delete the bond just added and we continue with the n
At the beginning of this procedure, there will be no connection between the left and right edge. After suffi
many steps, adding the next bond produces a connection between the left and right edge. We stop the p
at this moment. What we get at this point is a treelike structure containing one connection from left to rig
many dead-ends that we can delete safely, because they donot contribute to the transport. The conductivity of th
connection is easy to obtain. If the distribution of local characteristics is broad enough, then the CPA cla
the conductivity of this connection is close to the conductivity of the graph before the pruning.

One can go further in this type of reasoning. The conductivity of one-dimensional path of conducting el
with conductivities drawn from a very broad distribution is essentially determined by the element with the sma
conductivity. Applying this to the path constructed by pruning, one can conclude that the conductivity of t
is not far from the conductivity of the bond we have added as the last one. IfN is large enough, the conductivi
of the last added bond should be close to the largest value of conductivityc� such that the bonds withcb > c�

percolate. More precisely, denoting byF(x) = P(cb � x) the distribution function of the local conductivity and b
pc the percolation threshold of the bond percolation, the conductivity of the box should be close to

c� = sup
{
x: 1− F(x) � pc

}
. (1)

In this paper we construct a model where the above heuristic can be proved. The effective conductivity
very close (at least in the limit of strong disorder) to the “critical local conductivity”. This can be interpret
a justification of the CPA for this model. The model we use is a continuous generalisation of the “chess-bo
model used in [4].

2. Definitions and results

We consider the following two-dimensional medium. LetX = X(ω), ω ∈ Ω be a homogeneous Poisson po
process with densityλ defined on some probability spaceΩ (see Section 3 for the definition). For every po
x ∈ R2 let S(x) = S(x,ω) denote the minimal distance to some point ofX,

S(x) = inf
{
d(x, y): y ∈ X

}
, (2)

whered(·, ·) denotes the Euclidean distance of two points. We define the local conductivity of the medium

σ(x,µ) = σ(x,µ,ω) = exp
(
µS(x)

)
, (3)

whereµ is a positive parameter. That means that our medium can be considered as the set of insulating gr
the centres in the points of the point process. The parameterµ controls the amount of disorder of the system.
will be interested in the case whereµ is very large.
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The medium we have just defined is obviously statistically isotropic. Thus, its macroscopic properties
described by one scalar effective conductivityσ�(µ,ω) defined as follows. LetΛN be the box[0,N]2 and let
uN(x,µ) = uN(x,µ,ω) be the solution of the system

div
(
σ(x,µ)∇uN(x,µ)

) = 0, x = (x1, x2) ∈ ΛN,

uN(x,µ) = 0, x1 = 0,

uN(x,µ) = N, x1 = N,

∂uN(x,µ)

∂x2 = 0, x2 ∈ {0,N}. (4)

The functionuN(x,µ) is the electrical potential in the boxΛN with the prescribed boundary conditions. L
JN(µ) = JN(µ,ω) denote the overall flow through the vertical linex1 = b, b ∈ (0,N),

JN(µ) =
N∫

0

σ
(
(b, x2),µ

)∂uN((b, x2),µ)

∂x1 dx2, (5)

which obviously does not depend onb. The effective conductivity is then defined by

σ�(λ,µ,ω) = lim
N→∞

1

N
JN(µ,ω). (6)

Since our medium is evidently ergodic, it follows from the results of homogenisation theory that this limit
almost surely and does not depend onω (see [7, Theorem 7.4]).

To state our first theorem we need one quantity from the continuum percolation (for a good survey see [10]). I
well known that there exists a nontrivial valueSc(λ), such that the set{x ∈ R2: S(x) � r} percolates iffr > Sc(λ),
and its complement percolates iffr < Sc(λ). We callSc(λ) the critical radius. As we have noted in the introducti
this value should be important for the estimation of the effective conductivity in the limit of the strong dis
Actually, we have

Theorem 2.1.For almost all realisations of the medium the value of the effective conductivity depends only
parametersλ andµ and asymptotically satisfies

lim
µ→∞

1

µ
logσ�(λ,µ) = Sc(λ). (7)

To clarify the relation of this result with Eq. (1) observe that Theorem 2.1 roughly says thatσ�(λ,µ) ∼
exp(µSc(λ)). This value is the largestσ such that the domain where the conductivity is larger or equalσ
percolates.

The next theorem shows something that resembles the pruning that was described before, and also cl
meaning of Theorem 2.1. The pruning in this case cannot be defined in the same way as for the square lat
However, it is possible to reduce our medium and to obtain a medium that essentially consists of points co
by tubes. These points will not be located on the square lattice, but this does not pose major problem
pruning procedure.

As we have already noted, our medium can be regarded asan ensemble of insulating grains in the plane. Betw
every pair of neighbouring grains there is a domain where the conductivity is large. The structure of thes
can be identified with the Voronoi tessellation defined by the processX(ω). If µ is large, the conductivity decreas
very rapidly with the distance from the borders of Voronoi cells. Hence, the contribution of a small neighbo
of these borders to the effective conductivity should be very important. Thus, we should not make a larg
if we consider the rest of the medium as totally insulating. We get a medium that consists only of the thi
around the borders of the Voronoi cells.
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More precisely, letV(ω) ⊂ R2 denote the set of borders of Voronoi cells around the points ofX(ω) and let
ρ > 0 be a small positive constant. We define first the modified conductivityσ̃ (x)

σ̃ρ(x,µ) =
{

σ(x,µ) if d(x,V) < ρ,

0 if d(x,V) > 2ρ.
(8)

In the domain betweenρ and 2ρ the functionσ̃ρ(x) continuously and “monotonically” interpolates between
values on the boundary of this domain. The way how the interpolation is done is not important. We use it
make the conductivity continuous and to avoid problems with the boundary conditions on the walls of the tube

The mediumσ̃ρ(x) can be “pruned” further. It is obvious that at each bondb of V there is exactly one poin
sb where the functionS(x), and thus alsõσρ(x,µ), has a saddle point. The flow passing through the tube ar
the bondb should therefore go through an area where the local conductivity is close toσ(sb,µ). Intuitively, the
conductivity of the whole tube aroundb should be proportional to this value, because far from the saddle poin
the local conductivity is much larger. Actually, it can be easily proved at least forµ large enough, but we will no
need this claim later. Using this observation, one sees that the bonds withσ(sb,µ) very small should not contribut
too much to the overall conductivity. So we delete them. More formally, letVδ be the subset ofV containing only
the bonds withS(sb) > Sc(λ) − δ, i.e. the bonds that are far from the points ofX. Let us define another modifie
mediumσ̂ρ,δ(x,µ) in the same way as we definedσ̃ρ(x,µ) but usingVδ instead ofV :

σ̃ρ,δ(x,µ) =
{

σ(x,µ) if d(x,Vδ) < ρ,

0 if d(x,Vδ) > 2ρ.
(9)

The mediumσ̂ρ,δ consists of the tubes from̃σρ with large conductivity.
Note, that we do not define pruning in the inductive way that we have described before. The “pruned” med

σ̂ρ,σ (x) does not consist of a single one-dimensional path crossing the box and it contains more tubes than
However, if the parameterδ is small (how small it should be, depends on the size of the box that we conside
difference should not be substantial.

We useσ̃ �
ρ (λ,µ) andσ̂ �

ρ,δ(λ,µ) to denote the effective conductivities of the modified media. Then we hav

Theorem 2.2.For everyδ > 0 andρ > 0, the effective conductivities of the pruned mediaσ̃ �
ρ (λ,µ) andσ̂ �

ρ,δ(λ,µ)

satisfy the same relation as the original medium, i.e.

lim
µ→∞

1

µ
logσ̃ �

δ (λ,µ) = lim
µ→∞

1

µ
log σ̂ �

ρ,δ(λ,µ) = Sc(λ). (10)

At first sight, the results of our theorems can be found quite unsatisfactory, because they give us o
estimation in logarithmic scale and in the limit of the strong disorder. However, they can be useful to find
dependence of the effective conductivity on other parameters. Indeed, let the local conductivityσ(x,α) be defined
by exp(µf (S(x),α)), wheref is a strictly increasing and differentiable in the first argument, and with the
derivative with respect to this argument in the pointSc(λ) bounded away from zero and infinity. Then an e
modification of the arguments given in the proof of Theorem 2.1 gives

lim
µ→∞

1

µ
logσ�(λ,µ,α) = f

(
Sc(λ),α

)
. (11)

This is essentially the way how the idea of CPA was used in the original article [1].
Note also that there are two reasons for having results only in the logarithmic scale. The first one is th

gaussian” shape of the graph of the conductivity around the saddle points. This problem can be probably reso
by a more careful computation. However, there is still a second problem. We do not have enough control of
infinite cluster of continuum percolation near the critical point.

The proofs of Theorems 2.1 and 2.2 can be found in Section 4 and they use homogenisation techn
Section 3 we show some facts about continuum percolation inR2.
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3. Percolation results

In this section we prove some facts that are known to be valid for discrete percolation. To our knowledge
results do not exist in the case of continuum percolation. The proofs we present are rather standard modificat
of the discrete versions. The reader familiar with the technical details can skip the rest of this section and r
Propositions 3.1 and 3.7 that will be used later.

Let N be a set of all finite counting measures assigning the weight at most one to singletons equipped
usualσ -field N generated by sets of the form{n ∈ N : n(A) = k}, whereA ⊂ R2 is a Borel set andk ∈ N. Every
n ∈ N can be identified with a set of points inR2. This allows us to writex ∈ n, if n has an atom atx ∈ R.

Let (Ω,F ,P) be some probability space. The Poisson point process with densityλ is anN -valued random
variable which satisfies the following two conditions.X(A) is a Poisson random variable with meanλ|A|, where
|A| denotes the Lebesgue measure ofA. If A1,A2 ⊂ R2, A1 ∩ A2 = ∅, thenX(A1) andX(A2) are independen
We writePλ for the law ofX andEλ for the corresponding expectation.

Let us now define setX(ω), ω ∈ Ω , as the set{x ∈ R2: S(x) � 1}. The setX is the union of unit disks with
centres inX(ω). We will call it the occupied region. The complement ofX(ω) is called the vacant region. For an
A ⊂ R2 we useW(A) to denote the union of all components ofX (occupied components) intersectingA. Similarly,
we writeV (A) for the union of vacant components intersectingA. It is well known that in dimension two ther
exists a constantλc such that for every bounded setA the following holds

λc = sup
{
λ: Pλ

[
diamV (A) = ∞]

> 0
} = inf

{
λ: Eλ

[
diamV (A)

]
< ∞}

= inf
{
λ: Pλ

[
diamW(A) = ∞]

> 0
} = sup

{
λ: Eλ

[
diamW(A)

]
< ∞}

, (12)

i.e. occupied region percolates aboveλc and vacant region percolates belowλc .
Let E be an event. We say thatE is increasing event if fromω ∈ E follows ω′ ∈ E for all ω′ satisfyingX(ω′) ⊃

X(ω). The eventE is decreasing ifEc is increasing.
We now introduce some obvious geometrical notation. LetA1, A2, B be subsets ofR2. We writeA1

occ←→
in B

A2

if A1 is connected toA2 in B ∩ X, i.e. there exists a continuous functionφ : [0,1] �→ R2 such thatφ(0) ∈ A1,
φ(1) ∈ A2, andφ(t) ∈ X ∩ B for everyt ∈ [0,1]. If the setB is omitted, then it is understoodB = R2. We use
A1

occ←→
out B

A2 for A1
occ←→

in Bc
A2. Similarly, we writeA1

vac←→
in B

A2 if there exists a curve connectingA1 andA2 laying

completely inB ∩ Xc .
Let BL(x) be the box[x1 − L,x1 + L] × [x2 − L,x2 + L]. We say that the polygonal linexi , i = 0, . . . , n,

forms a left-right (LR) occupied crossing ofBL(0) if all pointsxi are inX, the disks around the successive poi
intersect (i.e.d(xi−1, xi) � 2, i = 1, . . . , n), the pointsxi , i = 1, . . . , n − 1, are inBL(0), and the first and the
last disk intersect the left, resp. right, edge ofBL(0) (i.e. x1

0 ∈ [−L − 1,−L + 1], x1
n ∈ [L − 1,L + 1]). Two LR

occupied crossings are called disjoint if the corresponding polygonal lines do not intersect.
A smooth curveφ : [0,1] �→ R2 is called LR vacant crossing ofBL(0) if φ(0) ∈ {−L} × [−L,L], φ(1) ∈

{L} × [−L,L], andφ([0,1]) ∈ BL(0) ∩ Xc. Two LR vacant crossingsφ andφ′ are called disjoint if

inf
{
d
(
φ(t),φ′(t ′)

)
: t, t ′ ∈ [0,1]} � 2. (13)

The constant 2 has not any particular importance, any other positive constant can be chosen. Similarly, on
the top-bottom (TB) crossings ofBL(0). We will need the following proposition to prove Theorem 2.1.

Proposition 3.1.

(a) Letλ > λc , then there exist positive constantsβ , γ , L0 depending only onλ such that

Pλ

[
# of disjoint occ. LR crossings ofBL(0) � βL

]
� e−γL (14)

for L � L0.
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(b) Letλ < λc , then there exist positive constantsβ ′, γ ′, L′
0 depending only onλ such that

Pλ

[
# of disjoint vac. LR crossings ofBL(0) � β ′L

]
� e−γ ′L (15)

for L � L′
0.

We will prove part (a) of this proposition using the methodsthat are strongly inspired by discrete percolat
(see [5, Lemma 11.22]). We start with the following lemma.

Lemma 3.2.Letλ > λc , then there existsκ > 0, such that forL large enough

Pλ

[∃ occ. LR crossing ofBL(0)
]
� 1− e−κL. (16)

Proof. Using duality inR2 it is easy to see

Pλ

[
� occ. LR crossing ofBL(0)

] = Pλ

[∃ vac. TB crossing ofBL(0)
]
. (17)

If we place on the upper edge ofBL(0) 2L + 1 boxes of size 2, then it is easy to see that the last expression c
bounded by

�
L∑

i=−L

Pλ

[
B1

(
(i,L)

) vac←→ lower edge ofBL(0)
]

� (2L + 1)Pλ

[
B1(0)

vac←→ ∂B2L(0)
]
. (18)

We used the obvious notation∂BL(0) for boundary ofBL(0) and the translation invariance of the measurePλ.
Sinceλ > λc, it follows from (12) thatEλ[diam(V (B1(0)))] < ∞. Denoting by diam′(A) the diameter of the

setA in ∞-norm and using the obvious fact diam′(A) � diam(A), we can write

∞ > Eλ

[
diam

(
V

(
B1(0)

))]
� Eλ

[
diam′(V (

B1(0)
))]

� Eλ

[
sup

{‖x‖∞: x ∈ V
(
B1(0)

)}]

�
∞∑
i=0

Pλ

[
sup

{‖x‖∞: x ∈ V
(
B1(0)

)}
� i

] =
∞∑
i=0

Pλ

[
B1(0)

vac←→ ∂Bi(0)
]
. (19)

From the last expression one can see that there existk such that

4(k + 2)P
(
0

vac←→ ∂Bk(0)
)
� η < 1. (20)

Indeed, suppose on the contrary thatP(0
vac←→ ∂Bk(0)) > η/4(k + 2) for everyk. Then the last sum in (19) i

clearly infinite and we get the contradiction with the first inequality in (19).
Let N � k + 2. By dividing the vacant connection from 0 to∂BN(0) into two parts, first one from 0 to∂Bk(0)

and second one from∂Bk+2(0) to ∂BN(0) we get

Pλ

[
B1(0)

vac←→ ∂BN(0)
]
� Pλ

[(
B1(0)

vac←→ ∂Bk(0)
) ∩ (

∂Bk+2(0)
vac←→

out Bk+2(0)
∂BN(0)

)]
. (21)

Further, letZ be the set of points laying on the segments composing the boundary ofBk+2 that have the distanc
from the vertices of these segments divisible by 2. Around every point ofZ we put a box whose edges ha
length 2. We get

Pλ

[
B1(0)

vac←→ ∂BN(0)
]
� Pλ

[
B1(0)

vac←→ ∂Bk(0) ∩
( ⋃

z∈Z
B1(z)

vac←→
out Bk+2(0)

∂BN(0)

)]
. (22)

The events in the last equation are decreasing and are chosen to be disjoint (i.e. the disks, that can have
on the first event cannot change the second and vice versa). We can thus use BK inequality proved for continu
percolation in [6]. Hence,
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Pλ

[
B1(0)

vac←→ ∂BN(0)
]
� Pλ

[
B1(0)

vac←→ ∂Bk(0)
]∑

z

Pλ

[
B1(z)

vac←→
out Bk+2(0)

∂BN(0)
]

� 4(k + 2)Pλ

[
B1(0)

vac←→ ∂Bk(0)
]
Pλ

[
B1(0)

vac←→ ∂BN−k−2(0)
]

� ηPλ

[
B1(0)

vac←→ ∂BN−k−2(0)
]
. (23)

We used again the translation invariance ofPλ and (20). Iterating Eq. (23) untilN − j (k + 2) � k + 2 we get

Pλ

[
B1(0)

vac←→ ∂BN(0)
]
� η�N/(k+2)�. (24)

Substituting this into (18) we obtain

Pλ

[
� occ. LR crossing ofBL(0)

]
� (2L + 1)η�2L/(k+2)� (25)

and the proof is finished takingL sufficiently large andκ slightly smaller than−2 logη/(k + 2) > 0. �
To state the next lemma we need the following definition. LetE be an increasing event. We define ther-kernel

Ir (E) of this event asIr (E) = {ω ∈ E: everyω′such thatX(ω) ⊃ X(ω′) and|X(ω)\X(ω′)| � r is also inE}. The
eventIr (E) is the set of configurations from which we can delete arbitraryr disks andE still occurs. The utility
of this definition follows from the fact that ther-kernel of the event “there is a LR occupied crossing” is the e
“there arer + 1 LR occupied crossings”. We have the following lemma (compare it with [5, Theorem 2.45])

Lemma 3.3.Letλ2 > λ1 and letE be an increasing event. Then

1− Pλ2

[
Ir (E)

]
�

(
λ2

λ2 − λ1

)r(
1− Pλ1[E]). (26)

Proof. Let X′ be theλ1/λ2-thinning of X, i.e. the point process that we obtain fromX by deleting each poin
independently with probability 1− λ1/λ2. If X is the Poisson point process with densityλ2, thenX′ is again a
Poisson point process, but this time with densityλ1. If ω /∈ Ir (E), then there exists a setB ⊂ X(ω), such that
|B| � r andω̃ obtained fromω by deleting the points inB is not inE. If there are more such setsB, we choose
one according to some predefined order. Conditionally onB, there is probability(1− λ1/λ2)

|B| that we delete al
points inB, i.e. we have

P
[
X′ /∈ E|X /∈ Ir (E)

]
�

(
1− λ1

λ2

)r

,

P[X′ /∈ E] �
(

λ2 − λ1

λ2

)r

P
[
X /∈ Ir (E)

]
(27)

and the claim follows easily. �
Proof of Proposition 3.1(a). Let AL be the event that there exists an occupied LR crossing ofBL(0). If λ > λc,
then there existsλ′, such thatλ > λ′ > λc andκ > 0, such that

Pλ′ [AL] � 1− e−κL for L � L0. (28)

SinceIr (AL) = {∃ at leastr + 1 disjoint LR occupied crossings} we chooser = βL. Using Lemma 3.3 we have

1− Pλ[∃ at leastβL occ. LR crossings] �
(

λ

λ − λ′

)βL

e−κL. (29)

We now takeβ small enough to haveγ (λ,λ′, β) = κ(λ′) − β log λ
λ−λ′ > 0. Using this choice we easily comple

the proof. �
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Proof of Proposition 3.1(b). The proof of this part is slightly morecomplicated since the vacant crossings
not have the discrete underlying structure. We will use a coarse graining to reduce this case to the disc
percolation. We start with the following lemma.

Lemma 3.4.LetH(M,L) be the event that there is vacant crossing of the rectangle with sidesM and2L connect-
ing the sides with lengthM. If λ < λc , then there exist positive constantsC, ρ such that

Pλ

[
H(M,L)

]
� 1− CLe−ρM . (30)

Proof.

Pλ

[
H(M,L)

] = 1− Pλ[∃ occ. crossing in perpendicular direction]
� 1− 2LPλ

[
0

occ←→ ∂BM(0)
]
� 1− 2LCe−ρM. (31)

In the last inequality we use the fact that ifλ < λc , then (see page 38 of [10])

Pλ

(
0

occ←→ ∂BM(0)
)
� Ce−ρM. (32)

This finishes the proof. �
Using this lemma we will prove a two-dimensional version of coarse graining following closely the proo

[5, p. 191]. We call the boxBk(x) good if the next two conditions hold:

(i) there are both TB and LR vacant crossings ofBk(x);
(ii) all other vacant clusters have diameter (in∞-norm) smaller thank.

We want to prove the following lemma.

Lemma 3.5.If λ < λc, then for everyε > 0 there existk, such that

P
[
Bk(x) is good

]
� 1− ε. (33)

Proof. Without lost of generality we putx = 0. Let ρ be the constant from Lemma 3.4,ν > 1/ρ, andk large
enough such thatν logk � k. We take four rectangles with sides 2k andν logk composing an “annulus” around th
origin with the “outer radius”k and “inner radius”k − ν logk. More precisely, letR1 be the rectangle[−k, k] ×
[−k,−k + ν logk] and letR2, R3 andR4 be its images under rotations byπ/2, π , and 3π/2 around the origin.

Let B denote the event that there is a vacant crossing connecting the sides of lengthν logk inside of all these
rectangles. The probability of this event canbe bounded from below using the FKG inequality,

Pλ[B] �
(
Pλ

[
H(ν logk, k)

])4
. (34)

Applying the previous lemma we have

Pλ[B] � (1− Ak1−ρν)4. (35)

The last expression converges to 1 ask goes to infinity. Hence, we verified that condition (i) from the definition
the good block can be satisfied witharbitrarily large probability.

It remains to exclude the possibility that there is another cluster with diameter larger thank. This cluster has to
cross the rectangle[−k, k] × [i, i + k] vertically or [i, i + k] × [−k, k] horizontally (−k � i � 0). However, the
probability that there is horizontal or vertical vacant crossing of this rectangle turns exponentially to 1. Hence, th
cluster is with overwhelming probability connectedto the vacant crossing of one of the four rectanglesR1, . . . ,R4.
This finishes the proof of Lemma 3.5.�
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We now construct a block processZx , x ∈ Z2. Let ε > 0 and choosek large enough such thatPλ[Bk(0) is
good] � 1− ε. Let Zx = 1 if Bk(xk) is good, andZx = 0 otherwise. Obviously,Zx is a dependent site percolatio
on Z2 with probability thatZx = 1 larger than 1− ε. The definition of the good blocks implies the followin
property. For every nearest neighbours pathx1, . . . , xn in Z2 such thatZxi = 1, i = 1, . . . , n, there exist a vacan
path of original continuum percolation passing through the blocksBk(xik). Hence, if we show that there is at lea
βL disjoint crossings of the squareBL/k(0) for the processZx , the proof will be finished.

To prove this we use the standard method,namely stochastic domination. LetUx andVx be two families of
random variables indexed byx ∈ Z2 and taking values in the set{0,1}. We say thatU stochastically dominatesV
if for all bounded, increasing, measurable functionsf : {0,1}Z

2 → R we have

E
(
f (U)

)
� E

(
f (V )

)
. (36)

We say that the familyUx is k-dependent if the random variablesUx andUy are independent for allx, y such
that ‖x − y‖∞ > k. The block processZx is clearly 2-dependent. LetYp

x denote the independent Bernoulli s
percolation process onZ2 with the densityp and letP�

p denote its measure. We use the following lemma from

Lemma 3.6.LetVx be ak-dependent family of random variables that satisfiesP[Vx] � δ for all x ∈ Z2. Then there
exists a non-decreasing functionπ(δ) : [0,1] → [0,1] satisfyingπ(δ) → 1 as δ → 1, such thatV stochastically
dominatesYπ(δ).

We apply this lemma withV = Z. Let C be the event “there is at leastβL disjoint LR crossings ofBL/k(0)”.
The eventC is clearly increasing. Thus we have

Pλ(C) � P�
π(1−ε)(C). (37)

We takeε such thatπ(1− ε) is larger than the percolation thresholdpc of independent site percolation. It is know
that for independent site percolation above the threshold there exist constantsβ̃ andγ̃ such that

P�
p

[
there is at least̃βL crossings ofBL(0)

]
� 1− e−γ̃ L. (38)

Using this fact we easily complete the proof.�
For the proof of Theorem 2.2 we will need the following proposition. We recall thatV denotes the set of borde

of Voronoi cells around the points of the point processX. LetW ⊂ V . The LR crossing ofBL(0) in W is the curve
φ : [0,1] → R2 connecting the left and right side ofBL(0) such thatφ([0,1]) is a subset ofW ∩ BL(0). Two LR
crossings are disjoint if they do not intersect.

Proposition 3.7.Let W be the set of bondsb in V such thatd(b,X) � 1 and let0 < λ < λc. Then there exis
positive constantsβ ′′, γ ′′ andL′′

0 depending only onλ such that

Pλ

[
# of disjoint LR crossings ofBL(0) in W � β ′′L

]
� e−γ ′′L (39)

for L � L′′
0.

Proof. The proof of this proposition can beprobably done by more elementarymethods, but we prefer to use th
previous result to prove it. We will use the fact that for every vacant crossing ofBL(0) it is possible to find a path
in W that is “not far” from this crossing.

To formalise the previous claim we first define the equivalence relation between LR vacant crossings of the s
SL = [−L,L] × R (the LR vacant crossings ofSL are defined in the obvious way). We say that two crossingφ1
andφ2 are equivalent if there exists a continuous functionΦ(t, s), such thatΦ(t,0) = φ1(t), Φ(t,1) = φ2(t), for
every fixeds ∈ [0,1] Φ(t, s) is a LR crossing ofSL, andΦ([0,1] × [0,1]) ∩ X = ∅. Less formally, two crossing
are not equivalent if there is a disk between them.
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Fig. 1. Good block.

Observing now that every componentW of the occupied regionX is separated fromX \ W by a loop inW , it
is easy to see that every vacant LR crossing ofBL(0) is equivalent to a path inW that forms a crossing ofSL and,
moreover, this path is almost uniquely determined (up to its starting and ending parts). There are two p
with this path. First, it can leave the boxBL(0), secondly, two disjoint occupied crossings can be transforme
not disjoint paths inW . Hence, we should construct a sufficient number of vacant crossings such that the
cases do not happen.

This can be achieved by a redefinition of the good blocks. We want to assure that the vacant crossing of
good block does not leave it after the transformation to a path inW and that the crossings of two neighbouri
good blocks cannot be equivalent. The easiest way how to achieve it, is to force the good blocks to conta
disks that will force the paths inW to stay in the box. One way to do it is toconsider the following definition o
the good block.

We say that the blockB7k(0) is good if every rectangle[(2j − 1)k, (2j + 1)k] × [−7k,7k], j ∈ {−2,0,2}
contains a vertical vacant crossing and every rectangle[−7k,7k] × [(2j − 1)k, (2j + 1)k] contains a horizonta
vacant crossing. More over, every square

Gjl = [
(2j − 1)k + 1, (2j + 1)k − 1

] × [
(2l − 1)k + 1, (2l + 1)k − 1

]
, (40)

wherej, l ∈ {−3,−1,1,3}, contains at least one disk. This construction is illustrated on Fig. 1.
The reader can verify that the disks in the squaresGjl do not permit the paths inW equivalent to the crossing

of [−k, k] × [−7k,7k] and[−7k,7k] × [−k, k] to leave the boxB7k(0). We define the boxB7k(x) being good in
the obvious way.

We should now show that the probability of the block being good can be made arbitrarily close to one. Fi
we observe that the crossings of the rectangles are independent of the configuration ofX in the squaresGjl . The
probability of having the long vacant crossings in all six rectangles can be bounded from below using the F
inequality and Lemma 3.4 by(1− 7Ck exp(−2k))6. The probability that there is at least one disk in any ofGjl is
1− exp(−λ(2k − 2)2). Hence

P
(
B7k(x) is good

)
�

(
1− 7Ck exp(−2k)

)6[1− exp
(−λ(2k − 2)2)]16

. (41)

Takingk large enough the right hand side of the previous expression can be made arbitrarily close to one.
We proceed in the obvious way. We define the processZx , x ∈ Z2. We setZx = 1 if the blockBk(kx) is good.

Otherwise we setZx = 0. As before, having path inZ assures us to have a crossing inW not leaving the boxe
corresponding to the points of this path. Then we can continue exactly in the same manner as in the
Proposition 3.1. �
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4. Proof of Theorems 2.1 and 2.2

Proof of Theorem 2.1. To prove Theorem 2.1 we apply the usual strategy. We express the effective condu
σ�(λ,µ) in the form of a variational formula and we construct a test function that plugged into it will give us th
required bound.

Upper bound: We use the following formula

σ� = lim
N→∞

1

N2
inf
u∈P

∫
ΛN

σ(x)
∣∣∇u(x)

∣∣2 dx, (42)

whereΛN = [0,N]2 and

P = {
u ∈ H 1(ΛN): u satisfies the boundary conditions in (4)

}
. (43)

The infimum in (42) is attained by the solution of the system (4). That is why we are looking for a functio
is not far from the solution and, moreover, the integral on the right-hand side of (42) is easy to compute.

Using the one-dimensional analogy of our problem, it is not difficult to check that the potentialu has large
gradient in the places where there is a barrier to go through, i.e. where the conductivity is small. In the tw
dimensional case such barriers should span all the width of the box. As we have already noted, our med
be regarded as an ensemble of insulating grains around the points of the point processX. Hence, the easiest wa
how to construct a barrier is to have a chain of closely packed grains crossing the box from the top to the
We need to specify what we mean by “closely packed”. According to the definition ofSc(λ) we could not expec
to find a crossing of the large box with the grains that have centres at a distance smaller than 2Sc(λ). Thus, we will
choose the radius of grains slightly larger thanSc(λ).

Let takeε > 0 and consider grains with the radiusSc(λ)+ ε. We rescale temporarily the boxΛN such that these
grains become disks with radius 1. After the scaling we get a point process with density

λ′ = λ
(
Sc(λ) + ε

)2
. (44)

From the definition (12) ofλc it is easy to see that

Sc(λc) = 1. (45)

Another application of scaling properties of the Poisson point process gives us

λSc(λ)2 = λc. (46)

If we put together the last three claims, we getλ′ > λc . According to Proposition 3.1(a), we know that there
with overwhelming probability at least

β(λ′)N
(
2
(
Sc(λ) + ε

))−1 ≡ βεN (47)

top-bottom occupied crossings of rescaled boxΛN with disks of radius one. If we now return to the original sca
we obtainβεN chains of disks with radiusSc(λ) + ε crossingΛN . Note that it will become clear in the next pa
of the proof why we need O(N) crossings. One crossing would not be sufficient for our purposes.

We now define the test function that we will use. We useSi to denote the crossings which we discussed in
previous paragraph. Leti = 1, . . . ,R, with R being the random number of crossings. We denote the crossin
the way thatS1 is the left most one,S2 the second left one, etc. We recall that the occupied crossing was defin
as a sequence of points fromX with certain properties. We usex(i)

j , j = 1, . . . , ni , to denote the points composin

Si in the way thatx(i)
1 is the point that is close to the lower edge andx

(i)
ni

is close to the upper edge ofΛN . We use

S̄i to denote the polygonal line connecting them. Whenx
(i)
1 is in the interior ofΛN , we extendS̄i by the vertical

segment connectingx(i)
1 with the lower edge ofΛN . Similarly, if x

(i)
ni

is in the interior ofΛN , we connect it to the
upper edge. Now, every linēSi divides the box into two disjoint parts.
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We continue by smoothing off the lines̄Si . By smoothing we mean replacing the curvesS̄i by other set of
curves that will be everywhere once differentiable andwill have bounded curvature. The smoothing is necess
it allows to construct a test-function that will have well defined gradient everywhere around these curves. T
how the smoothing is defined has no particular importance. For the sake of definiteness we chose the f
one.

We will change the curves̄Si only in the neighbourhoodsU(x
(i)
j ) of x

(i)
j with the radiusSc(λ)/10. Choose one

such pointx. If there is noy ∈ Si such thatU(x) ∩ U(y) �= ∅, we simply replace the two segments ofS̄i in U(x)

by a piece of circle. We do it in the way that the resulting curve is everywhere once differentiable. Since
suppose that the minimal angle by any pointx

(i)
j ∈ Si is π/3 (otherwise we can connect directlyx

(i)
j−1 with x

(i)
j+1),

we can bound the radius of the circle from below by some positive constant.
If, on the other hand, there is vertexy ∈ Si satisfyingU(x) ∩ U(y) �= ∅, we argue in the following way. Firs

note that we can “optimise” the setsSi in the way that for every pointx there is at most one suchy. Hence, we can
consider only the pairs of “close” vertices. We should replace the polygonal line in the union of neighbou
U(x), U(y) by a smooth curve. We let the reader check that itis possible to make such replacement by two pie
of circle with the radii bounded from below.

Finally, we deformS̄i slightly at its ends in the way that the smooth version is perpendicular to the bound
ΛN . We denote the smooth version ofS̄i by S̃i . We usecr to denote the lower bound on the radius of curvatur
S̃i .

Let us choose another constant 0< d < cr . Denote bySi the “tube” of radiusd aroundS̃i , i.e. the set{x ∈
ΛN : d(x, S̃i) � d}. We useSL

i , SR
i to denote left and right boundary ofSi . Let SR

0 , resp.SL
R+1, be the left,

resp. right, edge ofΛN .
We construct the test functionu�(x) as follows. Letu�(x) be constant betweenSR

i andSL
i+1, i = 0, . . . ,R, and

let u�(x) grow linearly on the segments perpendicular toS̃i in the tubesSi . The conditiond < cr ensures that fo
any point inSi there is one and only one such segment. Letu�(x) be continuous inΛN and let the difference o
the values ofu�(x) onSR

i andSL
i beN/R. Such function is evidently inP .

We plug the functionu�(x) into expression (42). Since∇u�(x) = 0 for all x outside the tubesSi we have

1

N2

∫
ΛN

σ(x)
∣∣∇u�(x)

∣∣2 dx = 1

N2

R∑
i=1

∫
Si

σ (x)
∣∣∇u�(x)

∣∣2 dx. (48)

The value of|∇u�(x)|2 we can bounded from above by

∣∣∇u�(x)
∣∣2 � 1

4d2 · N2

R2 . (49)

Indeed, letx be an arbitrary point inSi and letsx � x be the segment perpendicular toS̃i with the length 2d centred
at S̃i . The difference of the values ofu� on the ends ofsx is by definitionN/R and functionu� is linear onsx .
Hence, the value of derivative ofu� in the direction ofsx is N/2dR. It remains to check that the derivative
u�(x) in the direction perpendicular tosx is zero. However, it is easy to verify using the fact thatS̃i is composed
by segments and pieces of circle, and that it is smooth.

We proceed by bounding the value ofσ(x). To achieve it, we divide every tubeSi into two disjoint regions. The
good oneSg

i = Si ∩ {x ∈ R2: S(x) � Sc(λ) + ε} and the bad oneSb
i = Si \ S

g
i .

For x ∈ S
g
i , the conductivityσ(x) is smaller than exp(µ(Sc(λ) + ε)). To control the value ofσ(x) insideSb

i

we observe thatSb
i consists of parts similar to the striped regions on Fig. 2. It is easy to check that there e

constantc1 > 0 such that ford small enough the area of one such piece is smaller thanc1d
3. Similarly, we can find

a constantc2 > 0 such that the conductivity in the bad parts is bounded from above by exp(µ(Sc(λ) + ε + c2d
2)).
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Hence, we have∫
Si

σ (x)
∣∣∇u�(x)

∣∣2 dx =
∫

S
g
i

σ (x)
∣∣∇u�(x)

∣∣2 dx +
∫

Sb
i

σ (x)
∣∣∇u�(x)

∣∣2 dx (50)

with ∫

S
g
i

σ (x)
∣∣∇u�(x)

∣∣2 dx � 1

4d2 · N2

R2 exp
(
µ

(
Sc(λ) + ε

))|Si |, (51)

and ∫

Sb
i

σ (x)
∣∣∇u�(x)

∣∣2 dx � 1

4d2 · N2

R2 exp
(
µ

(
Sc(λ) + ε + c2d

2))c1d
3Nb, (52)

where we useNb to denote the number of bad pieces and|A| to denote the Lebesgue measure of the setA ⊂ R2.
Since we try to find the result on the logarithmic scale only, we can use a rather crude bound,|⋃i Si | � N2. We

also claim that there exists a constantc3 depending only onλ such thatNb � c3N
2. The easiest way to see it, is

observe that bad pieces can come up only if there are two disks that almost touch inΛN . It is not possible to pack
more than O(N2) disks that almost touch onR crossings of the boxΛN . Putting all these estimates in express
(42) we get

σ�(λ,µ) � lim
N→∞

{
1

N2 · 1

4d2 · N2

R2 exp
[
µ

(
Sc(λ) + ε

)]
N2

+ 1

N2 · 1

4d2 · N2

R2 exp
[
µ

(
Sc(λ) + ε + c2d

2)]c3N
2c1d

3
}
. (53)

By Proposition 3.1(a) and Borel–Cantelli lemma forP-a.e. realisation of the medium there isN0 such thatR � βεN

for all N � N0. Hence, we have with probability one

σ�(λ,µ) � Kd−2β−2
ε eµ(Sc(λ)+ε) + K ′dβ−2

ε eµ(Sc(λ)+ε+c1d
2) = eµ(Sc(λ)+ε)β−2

ε

(
K

1

d2
+ K ′deµd2

)
, (54)

whereK, K ′ are the constants that do not depend onµ, d andε. From the last expression we easily get

1
logσ�(λ,µ) � Sc(λ) + ε + d2 + 1 [2 logβε − logd + K ′′]. (55)
µ µ
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We now setd = d(µ) = exp(−µ1/2) and compute the limitµ → ∞ of the last display. We obtain

lim sup
µ→∞

1

µ
logσ�(λ,µ) � Sc(λ) + ε. (56)

Sinceε was arbitrary this gives the required upper bound.
Lower bound: For the lower bound we use the standard variational formula for the inverse of the homog

matrix (see Chapters 1 and 8 of [7] for its proofs for periodic, resp. random setting). Theisotropic version of such
formula can be written as

(σ �)−1 = inf
f∈V2

sol

1

N2

∫
ΛN

σ(x)−1(e1 + f (x)
)2 dx, (57)

whereV2
sol = {f = (f1, f2): f1, f2 ∈ L2(ΛN),divf = 0,

∫
ΛN

f (x)dx = 0}, and e1 is the unit vector inx-
direction.

Formula (57) can be rewritten using the fact that every functionf ∈ V2
sol can be written asf = ( ∂v

∂x2 ,− ∂v

∂x1 ) for

some functionv ∈ H 1(ΛN) that satisfiesv ≡ 0 on∂ΛN . Settingu(x1, x2) = v(−x2, x1) + x1, we have∇u(x) =
e1 + f (x). Thus (57) yields

1

σ�
= lim

N→∞
1

N2
inf

u∈P ′

∫
ΛN

σ−1(x)
∣∣∇u(x)

∣∣2 dx, (58)

whereP ′ = {u ∈ H 1(ΛN): u(x1, x2) = x1 on∂ΛN }. This is the same variational formula as we used for the p
of the upper bound only withσ replaced byσ−1 and withP replaced byP ′. The second change correspon
to the change of boundary conditions. Since the boundary conditions do not influence the value of the effect
conductivity we replaceP ′ in (58) byP . It allows us to use almost the same test-function as in the upper b
The only difference is that the role of insulating grains and highly conducting domains between them
reversed.

As in the proof of the upper bound we start by temporary rescaling of the boxΛN . This time disks with
radiusSc(λ) − ε become disks with radius one. Using the same reasoning as in Eqs. (44) and (46) we fi
the densityλ′ of the rescaled point process is smaller thanλc. According to Proposition 3.1(b), there are at leas
β ′(λ′)N(2(Sc(λ) − ε))−1 ≡ β ′

εN vacant crossings of rescaled box. Returning to the original scale we obta
same number of paths traversingΛN in the complement of disks with radiusSc(λ) − ε.

We now use these crossings to construct the tubes similarly as in the upper bound. First note, that we ca
deform them in the way that they will become once differentiable and will have the curvature bounded from
We denote these smooth curves byS̃i , i = 1, . . . ,R, and we construct the tubesSi with the sufficiently small radius
d and the functionu�(x) as before. The value of|∇u�|2 in Si is bounded from above by

∣∣∇u�(x)
∣∣2 � 1

4d2 · N2

R(ω)2 (59)

and is zero in the rest ofΛN . Forσ−1(x) the following bound is valid inSi ,

σ−1(x) � exp
[−µ

(
Sc(λ) − ε − d

)]
. (60)

Plugging these two estimates into (58) we get

1

σ�
� lim

N→∞
1

N2
exp

[−µ
(
Sc(λ) − ε − d

)] 1

4d2
· N2

R2

R∑
|Si |. (61)
i=1
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We bound the last sum byN2 and use the fact that with overwhelming probabilityR � β ′
εN . Taking the logarithm

we get

1

µ
logσ�(λ,µ) � Sc(λ) − ε − d − 1

µ

[
2|logβ ′

ε| − logd + K
]
. (62)

Settingd = d(µ) = exp(−µ1/2) we obtain

lim inf
µ→∞

1

µ
logσ�(λ,µ) � Sc(λ) − ε. (63)

Sinceε was arbitrary it proves the lower bound.�
Proof of Theorem 2.2. From the fact

σ̂ρ,δ(x,µ) � σ̃ρ(x,µ) � σ(x,µ) (64)

and the variational formula (42) we easily get the upper bound,

lim sup
µ→∞

1

µ
log σ̂ �

ρ,δ(λ,µ) � lim sup
µ→∞

1

µ
logσ̃ �

δ (λ,µ) � Sc(λ). (65)

The dual variational formula (58) together with (64) imply that it is sufficient to prove the lower bound on
σ̂ρ,δ(x,µ). We use the usual strategy to show it.

Let ε > 0 such thatε � δ. We rescaleΛN in such a way that the disks with radiusSc(λ) − ε become the disk
with radius one. As in the proof of the lower bound for Theorem 2.1 we receive the process with sub-
densityλ′. The image ofVε in this scaling is the setW defined in Proposition 3.7. As proved in that proposit
there are at leastβ ′′(λ′)N(2(Sc(λ) − ε))−1 ≡ β ′′

ε N crossings of the rescaled box inW . If we return back to the
original scale, we conclude that there isβ ′′

ε N crossings ofΛN in Vε . Moreover, it is not difficult to check tha
every crossing inVε can be smoothened in the way that the minimal radius of curvature isρ and the tubes with
radiusρ around the smooth version rest inside the tubes with the radiusρ aroundVε . We useS̃i to denote the
smooth crossings. We choosed < ρ and we construct the test-functionu�(x) in the same way as before. Sin
Si ⊂ {x ∈ R2: d(x,Vε) � ρ} andVε ⊂ Vδ we have

σ̂ρ,δ(x,µ) = σ(x,µ) in Si . (66)

After this observation the proof of the lower bound can be continued precisely in the same way as the pro
lower bound for Theorem 2.1.�
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