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Abstract

We give an explicit formula for the Donsker delta function of a certain class of Lévy processes in the Lévy–Hida dist
space. As an application we use the Donsker delta function to derive an explicit chaos expansion of local time f
processes, in terms of iterated integrals with respect to the associated compensated Poisson random measure.
 2004 Elsevier SAS. All rights reserved.

Résumé

On donne une formule explicite pour la fonction delta de Donsker d’une classe de processus de Lévy dans l’es
distributions de Lévy–Hida. A titre d’application on donne le développementen chaos du temps local d’un processus de Lé
sous la forme d’intégrales itérées de la mesure de Poisson compensée.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

Let η(t) be a pure jump Lévy process without drift. It is known (see e.g. [3]) that under certain conditio
the characteristic exponentΨ of η(·) the local time Lt (x) = Lt (x,ω) of η(·) at the pointx ∈ R up to timet exists
and the map

(x,ω) �→ Lt (x,ω)
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0246-0203/$ – see front matter 2004 Elsevier SAS. All rights reserved.
doi:10.1016/j.anihpb.2004.01.002
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belongs toL2(λ × P) for all t , whereλ is the Lebesgue measure onR and P is the probability law ofη(·),
defined on a measurable space(Ω,F). Additional information about local time of Lévy processes can be fo
e.g. in [3,4,18].

The main purpose of this paper is to give the explicit chaos expansion ofLt (·), in terms of iterated integral
with respect to the associated compensated Poisson random measureÑ(dt, dς). See Theorem 3.2.4.

To achieve this we first prove results of independent interest about theDonsker delta function δx(η(t)) of η(t).
For a certain class of pure jump Lévy processes we show thatδx(η(t)) exists as an element of the Lévy–Hi
stochastic distribution space(S)∗ and we give the explicit representation

δx

(
η(t)

) = 1

2π

∫
R

exp�
( t∫

0

∫
R

(eiλς − 1)Ñ(ds, dς) + t

∫
R

(eiλς − 1− iλς) ν(dς) − iλx

)
dλ. (1.1)

See Theorem 3.1.4. Based on a different approach the Donsker delta function for Lévy processes wa
in [12]. Contrary to the latter authors’ definition we obtain an explicit formula for the Donsker delta function
case of a special class of Lévy processes.

Further, we show thatLt (x) is related toδx(η(t)) by the formula

LT (x) =
T∫

0

δx

(
η(t)

)
dt, (1.2)

just as in the Brownian motion case (Theorem 3.2.2).
Finally these results are applied to obtain the chaos expansion ofLT (x).

Our approach is inspired by the method in [8], where the chaos expansion of local time of fractional Br
motion is obtained. For the chaos expansion of local time of classical Brownian motion see [15].

2. Some concepts of a white noise analysis for Lévy processes

Here we briefly elaborate a framework for the paper, using concepts and results developed in [5,17,13]
A Lévy process can be considered a random walk in continuous time, that is a stochastic processη(t) with

independent and stationary increments, starting at zero, i.e.η(0) = 0 a.e. The state space may be a gen
topological group, but we confine ourselves to the real caseR. Lévy processes can be characterized in distribu
by the famous Lévy–Khintchine formula, revealing the correspondence to infinitely divisible distributions
formula gives a closed form expression for the characteristic function of Lévy processesη(t), i.e.

Eeiλη(t) = exp
(−tΨ (λ)

)
, λ ∈ R, t ∈ R+, (2.1)

whereΨ is the characteristic exponent, given by

Ψ (λ) = iaλ + 1

2
σλ2 +

∫
R

(1− eiλς + iλςχ{|ς |<1}) ν(dς)

for constantsa ∈ R andσ � 0. The measureν denotes the Lévy measure, which plays the role of governing
jumps ofη(t). We recommend the books of [3] and [18] for general information about Lévy processes.

In this paper we will exclusively deal with pure jump Lévy processesη(t) without drift. We assume thatη(t) is
defined on the filtered probability space(Ω,F ,P ), (Ft )t�0 with F =F∞, whereFt is the completed filtration
generated by the Lévy process.

Next we aim at recalling the construction of various spaces ofstochastic test functions and stochastic
distributions, which are based on chaos expansions. In the sequel we adopt the notation in [9]. Let us
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J to be the set of all multi-indicesα = (α1, α2, . . .), which have only finitely many non-zero valuesαi ∈ N0.
Define Index(α) = max{i: αi �= 0} and|α| = ∑

i αi for α ∈J . Now we choose the Laguerre functions of order1
2,

denoted by{ξk}k�1, as a complete orthonormal system ofL2(R+) (for its definition see e.g. [19]). Further deno
by (πj )j�1 any orthonormal basis ofL2(ν). Then define the bijective map

κ :N × N → N; (i, j) �→ j + (i + j − 2)(i + j − 1)/2. (2.2)

If k = κ(i, j) for i, j ∈ N, define the product

δk(t, ς) = ξi(t)πj (ς).

Let Index(α) = j and|α| = m for α ∈J and introduce the functionδ⊗α as

δ⊗α
(
(t1, ς1), . . . , (tm, ςm)

) = δ
⊗α1
1 ⊗ · · · ⊗ δ

⊗αj

j

(
(t1, ς1), . . . , (tm, ςm)

)
= δ1(t1, ς1) · · ·δ1(tα1, ςα1) · · ·δj (tα1+···+αj−1+1, ςα1+···+αj−1+1) · · · δj (tm, ςm), (2.3)

where δ⊗0
i := 1. Then we define thesymmetrized tensor product of the δk ‘s, denoted byδ⊗̂α , to be the

symmetrization of the functionδ⊗α with respect to the variables(t1, ς1), . . . , (tm, ςm). Using the symmetrize
tensor products, one constructs an orthogonalL2(P ) basis{Kα(ω)}α∈J , given by

Kα(ω) := I|α|(δ⊗̂α), α ∈ J . (2.4)

with

In(f ) := n!
∞∫

0

∫
R

. . .

t2∫
0

∫
R

f (t1, ς1, . . . , tn, ςn)Ñ(dt1, dς1) . . . Ñ(dtn, dςn) (2.5)

for symmetric functionsf ∈ L2((λ×ν)n), whereÑ(ds, dς) = N(ds, dς)−ν(dς)λ(ds) denotes the compensat
Poisson random measure associated withη. HereN(ds, dς) is the Poisson random measure andλ stands for the
Lebesgue measure onR. Note that the isometryE[I2

n (f )] = n!‖f ‖2
L2((λ×ν)n)

holds and that the orthogonali
relationIn(f ) ⊥ Im(g), n �= m is valid for symmetricf , g (see [10]).

Hence everyF ∈ L2(P ) can be uniquely represented as

F =
∑
α∈J

cαKα, cα ∈ R, (2.6)

where

‖F‖2
L2(P )

= EP [F 2] =
∑
α∈J

α!c2
α (2.7)

with α! := α1!α2! . . . for α = (α1, α2, . . .) ∈ J . Let 0� ρ � 1. The stochastic test function space(S)ρ can be
characterized as the space of allf = ∑

α∈J cαKα ∈ L2(P ) such that

‖f ‖2
ρ,k :=

∑
α∈J

(α!)1+ρc2
α(2N)kα < ∞ (2.8)

for all q ∈ R, where(2N)qα = (2 · 1)qα1(2 · 2)qα2 . . . (2 · m)qαm , if Index(α) = m.
In the same manner the space(S)−ρ of stochastic distributions can be described as the collection of all fo

expansionsF = ∑
α∈J cαKα such that there exists aq ∈ R with

‖F‖2−ρ,−q :=
∑

(α!)1−ρc2
α(2N)−qα < ∞. (2.9)
α∈J
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is
The seminorms{‖ · ‖ρ,q } naturally induce the projective topology on(S)ρ and the inductive topology on(S)−ρ .
The space(S)−ρ becomes the dual of(S)ρ by the action

〈F,f 〉 =
∑
α∈J

aαbαα! (2.10)

if F = ∑
α∈J aαKα ∈ (S)∗ andf = ∑

α∈J bαKα ∈ (S). We set(S) = (S)0 and(S)∗ = (S)−0. The space(S)

respectively(S)∗ is a Lévy version of theHida test function space respectivelyHida distribution space (see
e.g. [7,9,11,16]). For general 0� ρ � 1 we have the following chain of sets

(S)1 ⊂ (S)ρ ⊂ (S) ⊂ L2(P ) ⊂ (S)∗ ⊂ (S)−ρ ⊂ (S)−1.

One of the important properties of(S)∗ is that it is rich enough to carryLévy white noise. We recall its precise
definition. For the convenience of a simplified notation we choose forπj in (2.3) a certain orthonormal bas
of polynomials, which we now describe. For this reason we restrict the Lévy measureν to fulfill the following
integrability condition: For everyε > 0 there exists aλ > 0 such that∫

R\(−ε,ε)

exp
(
λ|ς |)ν(dς) < ∞. (2.11)

It follows from (2.11) thatν integrates all monomials of degree� 2. We defineπj to be

πj (ς) = 1

‖lj−1‖L2(ν0)

ς · lj−1(ς), (2.12)

where{lm}m�0 is the orthogonalization of{1, ς, ς2, . . .} with respect to the inner product ofL2(ν0) for ν0(dς) :=
ς2ν(dς). Further condition (2.11) implies thatη(t) can be expressed as

η(t) =
t∫

0

∫
R

ςÑ(ds, dς). (2.13)

Next defineεl ∈J by

εl(j) =
{

1 for j = l,
0 else,

l � 1. (2.14)

Sinceδ⊗̂εl = δl(t, ς) = ξi(t)πj (ς), if l = κ(i, j), η(t) in (2.13) can be rewritten as

η(t) =
∑
k�1

m

t∫
0

ξk(s) ds · Kεκ(k,1) ,

wherem = ‖ς‖L2(ν). Then differentiation ofη(t) with respect to time, denoted by
•
η (t), in the (S)∗-topology

yields
•
η (t) = m

∑
k�1

ξk(t) · Kεκ(k,1) (2.15)

for all t , whereξk(t) are the Laguerre functions andκ(i, j) the map in (2.2). We call
•
η (t) Lévy white noise. A more

general definition, which comprises
•
η (t), is thewhite noise of the Poisson random measure

•
Ñ (t, ς) ∈ (S)∗ a.e.,

given by
•
Ñ (t, ς) =

∑
ξk(t)πm(ς) · Kεκ(k,m) . (2.16)
k,m�1
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TheLévy Wick product F � G of F(ω) = ∑
α∈J aαKα andG(ω) = ∑

β∈J bβKβ ∈ (S)−1 is defined by

(F � G)(ω) =
∑

α,β∈J
aαbβKα+β(ω). (2.17)

This Wick product makes the spaces(S)1, (S), (S)∗, (S)−1 topological algebras (see [5]). Later on we will utili
the following interesting property of the Wick product, exposing its relation to Itô–Skorohod integration (see
The relation is describedby the representation∫

R+

∫
R

Y (t, ς)Ñ(δt, dς) =
∫

R+

∫
R

Y (t, ς)�
•
Ñ (t, ς) ν(dς) dt, (2.18)

where the left side defines the Skorohod integral of a random fieldY :R+ ×R → R with respect to the compensat
Poisson random measure (which coincides with the corresponding Itô integral, ifY (t, ς) is predictable). The righ
hand side is in terms of an(S)∗-valued Bochner-integral with respect to the measureν × λ (see Definition 3.11
in [17]). In the sequel we need the important tool of theLévy Hermite transform (see [13]). This transform enable
the application of methods of complex analysis, since it maps the algebra(S)−1 homomorphically into the algebr
of power series in infinitely many complex variables. The definition of this transform is analogous to that in
Gaussian case, which was first introduced in [14]. It is based on the expansion along the basis{Kα}α∈J . Let
F(ω) = ∑

α aαKα(ω) ∈ (S)−1. Then theLévy Hermite transform of F , denoted byHF , is defined as

(HF)(z) =
∑
α

aαzα ∈ C, (2.19)

provided convergence holds, wherez := (z1, z2, . . .) ∈ C
N (the space of all sequences of complex numbers)

wherezα := zα
1 zα

2 . . . zα
n . . . for α = (α1, α2, . . .) ∈ J with z0

j = 1. It can be shown that the sum in (2.19) conver

for some 0< q,R < ∞ in the infinite-dimensional neighborhoodUq(R) in CN, defined by

Uq(R) =
{
(ξ1, ξ2, . . .) ∈ C

N:
∑
α �=0

|ξα|2(2N)qα < R2
}
. (2.20)

Furthermore, it can be verified that any element in(S)−1 is uniquely characterized through itsH-transform
(Theorem 2.3.8 in [13]). For example, the Hermite transform ofKεκ(k,j) is

(HKεκ(k,j) )(z) = zκ(k,j); z = (z1, z2, . . .)

and the Hermite transform of
•
η (t) can be determined as(

H
•
η (t)

)
(z) =

∑
k�1

ξk(t)zκ(k,1).

SinceH is an algebra-homomorphism, we have

H(F � G)(z) =H(F )(z) ·H(G)(z). (2.21)

Relation (2.21) can be extended to Wick versions of complex analytical functionsg, which have a Taylor expansio
aroundξ0 =H(F )(0) with real valued coefficients. It is an immediate consequence of the characterization theo
(Theorem 2.3.8 in [13]) that there exists a uniqueY ∈ (S)−1 such that

(HY )(z) = (
g ◦H(F )

)
(z). (2.22)

We setg�(F ) = Y to indicate the Wick version ofg applied toF . As an example the Wick version of th
exponential function exp is given by

exp�(F ) =
∑ 1

n!F
�n
n�0
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with F �n = F � F � · · · � F (n-times). In conclusion we state thechain rule in (S)∗: Assume thatX :R → (S)∗ is
continuously differentiable. Further letf :C → C be an entire function withf (R) ⊂ R andf �(X(t)) ∈ (S)∗ for
all t . Then we have

d

dt
f �(

X(t)
) = (f ′)�

(
X(t)

) � d

dt
X(t) in (S)∗. (2.23)

3. The Donsker delta function of a pure jump Lévy process

In this section we investigate the local timeLT (x) of a certain class of pure jump Lévy processesη(t), which
can be heuristically described by

LT (x) =
T∫

0

δ
(
η(t) − x

)
dt, (3.1)

whereδ(u) is theDirac delta function, which is approximated by

Pε(u) = 1√
2πε

e− |u|2
2ε = 1√

2π

∫
R

eiyu− 1
2εy2

dy, u ∈ R, (3.2)

with i = √−1. Formally, this implies

δ(u) = lim
ε→0

Pε(u) = 1√
2π

∫
R

eiyu dy. (3.3)

The justification for this heuristical line of reasoning is similar to that of the Gaussian case (see [2,6]).
following subsections we will make the above considerations rigorous, by showing that theDonsker delta function
δ(η(t) − x) of η(t) may be realized as a generalized Lévy functional . Furthermore we provide an explicit fo
for δ(η(t) − x). We also prove that the identity (3.1) makes sense in terms of a Bochner integral. To demo
an application we use the Donsker delta function to derive a chaos expansion ofLT (x) with explicit kernels.

3.1. An explicit formula for the Donsker delta function

We proceed as in the Gaussian case (see [1]) to define the Donsker delta function.

Definition 3.1.1.Suppose thatX :Ω → R is a random variable and thatX ∈ (S)−1. The Donsker delta function o
X is a continuous functionδ·(X) :R → (S)−1 such that∫

R

h(y)δy(X)dy = h(X) (3.1.1)

for all measurable functionsh :R → R under the assumption that the integral converges in(S)−1.

As the main result of this subsection we will determine an explicit formula for the Donsker delta function
case of a certain class of pure jump Lévy processes. Fromnow on we limit ourselves to consider Lévy measur
whose characteristic exponentΨ satisfies the following condition: There exists aε ∈ (0,1) such that

lim|λ|→∞|λ|−(1+ε) ReΨ (λ) = ∞, (3.1.2)

where ReΨ is the real part ofΨ .
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Remark 3.1.2.Condition (3.1.2) entails the strong Feller property of the semigroup of our Lévy processη(t),
implying that the probability law ofη(t) is absolutely continuous with respect to the Lebesgue measure
assumption covers e.g. the following Lévy processη(t) of unbounded variation with Lévy measureν, given by

ν(dς) = χ(0,1)(ς)ς−(2+α) dς,

where 0< α < 1. We shall also emphasize that various other conditions of the type (3.1.2) are conceivable
proof of Theorem 3.1.4 unveils.

The main theorem is preceded by the following lemma.

Lemma 3.1.3.Let λ ∈ C, t � 0, then

exp
(
λη(t)

) = exp�
( t∫

0

∫
R

(eλς − 1)Ñ(ds, dς) + t

∫
R

(eλς − 1− λς) ν(dς)

)
. (3.1.3)

Proof. Define

Y (t) = exp

(
λη(t) − t

∫
R

(eλς − 1− λς) ν(dς)

)
. (3.1.4)

Then Itô’s formula shows thatY satisfies the stochastic differential equation

dY (t) = Y (t−)

∫
R

(eλς − 1)Ñ(dt, dς); Y (0) = 1.

By relation (2.18) the last equation can be rewritten as

d

dt
Y (t) = Y (t−) �

∫
R

(eλς − 1)
•
Ñ (t, ς) ν(dς); Y (0) = 1.

With the help of the chain rule (2.23) on checks that the solution of the last equation is given by

Y (t) = exp�
( t∫

0

∫
R

(eλς − 1)
•
Ñ (t, ς) ν(dς) dt

)
= exp�

( t∫
0

∫
R

(eλς − 1)Ñ(ds, dς)

)
. (3.1.5)

This solution is unique and if we compare (3.1.4) and (3.1.5) we receive the desired formula.�
Theorem 3.1.4.Assume that condition (3.1.2)holds. Then δy(η(t)), i.e. the Donsker delta function of η(t), exists
uniquely. Moreover δy(η(t)) takes the explicit form

δy

(
η(t)

) = 1

2π

∫
R

exp�
( t∫

0

∫
R

(eiλς − 1)Ñ(ds, dς) + t

∫
R

(eiλς − 1− iλς)ν(dς) − iλy

)
dλ.

Proof. The proof is essentially based on the application of the Hermite transformH in (2.19) and the use of th
Fourier inversion formula.

To ease the notation we define

Xt = Xt(λ) =
t∫ ∫

(eiλς − 1)Ñ(ds, dς)
0 R
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e

3

and

f (λ) = exp

(
Xt + t

∫
R

(eiλς − 1− iλς) ν(dς)

)
.

Further we set

g(λ, z) = (
Hf �(λ)

)
(z),

wheref � is the Wick version off . Thus according to relation (2.22) we can write

g(λ, z) = exp

(
(HXt)(z) + t

∫
R

(eiλς − 1− iλς) ν(dς)

)
= exp

(
(HXt)(z) − tΨ (λ)

)
.

We subdivide the proof into several steps.
(i) We want to show thatg(·, z) is an element of the Schwartz spaceS(R). To this end we provide som

reasonable upper bound forg(·, z). Let 0< t � T . Since

Xt =
t∫

0

∫
R

(eiλς − 1)Ñ(ds, dς)
(2.18)=

t∫
0

∫
R

(eiλς − 1)�
•
Ñ (s, ς) ν(dς) ds

(2.16)=
t∫

0

∫
R

(eiλς − 1) �
∑
k,j

ξk(s)πj (ς)Kεκ(k,j)ν(dς) ds

=
∑
k,j

t∫
0

∫
R

(eiλς − 1)ξk(s)πj (ς) ν(dς) ds · Kεκ(k,j)

with basis elementsξk andπj as in Section 2, we can find the estimate

∣∣(HXt)(z)
∣∣ � |λ|

(∑
k,j

( t∫
0

∫
R

|ς |∣∣ξk(s)πj (ς)
∣∣ν(dς) ds

)2

(2N)−2κ(k,j)

) 1
2

·
(∑

α

|zα|2(2N)2α

) 1
2

� |λ|
(∑

k,j

( t∫
0

∫
R

|ς |2ν(dς) ds

)
(2N)−2κ(k,j)

) 1
2

·
(∑

α

|zα|2(2N)2α

) 1
2

� const· |λ| (3.1.6)

for all z ∈ U2(R) for someR < ∞ (see (2.20)), where we used that
∑

k,j (2N)−2κ(k,j) < ∞ (see Proposition 2.3.
in [9]). Therefore using the definition ofg(λ, z) we get∣∣g(λ, z)

∣∣ � econst|λ|e−t ReΨ (λ)

for all z ∈ U2(R). By condition (3.1.2) let us require|λ|−(1+ε) ReΨ (λ) � 1 for |λ| � L � 1. This implies∣∣g(λ, z)
∣∣ � econst|λ|e−t |λ|(1+ε)|λ|−(1+ε) ReΨ (λ) � econst|λ|−t |λ|(1+ε) � e−tC|λ|(1+ε)

for z ∈ U2(R) and|λ| � M with positive constantsM, C. Next we cast a glance at the derivatives∂n

∂λn g(λ, z). Since
a similar estimate to (3.1.6) yields
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∣∣∣∣∣
t∫

0

∫
R

(iς)neiλς ξk(s)πj (ς) ν(dς) ds · zκ(k,j)

∣∣∣∣∣
�

t∫
0

∫
R

|ς |n∣∣ξk(s)πj (ς)
∣∣ ν(dς) ds · |zκ(k,j)| ∈ L1(N × N)

for all fixed z ∈ U2(R) andn ∈ N, we obtain that for alln ∈ N there exists a constantCn such that∣∣∣∣ ∂n

∂λn
(HXt)(z, λ)

∣∣∣∣ � Cn

for all λ ∈ R, z ∈ U2(R). Further we observe that∣∣∣∣ d

dλ

(
t

∫
R

(eiλς − 1− iλς) ν(dς)

)∣∣∣∣=∣∣∣∣t ∫
R

iς(eiλς − 1) ν(dς)

∣∣∣∣ � |λ|t
∫
R

|ς |2 ν(dς)

or more generally that∣∣∣∣ dn

dλn

(
t

∫
R

(eiλς − 1− iλς) ν(dς)

)∣∣∣∣ � Cn|λ|.

Altogether we conclude that for allk,n ∈ N0 there exists a polynomialpk,n(λ) with positive coefficients such tha

sup
z∈U2(R)

∣∣∣∣(1+ |λ|k) ∂n

∂λn
g(λ, z)

∣∣∣∣ � pk,n

(|λ|)e−tC|λ|(1+ε)

(3.1.7)

for all |λ| � M. This implies thatg(·, z) ∈ S(R) for all z ∈ U2(R).
Since the (inverse) Fourier transform mapsS(R) onto itself, we get that̂g(y, z) = 1

2π

∫
R

e−iyλg(λ, z) dλ is
L1-integrable and that∫

R

eiyλĝ(y, z) dς = g(λ, z) (3.1.8)

for all z ∈ U2(R). In view of identity (2.22), Lemma 3.1.3 and condition (3.1.1) relation (3.1.8) gives ris
defining the Donsker delta function ofη(t) as

δy

(
η(t)

) = 1

2π

∫
R

e−iyλf �(λ) dλ, (3.1.9)

i.e.

H
(
δy

(
η(t)

)) = 1

2π

∫
R

e−iyλg(λ, z) dλ = ĝ(y, z).

Now we proceed as follows to complete the proof: We check that the Hermite transformH(δy(η(t))) = ĝ(y, z) in
the integrand in (3.1.8) can be extracted outside the integral and that all occurring expressions are well defin
we can apply the inverse Hermite transform and Lemma 3.1.3 to show thatδy(η(t)) in (3.1.9) fulfills the property
(3.1.1) for h(x) = eiλx . Finally, the proof follows from a well-known density argument, using trigonome
polynomials.

(ii) Let us verify thatδy(η(t)) exists in(S)−1 for all y. By a Lévy version of Lemma 2.8.5 in [9] (analogo
proof) we know that

Yn(y, z) := 1

2π

n∫
e−iyλf �(λ) dλ
−n
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ned in

ch

rred to
exists in(S)−1 and that

HYn(y, z) = 1

2π

n∫
−n

e−iyλg(λ, z) dλ

for all n ∈ N. Further, the bound (3.1.7) gives

sup
n∈N,z∈U2(R)

∣∣HYn(y, z)
∣∣ � 1

2π

∫
R

sup
z∈U2(R)

∣∣g(λ, z)
∣∣dλ < ∞. (3.1.10)

So it follows with the help of an analogue of Theorem 2.8.1 c) in [9] thatδy(η(t)) ∈ (S)−1 for all y.
(iii) We check that the integral∫

R

eiyλδy

(
η(t)

)
dy (3.1.11)

converges in(S)−1. Because of the estimate (3.1.10) we also get that

Xn(λ, z) :=
n∫

−n

eiyλδy

(
η(t)

)
dy

exists in(S)−1. By (3.1.7) and integration by parts we deduce

sup
n∈N,z∈U2(R)

∣∣HXn(y, z)
∣∣ �

∫
R

1

1+ y2
· (1+ y2)

∣∣H(
δy

(
η(t)

))
(z)

∣∣dy

� const· sup
λ∈R,z∈U2(R)

(∣∣∣∣(1+ λ2)
∂2

∂λ2g(λ, z)

∣∣∣∣ + ∣∣(1+ λ2)g(λ, z)
∣∣)

� M < ∞,

where we have used that

y2H
(
δy

(
η(t)

))
(z) = y2ĝ(y, z) = 1

2π

∫
R

e−iyλ ∂2

∂λ2g(λ, z) dλ.

Again with the help of a Lévy version of Theorem 2.8.1 c) in [9] we see that the integral (3.1.11) is well-defi
(S)−1.

Finally, by using the inverse Hermite transform and Lemma 3.1.3 we obtain∫
R

eiyλδy

(
η(t)

)
dy = f �(λ) = eiλη(t) (3.1.12)

Thus we have proved relation (3.1.1) forh(y) = eiλy . Since (3.1.1) still holds for linear combinations of su
functions, the general case is attained by a well-known density argument. The continuity ofy �→ δy(η(t)) is also a
direct consequence of a Lévy version of Theorem 2.8.1 in [9].�
3.2. Chaos expansion of local time for Lévy processes

Let us recall the definition of a particular version of the density of an occupation measure, which is refe
as thelocal time.
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Definition 3.2.1.Let t � 0, x ∈ R. Thelocal time of η(t) at levelx and timet , denoted byLt (x), is defined by

Lt(x) := lim
ε→0+

1

2ε

t∫
0

χ{|η(s)−x|<ε} ds = lim
ε→0+

1

2ε
λ
({

s ∈ [0, t]: η(s) ∈ (x − ε, x + ε)
})

,

whereλ is the Lebesgue measure.

We mention that the local time ofη(t) exists, if the integrability condition∫
R

Re

(
1

1+ Ψ (λ)

)
dλ < ∞ (3.2.1)

holds, whereΨ denotes the characteristic exponent ofη(t) (see e.g. [3]). Since we have the inequality

Re

(
1

1+ Ψ (λ)

)
� 1

1+ ReΨ (λ)
,

condition (3.1.2) entails (3.2.1), giving the existence ofLt (x). We point out that(x,ω) �→ Lt (x)(ω) belongs to
L2(λ × P) for all t � 0 and that

t∫
0

f
(
η(s)

)
ds =

∫
R

f (x)Lt (x) dx (3.2.2)

for all measurable bounded functionsf � 0 a.s. Relation (3.2.2) is called theoccupation density formula. Note
that t �→ Lt(x) is an increasing process and thatLt (·) has compact support for allt > 0 a.e. Furthermore (3.1.2
implies thatx �→ Lt (x) is Hölder-continuous a.e. for everyt > 0 (see p. 151 in [3]).

Next we give a rigorous proof for relation (3.1).

Proposition 3.2.2.Fix T > 0. Then

LT (x) =
T∫

0

δx

(
η(s)

)
ds

for all x ∈ R a.e.

Proof. Let f be a continuous function with compact support in[−r, r] ⊂ R. Define the functionZ : [0, T ] × R ×
[−r, r] → (S)∗ by

Z(t, λ, y) = eiλ(η(t)−y).

First we want to show thatZ is Bochner-integrable in(S)∗ with respect to the measureλ3 = λ × λ × λ. One
observes that(t, λ, y) �→ 〈Z(t, λ, y), l〉 isB([0, T ])⊗B(R)⊗B([−r, r]),B(R)-measurable for alll ∈ (S). Further
we consider the exponential process

Y (t) := exp

( t∫
0

ϕ(s) dη(s) −
t∫

0

∫
R

(
eϕ(s)ς − 1− ϕ(s)ς

)
ν(dς) ds

)

for deterministic functionsϕ such that eϕ(s)ς − 1 ∈ L2([0, T ] × R, λ × ν). Then by the Lévy–Itô formula we hav

dY (t) = Y (t−)

∫
(eϕ(t)ς − 1)Ñ(dt, dς),
R
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us
so that

Y (t) = 1+
t∫

0

Y (s1−)

∫
R

(eϕ(s1)ς1 − 1)Ñ(ds1, dς1).

If we iterate this process, we get the following chaos expansion forY (t):

Y (t) =
∑
n�0

In(gn) in L2(P )

with gn(s1, ς1, . . . , sn, ςn) = 1
n!

∏n
j=1(e

ϕ(sj )ςj − 1)χt>max(si), whereIn denotes the iterated integral in (2.5). Th
we obtain forϕ(s) ≡ iλ

Z(t, λ, y) =
∑
n�0

In(gn · h) in L2(P ) (3.2.3)

with the functionh(t, λ, y) = exp(
∫ t

0

∫
R
(eiλς − 1− iλς) ν(dς) ds − iλy). We also get the isometry

E
(
Z(t, λ, y)

)2 =
∑
n�0

n!‖gn · h‖2
L2((λ×ν)n)

.

Now, let us have a look at the weighted sum∥∥Z(t, λ, y)
∥∥2

−q
:=

∑
n�0

n!‖gn · h‖2
L2((λ×ν)n)

e−qn < ∞

for q � 0. Then

∥∥Z(t, λ, y)
∥∥2

−q
�

∑
n�0

1

n!
∫
Rn

∫
[0,T ]n

(
n∏

j=1

|eiλςj − 1|e−t ReΨ (λ)

)2

χt>max(si ) ds1 . . . dsn ν(dς1) . . .ν(dςn) · e−qn

�
∑
n�0

1

n! t
n2n

(
ReΨ (λ)

)ne−2t ReΨ (λ) · e−qn,

where we used the fact that∫
R

|eiλς − 1|2ν(dς) = 2 ReΨ (λ).

So it follows that∥∥Z(t, λ, y)
∥∥−q

�
∑
n�0

1

(n!)1/2 t
n
2 2

n
2
(
ReΨ (λ)

) n
2 e−t ReΨ (λ) · e− q

2n. (3.2.4)

Next suppose that|λ|−(1+ε) ReΨ (λ) � 1 for |λ| � K � 0. Then

r∫
−r

∫
|λ|�K

T∫
0

∥∥Z(t, λ, y)
∥∥−q

dt dλdy

� 2r
∑
n�0

1

(n!)1/2
2

n
2 e− q

2n

∫
|λ|�K

(
ReΨ (λ)

) n
2

T∫
0

t
n
2 e−t ReΨ (λ) dt dλ

� 2r
∑
n�0

1

(n!)1/22
n
2 e− q

2n

∫
1

ReΨ (λ)
dλ · �

(
n

2
+ 1

)
,

|λ|�K
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where� denotes the Gamma function. Together with (3.1.2) we receive

r∫
−r

∫
|λ|�K

T∫
0

∥∥Z(t, λ, y)
∥∥−q

dt dλdy � const
∑
n�0

(n/2)!
(n!)1/22

n
2 e− q

2n

∫
|λ|�K

1

ReΨ (λ)
dλ

� const
∑
n�0

(n/2)!
(n!)1/2

2
n
2 e− q

2n.

Since

((n/2)!)2

n! � 2[n/2]

22[(n+1)/2] � 1

for all n ∈ N, we conclude that

r∫
−r

∫
|λ|�K

T∫
0

∥∥Z(t, λ, y)
∥∥−q

dt dλdy < ∞

for all q � 2. It also follows directly from (3.2.4) that

r∫
−r

∫
|λ|�K

T∫
0

∥∥Z(t, λ, y)
∥∥−q

dt dλdy < ∞

for all q � 2. Therefore we have

r∫
−r

∫
R

T∫
0

∥∥Z(t, λ, y)
∥∥−q

dt dλdy < ∞ (3.2.5)

for all q � 2. Let l ∈ (S). Then it is not difficult to verify that∣∣〈Z(t, λ, y), l
〉∣∣ � const

∥∥Z(t, λ, y)
∥∥−2 (t, λ, y)-a.e.

The latter gives

r∫
−r

∫
R

T∫
0

∣∣〈Z(t, λ, y), l
〉∣∣dt dλdy < ∞

for all l ∈ (S). Note that‖Z(t, λ, y)‖−q is measurable. Thus we proved the Bochner-integrability ofZ in (S)∗. By
using Fubini, Lemma 3.1.3 and Theorem 3.1.4 we get

∫
R

f (y)

T∫
0

δy

(
η(t)

)
dt dy =

T∫
0

f
(
η(t)

)
dt.

Then we can deduce from relation (3.2.2) that∫
f (y)

T∫
δy

(
η(t)

)
dt dy =

∫
f (y)LT (y) dy (3.2.6)
R 0 R
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e of
take
for all continuousf :R → R with compact support. Using a density argument we find

LT (x) =
T∫

0

δx

(
η(t)

)
dt for a.a.x ∈ R P -a.e. (3.2.7)

Let l ∈ (S). The mapx �→ δx(η(t)) is continuous by Theorem 3.1.4. Thus

〈δx(η(t)), l〉 = 1

2π

T∫
0

∫
R

〈
Z(t, λ, x), l

〉
dλdt

is continuous, too. Then, based on (3.2.4), one shows thatx �→ ∫ T

0 δx(η(t)) dt is continuous in(S)∗. Since
x �→ LT (x) is Hölder-continuous, relation (3.2.7) is valid forall x ∈ R P -a.e. �
Remark 3.2.3.Relation (3.2.5) in the proof of Proposition 3.2.2 shows that the Donsker delta functionδx(η(t))

even takes values in the Lévy–Hida distribution space(S)∗ ⊂ (S)−1.

We are coming to the main result of our paper.

Theorem 3.2.4.The chaos expansion of the local time LT (x) of η(t) is given by

LT (x) =
∑
n�0

In(fn) =
∑
n�0

n!
∞∫

0

∫
R

. . .

t2∫
0

∫
R

fn(s1, ς1, . . . , sn, ςn)Ñ(ds1, dς1) . . . Ñ(dsn, dςn)

in L2(P ) with the symmetric functions

fn(s1, ς1, . . . , sn, ςn) = 1

2π

1

n!
T∫

0

∫
R

(
n∏

j=1

(eiλςj − 1)

)
h(t, λ, x)χt>max(si) dλdt

for

h(t, λ, x) = exp

(
t

∫
R

(eiλς − 1− iλς) ν(dς) − iλx

)
.

Proof. By Proposition 3.2.2 we can writeLT (x) = ∫ T

0 δx(η(t)) dt . Using the definition of the functionZ(t, λ, y) =
eiλ(η(t)−y) in the proof of Proposition 3.2.2 and its chaos representation (3.2.3), we get

LT (x) = 1

2π

T∫
0

∫
R

∑
n�0

In(gn · h) dλdt (3.2.8)

with gn(s1, ς1, . . . , sn, ςn) = 1
n!

∏n
j=1(e

iλςj − 1)χt>max(si ) andh as in the statement of this theorem. Becaus
the inequality (3.2.4) and similar estimates directly after this relation in the proof of Proposition 3.2.2 we can
the sum sign outside the double integral in (3.2.8). Thus we obtain

1

2π

T∫ ∫ ∑
n�0

In(gn · h) dλdt = 1

2π

∑
n�0

T∫ ∫
In(gn · h) dλdt in (S)∗. (3.2.9)
0 R 0 R



S. Mataramvura et al. / Ann. I. H. Poincaré – PR 40 (2004) 553–567 567

r taking
lo for its

ab.

,

6)

ab.

.),

vol. 68,
Further we can interchange the integrals in (3.2.9), so that we obtain

LT (x) = 1

2π

∑
n�0

In

( T∫
0

∫
R

gn · hdλdt

)
in (S)∗.

Note that this is a consequence of theintegrability condition (3.2.5). SinceLT (x) is in L2(P ), the result
follows. �
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