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#### Abstract

We consider multi-allelic Gillespie-Sato diffusion models in population genetics. The case where they have reversible distributions is completely determined in terms of mutation rates and selection intensity. In such cases we give an explicit expression of the reversible distributions, which turn out to be mutually absolutely continuous with respect to some Dirichlet distributions.


© 2004 Elsevier SAS. All rights reserved.

## Résumé

On considère les modèles de diffusion multi-alleles de Gillepsie-Sato, en génétique des populations. Le cas réversible est complètement déterminé en termes de taux de mutation et d'intensité de sélection. On obtient une expression explicite des distributions réversibles qui se trouvent être absolument continues par rapport à certaines distributions de Dirichlet.
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## 1. Introduction and the main result

In population genetics theory, stochastic methods such as diffusion approximations had been exploited extensively, yielding rich results which are of interest from both genetical and mathematical view points. Among a number of quantities associated with the diffusion models, it is of particular importance to study their stationary distributions. In general, it is quite difficult to give them in explicit way, and stationary distributions which had been found explicitly are usually shown to exhibit a stronger property called reversibility, i.e., at stationarity the process has the same distribution as its time reversal.

[^0]Besides analytical importance of this property, we should mention about a special role of reversibility in the context of population genetics theory. For this purpose, it seems best to cite an account given by Ewens from [5, p. 87] concerning the prospective and retrospective aspects of the processes. "For reversible processes these two aspects have many properties in common, and information about the prospective behavior normally yields almost immediately useful information about the retrospective behavior". See also e.g. [28,29,15,20,17] and [4, §8] for various applications of reversibility or time reversal in population genetics models.

In this paper we discuss multi-allelic Gillespie-Sato diffusion models (hereafter G-S diffusions), which were introduced heuristically by Gillespie [7] in a di-allelic case and rigorously derived by Sato [19] in a multi-allelic case. In fact, they did not take effect of mutation into consideration, and what we actually study here are diffusion approximations obtained by Shiga [22,23]. (See also [24] for further development.) He proved not only the wellposedness of the processes in a countably infinite-allelic case but also derived certain measure-valued diffusion processes in a continuum limit of the space of alleles. However, our attempt will be made only for finitely-manyallelic cases because of technical difficulties, and we try to identify the case where the multi-allelic G-S diffusions have stationary reversible distributions, and to find explicit expressions of them.

According to [22], diffusion processes we will be concerned with are described as follows. Let $d$ be an integer greater than 1 and $\mathbf{R}_{+}$be the set of positive numbers. Suppose that $\beta_{1}, \ldots, \beta_{d} \in \mathbf{R}_{+}$and $\gamma_{1}, \ldots, \gamma_{d} \in \mathbf{R}$ are given. We also need a $d \times d$-matrix $\left(\lambda_{i j}\right)$ such that $\lambda_{i j} \geqslant 0(i \neq j)$ and $\sum_{j=1}^{d} \lambda_{i j}=0$. The $d$-allele G-S diffusion has state space

$$
\begin{equation*}
K_{d}=\left\{x=\left(x_{1}, \ldots, x_{d-1}\right)^{\prime}: x_{1} \geqslant 0, \ldots, x_{d-1} \geqslant 0, x_{d}:=1-x_{1}-\cdots-x_{d-1} \geqslant 0\right\} \tag{1.1}
\end{equation*}
$$

where ' stands for the transpose. It is prescribed by the generator

$$
\begin{equation*}
L=\frac{1}{2} \sum_{i, j=1}^{d-1} a_{i j}(x) \frac{\partial^{2}}{\partial x_{i} \partial x_{j}}+\sum_{i=1}^{d-1} b_{i}(x) \frac{\partial}{\partial x_{i}} \tag{1.2}
\end{equation*}
$$

with coefficients

$$
\begin{equation*}
a_{i j}(x)=\delta_{i j} \beta_{i} x_{i}+x_{i} x_{j}\left(\sum_{k=1}^{d} \beta_{k} x_{k}-\beta_{i}-\beta_{j}\right) \tag{1.3}
\end{equation*}
$$

and

$$
\begin{equation*}
b_{i}(x)=\sum_{j=1}^{d} \lambda_{j i} x_{j}+x_{i}\left(\gamma_{i}-\sum_{j=1}^{d} \gamma_{j} x_{j}\right), \tag{1.4}
\end{equation*}
$$

where $\delta_{i j}$ denotes the Kronecker's delta. Each $\lambda_{i j}$ represents the rate of mutation from the $i$ th allele, say $A_{i}$, to the $j$ th allele $A_{j}$, and $\gamma_{i}$ involves the effect of natural selection. It is convenient to introduce notation of the scalar product on $\mathbf{R}^{d}$

$$
\langle\boldsymbol{\xi}, \boldsymbol{\eta}\rangle=\sum_{i=1}^{d} \xi_{i} \eta_{i}, \quad \boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d}\right)^{\prime}, \boldsymbol{\eta}=\left(\eta_{1}, \ldots, \eta_{d}\right)^{\prime} \in \mathbf{R}^{d}
$$

Put $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{d}\right)^{\prime}$ and $\boldsymbol{\gamma}=\left(\gamma_{1}, \ldots, \gamma_{d}\right)^{\prime}$. Letting $\bar{x}=\left(x_{1}, \ldots, x_{d-1}, x_{d}\right)^{\prime} \in \mathbf{R}^{d}$ for $x \in K_{d}$, we have rather simple expression of the above coefficients:

$$
\begin{aligned}
& a_{i j}(x)=\delta_{i j} \beta_{i} x_{i}+x_{i} x_{j}\left(\langle\bar{x}, \boldsymbol{\beta}\rangle-\beta_{i}-\beta_{j}\right) \\
& b_{i}(x)=\sum_{j=1}^{d} \lambda_{j i} x_{j}+x_{i}\left(\gamma_{i}-\langle\bar{x}, \boldsymbol{\gamma}\rangle\right)
\end{aligned}
$$

Let $\mathbf{1}=(1, \ldots, 1)^{\prime} \in \mathbf{R}^{d}$. If $\boldsymbol{\beta}=C \mathbf{1}$ for some $C>0$, then the G-S diffusion is nothing but the Wright-Fisher diffusion model (hereafter W-F diffusion), more precisely, the diffusion approximation for Wright-Fisher models. (See e.g. [5,3].) Genetically speaking, $\beta_{i}$ 's come from the difference among alleles in variances of offspring numbers. More precisely, the diffusion approximations studied in [7,19,22,23] are based on certain multi-type branching processes, in the definition of which the variance of the offspring distribution of allele $A_{i}$ is $\beta_{i}$ plus a term negligible in large population limit. In the absence of mutation, Gillespie [7] discussed effects of variance in offspring numbers on the fitness of a genotype and on the probability of fixation.

In the present paper, mechanism of mutation is necessary for the process to have a nontrivial equilibrium state. Actually, Shiga proved ([21], Theorem 3.2 and Remark 3.1 combined with the main result of [22]), under certain irreducibility condition we will also assume for the mutation rates, that the G-S diffusion has a unique stationary distribution and is ergodic. As mentioned above, main purpose of this paper is to find an explicit expression for the stationary distribution. But we do not intend to consider all of them since, even for the W-F diffusion case, only reversible stationary distributions are known explicitly. So what we have to do first is to identify the case where the G-S diffusion has a reversible distribution and then we shall compute it in the reversible case. Here is the main result of this paper.

Theorem 1.1. Suppose that $\boldsymbol{\beta} \neq C \mathbf{1}$ for any $C>0$ and that $\left(\lambda_{i j}\right)_{1 \leqslant i, j \leqslant d}$ is irreducible in the sense that for every $i$ and $j$ there exist a chain $i_{0}, i_{1}, \ldots, i_{m}$ in $\{1, \ldots, d\}$ such that $i_{0}=i, i_{m}=j$ and $\lambda_{i_{n-1} i_{n}}>0(n=1, \ldots, m)$. Then the $G$-S diffusion has a reversible distribution if and only if the mutation rates are of uniform type, i.e.,

$$
\begin{equation*}
\lambda_{i j}=\lambda_{k j}\left(=: q_{j} / 2\right), \quad \text { for all } i, k \in\{1, \ldots, d\} \backslash\{j\} \text { and } j \in\{1, \ldots, d\} \tag{1.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\gamma}=C \boldsymbol{\beta}+C^{\prime} \mathbf{1} \quad \text { for some constants } C \text { and } C^{\prime} . \tag{1.6}
\end{equation*}
$$

In the case where both (1.5) and (1.6) are satisfied, the unique stationary (reversible) distribution is given by

$$
\begin{equation*}
\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle^{-\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle-2 C-1} \prod_{i=1}^{d} x_{i}^{q_{i} \beta_{i}^{-1}-1} d x_{1} \cdots d x_{d-1} / Z_{\boldsymbol{\beta}, \boldsymbol{q}, C}, \tag{1.7}
\end{equation*}
$$

where $\boldsymbol{\beta}^{-1}=\left(\beta_{1}^{-1}, \ldots, \beta_{d}^{-1}\right)^{\prime}, \boldsymbol{q}=\left(q_{1}, \ldots, q_{d}\right)^{\prime}$ is given in (1.5), and $Z_{\boldsymbol{\beta}, \boldsymbol{q}, C}$ is a positive finite constant that makes (1.7) a probability distribution on $K_{d}$.

Remarks. (i) We should note difference between the G-S diffusion case and the W-F diffusion case. The latter is covered by a theorem of Li, Shiga and Yao [16]. They proved, under the same irreducibility assumption as above, that reversibility of the W-F diffusion is equivalent to only the condition (1.5). Thus no condition on $\boldsymbol{\gamma}$ is required in this case. In addition, we can assume $\boldsymbol{\beta}=\mathbf{1}$ without loss of generality, and the stationary distribution is known [30] as

$$
e^{2\langle\bar{x}, \boldsymbol{\gamma}\rangle} \prod_{i=1}^{d} x_{i}^{q_{i}-1} d x_{1} \cdots d x_{d-1} / \text { normalization }
$$

Note also that distributions of this form are recovered from (1.7) by setting $\boldsymbol{\beta}=\mathbf{1}+C^{-1} \boldsymbol{\gamma}$ or $\boldsymbol{\gamma}=C \boldsymbol{\beta}-C \mathbf{1}$, which satisfies (1.6), and then letting $C \rightarrow \infty$.
(ii) Clearly (1.7) generalizes Dirichlet distributions, that correspond to the case where $\boldsymbol{\beta}=C_{1} \mathbf{1}$ for some $C_{1}>0$. Since (1.7) is absolutely continuous with respect to the Dirichlet distribution with parameter ( $q_{1} \beta_{1}^{-1}, \ldots, q_{d} \beta_{d}^{-1}$ ) and the density is bounded above and uniformly positive, normalizability in (1.7) is obvious.
(iii) When $C=0$ in (1.7), an explicit expression of the normalization $Z_{\boldsymbol{\beta}, \boldsymbol{q}, 0}$ will be given in Lemma 3.1 below.
(iv) In the case of $d=2,(1.5)$ and (1.6) are always satisfied, and the stationary distribution (1.7) is derived directly by using integration by parts in one dimension.

Heuristics behind the proof of Theorem 1.1 is as follows. In view of general facts (e.g. [14,18], [13, Chapter V, Theorem 4.6]) on symmetrizability of nondegenerate operators of the form (1.1), it seems natural to guess that reversibility of the process we consider would be equivalent to the condition that the "drift term" is of the form

$$
\begin{equation*}
b(x):=\left(b_{1}(x), \ldots, b_{d-1}(x)\right)^{\prime}=-\frac{1}{2} a(x) \nabla H(x) \quad \text { for some function } H(x) \tag{1.8}
\end{equation*}
$$

where $a(x)=\left(a_{i j}(x)\right)_{1 \leqslant i, j \leqslant d-1}$ and $\nabla H(x)=\left(\partial H / \partial x_{1}, \ldots, \partial H / \partial x_{d-1}\right)^{\prime}$. Furthermore, this reduces to symmetries

$$
\begin{equation*}
\sum_{k=1}^{d-1} a_{i k}(x) \frac{\partial b_{j}(x)}{\partial x_{k}}=\sum_{k=1}^{d-1} a_{j k}(x) \frac{\partial b_{i}(x)}{\partial x_{k}}, \quad i, j \in\{1, \ldots, d-1\} \tag{1.9}
\end{equation*}
$$

Regarding (1.9) as a family of identities between polynomials in $x_{1}, \ldots, x_{d-1}$, one arrives at (1.5) and (1.6). Moreover, after multiplying both sides of (1.8) by the inverse matrix $a(x)^{-1}$, which exists whenever $x$ belongs to

$$
K_{d}^{+}:=\left\{x=\left(x_{1}, \ldots, x_{d-1}\right)^{\prime} \in K_{d}: x_{1}>0, \ldots, x_{d-1}>0, x_{d}>0\right\}
$$

(cf. (1.12) below), a function $H$ satisfying (1.8) on $K_{d}^{+}$is found as

$$
\begin{equation*}
H(x)=\sum_{i=1}^{d} q_{i} \beta_{i}^{-1} \log \left(x_{i}^{-1}\right)+\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle+2 C\right) \log \left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle . \tag{1.10}
\end{equation*}
$$

Lastly, the stationary distribution would be simply given by

$$
\begin{equation*}
e^{-H(x)}(\operatorname{det} a(x))^{-1} d x_{1} \cdots d x_{d-1} / \text { normalization. } \tag{1.11}
\end{equation*}
$$

Thus, we need to compute $\operatorname{det} a(x)$ and $a(x)^{-1}$. Such calculations are rather lengthy and summarized in Appendix A. In particular, it will be shown that

$$
\begin{equation*}
\operatorname{det} a(x)=\left(\beta_{1} x_{1}\right) \cdots\left(\beta_{d} x_{d}\right)\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle \tag{1.12}
\end{equation*}
$$

Verification of (1.8) and (1.11) for the W-F diffusion can be found, for example, in [1, Appendix F].
In actual proof of Theorem 1.1, we take a strategy similar to [11], in which the same kind of problems are solved for a class of measure-valued diffusion processes of Fleming-Viot's type. This class contains the W-F diffusions as finite-dimensional cases. The strategy allows one to avoid problems which would be caused by degeneracy of $a(x)$ on the boundary of $K_{d}$ (in $\mathbf{R}^{d-1}$ ) and is based on a transformation group $\left\{S_{f}: f \in \mathbf{R}^{d-1}\right\}$ on $K_{d}$ with property

$$
\begin{equation*}
\frac{d}{d u} S_{u f} x=a\left(S_{u f} x\right) f, \quad f=\left(f_{1}, \ldots, f_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1}, x \in K_{d} \tag{1.13}
\end{equation*}
$$

Technicalities regarding this group are collected in Appendix B. In this context, reversible distributions (if exist) are interpreted as distributions with certain quasi-invariance property (see Theorem 2.1 below), and some measuretheoretic considerations will yield (1.8), a key in the above heuristics. It is worth noting and observed in Appendix B that a $\sigma$-finite measure

$$
\begin{equation*}
(\operatorname{det} a(x))^{-1} d x_{1} \cdots d x_{d-1} \quad \text { on } K_{d}^{+} \tag{1.14}
\end{equation*}
$$

which appeared in (1.11) is invariant under $\left\{S_{f}\right\}$, and that such invariant measures are unique up to multiplicative constants. We also emphasize that existence of the transformation group (1.13) crucially relies on a special structure of the diffusion matrix, i.e.,

$$
\begin{equation*}
\left(a(x)^{-1}\right)_{i j}=\frac{\partial^{2} U}{\partial x_{i} \partial x_{j}}, \quad x \in K_{d}^{+} \tag{1.15}
\end{equation*}
$$

for some function $U$ on $K_{d}^{+}$. See Corollary A. 1 in Appendix A for an explicit form of $U$. It seems that such structure characterizes a class of diffusion models for which appropriate modification of methods in the present paper are available.

The rest of the paper is organized as follows. In the next section, we will prove Theorem 1.1 by means of results shown in Appendices A and B. Such results would be interesting in their own rights and useful in some other situations. As the last part (besides appendices) of this paper, we discuss some aspects of the reversible distributions obtained in Theorem 1.1, especially logarithmic Sobolev inequalities for the reversible G-S diffusions. This kind of inequalities is known as a powerful tool to study ergodic behaviors of the process and asymptotic stability of the equilibrium distribution. (See e.g. [8] for general accounts and various examples.) In our case these are shown to hold as a direct consequence of logarithmic Sobolev inequalities for the reversible W-F diffusions proved by Stannat [25] combined with remark (ii) after Theorem 1.1.

## 2. Quasi-invariance and reversibility

As for the scalar product on $\mathbf{R}^{d-1}$, we use notation

$$
(f, g)=\sum_{i=1}^{d-1} f_{i} g_{i}, \quad f=\left(f_{1}, \ldots, f_{d-1}\right)^{\prime}, g=\left(g_{1}, \ldots, g_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1}
$$

Set also $\|f\|_{1}=\left|f_{1}\right|+\cdots+\left|f_{d-1}\right|$. As mentioned in the previous section, one of main tools in this section is the transformation group $\left\{S_{f}: f \in \mathbf{R}^{d-1}\right\}$ on $K_{d}$ constructed in Appendix B. For each $f \in \mathbf{R}^{d-1}$, the image of $x \in K_{d}$ by $S_{f}$ is denoted as

$$
S_{f} x=\left(\left(S_{f} x\right)_{1}, \ldots,\left(S_{f} x\right)_{d-1}\right)^{\prime} \in K_{d}
$$

Properties of $\left\{S_{f}\right\}$ we employ here are the following. The proofs are found in Appendix B.
(S.1) For each $i \in\{1, \ldots, d\},\left(S_{f} x\right)_{i}=0$ whenever $x_{i}=0$.
(S.2) $S_{0} x=x$ and $S_{f}\left(S_{g} x\right)=S_{f+g} x$. In particular, $S_{-f}=\left(S_{f}\right)^{-1}$.
(S.3) $S_{f} x \in K_{d}^{+}$if and only if $x \in K_{d}^{+}$.
(S.4) For any $x, y \in K_{d}^{+}$, there exists a unique $f \in \mathbf{R}^{d-1}$ such that $y=S_{f} x$.
(S.5) $\frac{\partial\left(S_{f} x\right)_{i}}{\partial f_{j}}=a_{i j}\left(S_{f} x\right), i, j \in\{1, \ldots, d-1\}$.
(S.6) $S_{f} x$ is continuously differentiable in $x$, and

$$
D_{x}\left(S_{f} x\right) a(x)=a\left(S_{f} x\right), \quad \text { where } D_{x}\left(S_{f} x\right)=\left(\frac{\partial\left(S_{f} x\right)_{i}}{\partial x_{j}}\right)_{1 \leqslant i, j \leqslant d-1}
$$

(S.7) There exist constants $C_{1}$ and $C_{2}$ such that for all $x, y \in K_{d}, f, g \in \mathbf{R}^{d-1}$

$$
\left\|S_{f} x-S_{g} y\right\|_{1} \leqslant\left(\|x-y\|_{1}+C_{1}\|f-g\|_{1}\right) \exp \left(C_{2} \min \left\{\|f\|_{1},\|g\|_{1}\right\}\right)
$$

(S.8) For any nonnegative Borel function $F$ on $K_{d}^{+}$

$$
\int_{\mathbf{R}^{d-1}} F\left(S_{f} x\right) d f_{1} \cdots d f_{d-1}=\int_{K_{d}^{+}} F(y) m(d y)=\int_{K_{d}^{+}} F\left(S_{g} y\right) m(d y)
$$

where $x \in K_{d}^{+}$and $g \in \mathbf{R}^{d-1}$ are arbitrary and $m(d y)=d y_{1} \cdots d y_{d-1} / \operatorname{det} a(y)$.

Denote by $\mathcal{M}_{1}\left(K_{d}\right)$ the set of Borel probability measures on $K_{d}$. Given a measurable function $\Lambda$ on $\mathbf{R}^{d-1} \times K_{d}$, we say that a $v \in \mathcal{M}_{1}\left(K_{d}\right)$ is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda$ if for every $f \in \mathbf{R}^{d-1}$, $v$ and $v \circ S_{f}$ ( $=v \circ\left(S_{-f}\right)^{-1}$ ) are mutually absolutely continuous with density given by

$$
\begin{equation*}
\frac{d\left(v \circ S_{f}\right)}{d v}(x)=e^{\Lambda(f, x)}, \quad v \text {-a.s. } \tag{2.1}
\end{equation*}
$$

which is equivalent to the condition that

$$
\int_{K_{d}^{+}} F\left(S_{-f} x\right) v(d x)=\int_{K_{d}^{+}} F(x) e^{\Lambda(f, x)} v(d x), \quad f \in \mathbf{R}^{d-1}
$$

holds for any nonnegative Borel function $F$ on $K_{d}^{+}$. In this case, the chain rule, (S.2) and (2.1) together imply that for $f, g \in \mathbf{R}^{d-1}$

$$
\begin{equation*}
\Lambda(f+g, x)=\Lambda\left(f, S_{g} x\right)+\Lambda(g, x), \quad v \text {-a.s. } \tag{2.2}
\end{equation*}
$$

This is referred to as cocycle identity. Put $b(x)=\left(b_{1}(x), \ldots, b_{d-1}(x)\right)^{\prime}$.
Theorem 2.1. Let $v \in \mathcal{M}_{1}\left(K_{d}\right)$. Then $v$ is a reversible distribution of the $G$ - $S$ diffusion if and only if $v$ is quasiinvariant under $\left\{S_{f}\right\}$ with cocycle

$$
\begin{equation*}
\Lambda(f, x)=2 \int_{0}^{1}\left(b\left(S_{u f} x\right), f\right) d u \tag{2.3}
\end{equation*}
$$

We prepare an equality which plays a key role in proving Theorem 2.1.
Lemma 2.1. Let $\Lambda$ be given by (2.3). Fix an arbitrary $f \in \mathbf{R}^{d-1}$. For any $G \in C^{1}\left(K_{d}\right)$, define

$$
G_{t}(x)=G\left(S_{-t f} x\right) \exp \left(-\Lambda\left(t f, S_{-t f} x\right)\right), \quad t \in \mathbf{R}
$$

Then $G_{t} \in C^{1}\left(K_{d}\right)$ and

$$
\begin{equation*}
\frac{d}{d t} G_{t}(x)=-2(b(x), f) G_{t}(x)-\left(a(x) f, \nabla G_{t}(x)\right) \tag{2.4}
\end{equation*}
$$

Proof. Define $V_{t}(x)=\Lambda\left(t f, S_{-t f} x\right)$. We first compute $\nabla G_{t}$ as

$$
\begin{equation*}
\nabla G_{t}(x)=e^{-V_{t}(x)} \nabla\left(G \circ S_{-t f}\right)(x)-G_{t}(x) \nabla V_{t}(x) \tag{2.5}
\end{equation*}
$$

Moreover, by (S.6)

$$
\begin{align*}
\left(a(x) f, \nabla\left(G \circ S_{-t f}\right)(x)\right) & =\left(a(x) f, D_{x}\left(S_{-t f} x\right)^{\prime} \nabla G\left(S_{-t f} x\right)\right) \\
& =\left(D_{x}\left(S_{-t f} x\right) a(x) f, \nabla G\left(S_{-t f} x\right)\right) \\
& =\left(a\left(S_{-t f} x\right) f, \nabla G\left(S_{-t f} x\right)\right)=-\frac{d}{d t} G\left(S_{-t f} x\right) \tag{2.6}
\end{align*}
$$

where (S.5) was used to show the last equality. Observing that

$$
\begin{equation*}
V_{t}(x)=\Lambda\left(t f, S_{-t f} x\right)=2 \int_{0}^{t}\left(b\left(S_{-u f} x\right), f\right) d u \tag{2.7}
\end{equation*}
$$

we see from (S.6) and (2.5) that $G_{t} \in C^{1}\left(K_{d}\right)$. Applying calculations (2.6) to $W(x):=(b(x), f)$ instead of $G(x)$, we get

$$
\begin{align*}
\left(a(x) f, \nabla V_{t}(x)\right) & =2 \int_{0}^{t}\left(a(x) f, \nabla\left(W \circ S_{-u f}\right)(x)\right) d u \\
& =-2 \int_{0}^{t} \frac{d}{d u} W\left(S_{-u f}\right) d u \\
& =-2\left\{\left(b\left(S_{-t f} x\right), f\right)-(b(x), f)\right\} \\
& =-\frac{d}{d t} V_{t}(x)+2(b(x), f) \tag{2.8}
\end{align*}
$$

Combining (2.5) with (2.6) and (2.8) yields

$$
\begin{aligned}
\left(a(x) f, \nabla G_{t}(x)\right) & =-e^{-V_{t}(x)} \frac{d}{d t} G\left(S_{-t f} x\right)-G_{t}(x)\left\{-\frac{d}{d t} V_{t}(x)+2(b(x), f)\right\} \\
& =-\frac{d}{d t} G_{t}(x)-2(b(x), f) G_{t}(x)
\end{aligned}
$$

This proves (2.4).

Proof of Theorem 2.1. Firstly, we recall a fundamental fact on reversibility which is implied by Theorem 2.3 of Fukushima and Stroock [6]. Namely, $v \in \mathcal{M}_{1}\left(K_{d}\right)$ is a reversible distribution of the G-S diffusion if and only if the following symmetry holds:

$$
\int(L F)(x) G(x) v(d x)=\int F(x)(L G)(x) v(d x), \quad F, G \in C^{2}\left(K_{d}\right)
$$

(All integrals are taken over $K_{d}$.) Note that this particularly implies that for any $F \in C^{2}\left(K_{d}\right), \int(L F)(x) v(d x)=0$. Since direct computation shows that

$$
\begin{equation*}
(L F)(x) G(x)+F(x)(L G)(x)-(L(F G))(x)=-(a(x) \nabla F(x), \nabla G(x)) \tag{2.9}
\end{equation*}
$$

the above symmetry is equivalent to that

$$
\begin{equation*}
-\int(L F)(x) G(x) v(d x)=\frac{1}{2} \int(a(x) \nabla F(x), \nabla G(x)) v(d x) \tag{2.10}
\end{equation*}
$$

holds for any $F, G \in C^{2}\left(K_{d}\right)$. Moreover, by approximation, this can be replaced by the condition that (2.10) holds for any $F \in C^{2}\left(K_{d}\right)$ and $G \in C^{1}\left(K_{d}\right)$.

Once (2.4) has been established, the following argument is standard (cf. [11], proof of Theorem 2.1). We shall describe it, using the same notation as in Lemma 2.1. Taking $G \in C^{1}\left(K_{d}\right)$ and $f \in \mathbf{R}^{d-1}$ arbitrarily and integrating both sides of (2.4) with respect to a $v \in \mathcal{M}_{1}\left(K_{d}\right)$, we have

$$
\int(b(x), f) G_{t}(x) \nu(d x)+\frac{1}{2} \int\left(a(x) f, \nabla G_{t}(x)\right) \nu(d x)=-\frac{1}{2} \int \frac{d}{d t} G_{t}(x) v(d x)
$$

Define $F(x)=(x, f)$ to get a more suggesting form

$$
\begin{equation*}
\int(L F)(x) G_{t}(x) v(d x)+\frac{1}{2} \int\left(a(x) \nabla F(x), \nabla G_{t}(x)\right) v(d x)=-\frac{1}{2} \frac{d}{d t} \int G_{t}(x) v(d x) \tag{2.11}
\end{equation*}
$$

Here $G_{t} \in C^{1}\left(K_{d}\right)$ by Lemma 2.1. If $v$ is a reversible distribution of the G-S diffusion, then the left-hand side of (2.11) vanishes by (2.10) and in particular $\int G_{1}(x) \nu(d x)=\int G_{0}(x) \nu(d x)$ or

$$
\int G\left(S_{-f} x\right) \exp \left(-\Lambda\left(f, S_{-f} x\right)\right) v(d x)=\int G(x) v(d x)
$$

This shows the quasi-invariant property with desired density (2.1). Conversely, if $v$ is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda$, then the right-hand side of (2.11) vanishes. Thus (2.10) holds for any $G \in C^{1}\left(K_{d}\right)$ and $F$ such that $F(x)=(x, f)$ for some $f \in \mathbf{R}^{d-1}$. Furthermore, an inductive argument shows that (2.10) can extend to all functions $F(x)=\left(x, f^{(1)}\right) \cdots\left(x, f^{(n)}\right)$ with $f^{(1)}, \ldots, f^{(n)} \in \mathbf{R}^{d-1}$. Indeed, assuming that both $(F=) F_{1}$ and $F_{2}$ satisfy (2.10) for any $G \in C^{1}\left(K_{d}\right)$, we have by (2.9)

$$
\begin{aligned}
& \int\left(L\left(F_{1} F_{2}\right)\right)(x) G(x) v(d x) \\
&= \int\left(L F_{1}\right)(x) F_{2}(x) G(x) v(d x)+\int F_{1}(x)\left(L F_{2}\right)(x) G(x) v(d x)+\int\left(a(x) \nabla F_{1}(x), \nabla F_{2}(x)\right) G(x) v(d x) \\
&=-\frac{1}{2} \int\left(a(x) \nabla F_{1}(x), \nabla\left(F_{2} G\right)(x)\right) v(d x)-\frac{1}{2} \int\left(a(x) \nabla F_{2}(x), \nabla\left(F_{1} G\right)(x)\right) v(d x) \\
&+\int\left(a(x) \nabla F_{1}(x), \nabla F_{2}(x)\right) G(x) v(d x) \\
&=-\frac{1}{2} \int F_{2}(x)\left(a(x) \nabla F_{1}(x), \nabla G(x)\right) v(d x)-\frac{1}{2} \int F_{1}(x)\left(a(x) \nabla F_{2}(x), \nabla G(x)\right) v(d x) \\
&=-\frac{1}{2} \int\left(a(x) \nabla\left(F_{1} F_{2}\right)(x), \nabla G(x)\right) v(d x) .
\end{aligned}
$$

Therefore, it follows from linearity of (2.10) in $F$ that (2.10) holds true for all polynomials $F(x)$. A suitable approximation procedure (see e.g. Appendix 7 in [3]) concludes that (2.10) are valid for all $F \in C^{2}\left(K_{d}\right)$. This implies reversibility of $\nu$.

In the next lemma, assuming existence and certain support property, we give a concrete expression of quasiinvariant distributions under $\left\{S_{f}\right\}$ in terms of continuous cocycle $\Lambda$.

Lemma 2.2. (i) Let $\Lambda: \mathbf{R}^{d-1} \times K_{d} \rightarrow \mathbf{R}$ be continuous. Suppose that there exists $a v \in \mathcal{M}_{1}\left(K_{d}\right)$ which is quasiinvariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda$. If $v\left(K_{d}^{+}\right)=1$, then

$$
\begin{equation*}
Z(x):=\int_{\mathbf{R}^{d-1}} e^{\Lambda(f, x)} d f_{1} \cdots d f_{d-1}<\infty \quad \text { for all } x \in K_{d}^{+} \tag{2.12}
\end{equation*}
$$

and

$$
\begin{equation*}
v(d x)=Z(x)^{-1} m(d x) \tag{2.13}
\end{equation*}
$$

Moreover, for any $f \in \mathbf{R}^{d-1}$ and $x \in K_{d}^{+}$

$$
\begin{equation*}
\Lambda(f, x)=\log Z(x)-\log Z\left(S_{f} x\right) \tag{2.14}
\end{equation*}
$$

(ii) If $H$ is a continuous function on $K_{d}^{+}$such that

$$
Z:=\int_{K_{d}^{+}} e^{-H(x)} m(d x)<\infty
$$

then $\nu(d x):=e^{-H(x)} m(d x) / Z$ is a unique distribution on $K_{d}^{+}$which is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda(f, x)=H(x)-H\left(S_{f} x\right)$.

Proof. (i) For any nonnegative Borel function $F$ on $K_{d}^{+}$, we have the following equalities by the quasi-invariance supposed.

$$
\begin{equation*}
\int_{K_{d}^{+}} F\left(S_{-f} x\right) v(d x)=\int_{K_{d}^{+}} F(x) e^{\Lambda(f, x)} v(d x), \quad f \in \mathbf{R}^{d-1} . \tag{2.15}
\end{equation*}
$$

By integrating both sides with respect to $d f_{1} \cdots d f_{d-1}$ over $\mathbf{R}^{d-1}$, using Fubini's theorem and then (S.8), and noting that $v\left(K_{d}^{+}\right)=1,(2.15)$ becomes

$$
\begin{equation*}
\int_{K_{d}^{+}} F(y) m(d y)=\int_{K_{d}^{+}} F(x) Z(x) \nu(d x) \tag{2.16}
\end{equation*}
$$

Since the left-hand side is finite for $F(x)=\operatorname{det} a(x), Z(x)<\infty, v$-a.e. Therefore, (2.16) proves (2.13). Especially, the support supp $v$ of $v$ coincides with $K_{d}$. It is obvious from (S.4) that (2.12) is implied by (2.14). This equality is shown by virtue of cocycle identities (2.2) which hold for all $x \in K_{d}$ and $f, g \in \mathbf{R}^{d-1}$ since supp $v=K_{d}$ and $\Lambda$ is continuous. Indeed, for any $x \in K_{d}^{+}$and $f \in \mathbf{R}^{d-1}$

$$
Z\left(S_{f} x\right)=\int_{\mathbf{R}^{d-1}} e^{\Lambda\left(g, S_{f} x\right)} d g_{1} \cdots d g_{d-1}=e^{-\Lambda(f, x)} \int_{\mathbf{R}^{d-1}} e^{\Lambda(g+f, x)} d g_{1} \cdots d g_{d-1}=e^{-\Lambda(f, x)} Z(x)
$$

which proves (2.14).
(ii) Let $F$ be an arbitrary nonnegative Borel function on $K_{d}^{+}$. By the last equality of (S.8)

$$
\int_{K_{d}^{+}} F(x) e^{-H(x)} m(d x)=\int_{K_{d}^{+}} F\left(S_{f} x\right) e^{-H\left(S_{f} x\right)} m(d x), \quad f \in \mathbf{R}^{d-1}
$$

or equivalently

$$
\int_{K_{d}^{+}} F(x) v(d x)=\int_{K_{d}^{+}} F\left(S_{f} x\right) e^{H(x)-H\left(S_{f} x\right)} v(d x), \quad f \in \mathbf{R}^{d-1} .
$$

Replacing $F$ by $F \circ S_{-f}$, we get (2.15) with $\Lambda(f, x)=H(x)-H\left(S_{f} x\right)$. This shows the required quasi-invariance property. Since $H$ is continuous, uniqueness follows from the assertion (i).

For $\Lambda$ given by (2.3), we shall verify the condition $v\left(K_{d}^{+}\right)=1$ under the irreducibility assumption of Theorem 1.1. Set $I=\{1, \ldots, d\}$. Define $\boldsymbol{B}=\left(\lambda_{i j}\right)_{i, j \in I}$ and decompose $(b(x), f)$ into

$$
\begin{equation*}
(b(x), f)=\langle\bar{x}, \boldsymbol{B} \hat{f}\rangle+\langle\zeta(x), \hat{f}\rangle, \quad f=\left(f_{1}, \ldots, f_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1} \tag{2.17}
\end{equation*}
$$

where $\hat{f}=\left(f_{1}, \ldots, f_{d-1}, 0\right)^{\prime} \in \mathbf{R}^{d}$ and $\zeta(x)=\left(\zeta_{1}(x), \ldots, \zeta_{d}(x)\right)^{\prime}$ is defined by

$$
\zeta_{i}(x)=x_{i}\left(\gamma_{i}-\langle\bar{x}, \boldsymbol{\gamma}\rangle\right), \quad i \in I
$$

Given $\boldsymbol{\xi}, \eta \in \mathbf{R}^{d}$, define $\boldsymbol{\xi} \eta \in \mathbf{R}^{d}$ by

$$
\xi \eta=\left(\xi_{1} \eta_{1}, \ldots, \xi_{d} \eta_{d}\right)^{\prime}
$$

Observe that for all $x \in K_{d}$ and $\boldsymbol{\xi} \in \mathbf{R}^{d}$

$$
\begin{equation*}
\langle\zeta(x), \boldsymbol{\xi}\rangle=\langle\bar{x}, \boldsymbol{\gamma} \boldsymbol{\xi}\rangle-\langle\bar{x}, \boldsymbol{\gamma}\rangle\langle\bar{x}, \boldsymbol{\xi}\rangle, \tag{2.18}
\end{equation*}
$$

and that

$$
\begin{equation*}
|\langle\zeta(x), \boldsymbol{\xi}\rangle| \leqslant \omega(\boldsymbol{\gamma})\langle\bar{x},| \boldsymbol{\xi}| \rangle, \tag{2.19}
\end{equation*}
$$

where $\omega(\boldsymbol{\gamma})=\max \left\{\left|\gamma_{i}-\gamma_{j}\right| ; i, j \in I\right\}$ and $|\boldsymbol{\xi}|=\left(\left|\xi_{1}\right|, \ldots,\left|\xi_{d}\right|\right)^{\prime} \in \mathbf{R}^{d}$. Define $\check{\xi}_{\boldsymbol{\xi}}=\left(\check{\xi}_{1}, \ldots, \check{\xi}_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1}$ by $\breve{\xi}_{i}=\xi_{i}-\xi_{d}(i=1, \ldots, d-1)$. It is obvious that

$$
\begin{equation*}
\xi=(\hat{\xi})+\xi_{d} \mathbf{1}, \quad \xi \in \mathbf{R}^{d} . \tag{2.20}
\end{equation*}
$$

Lemma 2.3. Suppose that $\boldsymbol{B}=\left(\lambda_{i j}\right)_{i, j \in I}$ is irreducible in the same sense as in Theorem 1.1. If $v \in \mathcal{M}_{1}\left(K_{d}\right)$ is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda$ given by (2.3), then $\nu\left(K_{d}^{+}\right)=1$.

Proof. Let $f \in \mathbf{R}^{d-1}$ be given. Put $\rho=\omega(\boldsymbol{\gamma})$. Define

$$
\begin{equation*}
F(x)=\exp \left[-2(1+\rho) \int_{0}^{1}\left\langle\overline{S_{u f} x}, \hat{f}\right\rangle d u-2 \int_{0}^{1}\left\langle\zeta\left(S_{u f} x\right), \hat{f}\right\rangle d u\right] . \tag{2.21}
\end{equation*}
$$

Then by (2.3) and (2.17)

$$
F(x) \exp \Lambda(f, x)=\exp \left[-2 \int_{0}^{1}\left\langle\overline{S_{u f} x},(1+\rho) \hat{f}-\boldsymbol{B} \hat{f}\right\rangle d u\right]
$$

So the quasi-invariance (2.1) implies that

$$
\begin{align*}
& \int_{K_{d}} \exp \left[-2 \int_{0}^{1}\left\langle\overline{S_{u f} x},(1+\rho) \hat{f}-\boldsymbol{B} \hat{f}\right\rangle d u\right] v(d x) \\
& \quad=\int_{K_{d}} \exp \left[-2(1+\rho) \int_{0}^{1}\left\langle\overline{S_{-u f} x}, \hat{f}\right\rangle d u-2 \int_{0}^{1}\left\langle\zeta\left(S_{-u f} x\right), \hat{f}\right\rangle d u\right] v(d x) . \tag{2.22}
\end{align*}
$$

Since (2.22) holds true if $\hat{f}$ is replaced by $\hat{f}+C \mathbf{1}=: \boldsymbol{\xi}$ with $C \in \mathbf{R}$ being arbitrary, we have also by (2.20)

$$
\begin{align*}
& \int_{K_{d}} \exp \left[-2 \int_{0}^{1}\left\langle\overline{S_{u \xi} x},(1+\rho) \boldsymbol{\xi}-\boldsymbol{B} \boldsymbol{\xi}\right\rangle d u\right] v(d x) \\
& \quad=\int_{K_{d}} \exp \left[-2(1+\rho) \int_{0}^{1}\left\langle\overline{S_{-u \xi} x}, \boldsymbol{\xi}\right\rangle d u-2 \int_{0}^{1}\left\langle\zeta\left(S_{-u \xi} x\right), \boldsymbol{\xi}\right\rangle d u\right] v(d x) \tag{2.23}
\end{align*}
$$

for any $\boldsymbol{\xi} \in \mathbf{R}^{d}$. In the case where $\xi_{i} \geqslant 0(i \in I)$, it follows from (2.19) and $\rho=\omega(\boldsymbol{\gamma})$ that

$$
\begin{equation*}
\int_{K_{d}} \exp \left[-2 \int_{0}^{1}\left\langle\overline{S_{u \breve{\xi}^{x}}},(1+\rho) \boldsymbol{\xi}-\boldsymbol{B} \boldsymbol{\xi}\right\rangle d u\right] v(d x) \leqslant \int_{K_{d}} \exp \left[-2 \int_{0}^{1}\left\langle\overline{S_{-u \xi^{\boldsymbol{\xi}}}}, \boldsymbol{\xi}\right\rangle d u\right] v(d x) \tag{2.24}
\end{equation*}
$$

Let $k \in I$ be arbitrary and put $\boldsymbol{\varepsilon}^{(k)}=\left(\delta_{i k}\right)_{i \in I} \in \mathbf{R}^{d}$. For any $c>0$, consider $\boldsymbol{\xi}=c \boldsymbol{\eta}$ with

$$
\eta=\int_{0}^{\infty} e^{-(1+\rho) t} e^{t \boldsymbol{B}} \boldsymbol{\varepsilon}^{(k)} d t \quad \text { and } \quad e^{t \boldsymbol{B}}=\sum_{n=0}^{\infty} \frac{t^{n}}{n!} \boldsymbol{B}^{n} .
$$

Then $(1+\rho) \boldsymbol{\eta}-\boldsymbol{B} \boldsymbol{\eta}=\boldsymbol{\varepsilon}^{(k)}$ and hence (2.24) becomes

$$
\begin{equation*}
\int_{K_{d}} \exp \left[-2 c \int_{0}^{1}\left(S_{u c \check{\eta}} x\right)_{k} d u\right] v(d x) \leqslant \int_{K_{d}} \exp \left[-2 c \int_{0}^{1}\left\langle\overline{S_{-u c \check{\eta}} x}, \eta\right\rangle d u\right] v(d x) \tag{2.25}
\end{equation*}
$$

Here the irreducibility of $\boldsymbol{B}$ implies that $\eta_{i}>0$ for each $i \in I$. Therefore the right-hand side of (2.25) tends to 0 as $c \rightarrow \infty$, while it follows from (S.1) that the left-hand side is bounded from below by $v\left(\left\{x \in K_{d}: x_{k}=0\right\}\right)$. Consequently, $x_{k}>0, v$-a.s. Since $k \in I$ is arbitrary, $v\left(K_{d}^{+}\right)=1$ as required.

Before proving Theorem 1.1, we show a simple lemma. Define $\bar{a}(x)=\left(a_{i j}(x)\right)_{i, j \in I}$, where $a_{i j}(x)$ are the same as in (1.3) even for $i=d$ or $j=d$.

Lemma 2.4. Let $\boldsymbol{\xi} \in \mathbf{R}^{d}$ and $g \in \mathbf{R}^{d-1}$. Then

$$
\begin{equation*}
\left.\frac{d}{d t}\left\langle\overline{S_{t g} x}, \boldsymbol{\xi}\right\rangle\right|_{t=0}=\langle\bar{a}(x) \hat{g}, \boldsymbol{\xi}\rangle \tag{2.26}
\end{equation*}
$$

Proof. Noting that the left-hand side of (2.26) does not change its value after replacement $\boldsymbol{\xi} \mapsto \boldsymbol{\xi}+C \mathbf{1}$, we use (S.5) to get

$$
\left.\frac{d}{d t}\left\langle\overline{S_{t g} x}, \boldsymbol{\xi}\right\rangle\right|_{t=0}=\left.\frac{d}{d t}\left(S_{t g} x, \check{\boldsymbol{\xi}}\right)\right|_{t=0}=(a(x) g, \check{\boldsymbol{\xi}})=(g, a(x) \check{\boldsymbol{\xi}})
$$

Hence (2.26) is easily shown by observing that $(a(x) \check{\xi})_{i}=(\bar{a}(x) \xi)_{i}, i \in\{1, \ldots, d-1\}$.
Proof of Theorem 1.1. First suppose that there exists a reversible distribution $v \in \mathcal{M}_{1}\left(K_{d}\right)$ of the G-S diffusion. According to remark (iv) after Theorem 1.1, we assume also that $d \geqslant 3$. By Theorem $2.1 v$ is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $\Lambda$ given by (2.3). Since we have both irreducibility of $\boldsymbol{B}=\left(\lambda_{i j}\right)$ and continuity of $\Lambda$, Lemmas 2.2(i) and 2.3 together imply that there exists a function $H(x)(:=\log Z(x))$ on $K_{d}^{+}$such that

$$
H(x)-H\left(S_{t f} x\right)=\Lambda(t f, x)=2 \int_{0}^{t}\left(b\left(S_{u f} x\right), f\right) d u, \quad f \in \mathbf{R}^{d-1}
$$

and therefore

$$
\begin{equation*}
(b(x), f)=-\left.\frac{1}{2} \frac{d}{d t} H\left(S_{t f} x\right)\right|_{t=0}, \quad f \in \mathbf{R}^{d-1} \tag{2.27}
\end{equation*}
$$

We claim that $H$ is sufficiently smooth on $K_{d}^{+}$. Fixing $y \in K_{d}^{+}$arbitrarily, consider

$$
G(f):=H\left(S_{f} y\right)=H(y)-2 \int_{0}^{1}\left(b\left(S_{u f} y\right), f\right) d u
$$

as a function of $f \in \mathbf{R}^{d-1}$. Then $G$ is smooth by (2.17) and (S.5). By (S.4) the equation $S_{\Psi(x)} y=x$ defines a map $\Psi: K_{d}^{+} \rightarrow \mathbf{R}^{d-1}$. This is nothing but the inverse of $\mathbf{R}^{d-1} \ni f \mapsto S_{f} y \in K_{d}^{+}$, whose Jacobian matrix is nondegenerate and smooth by (S.5). Hence the inverse function theorem implies smoothness of $\Psi$ and accordingly of the composition $H=G \circ \Psi$.

Consequently (2.27) yields symmetry of the form

$$
\begin{align*}
\left.\frac{d}{d t}\left(b\left(S_{t g} x\right), f\right)\right|_{t=0} & =-\left.\frac{1}{2} \frac{\partial^{2}}{\partial t \partial u} H\left(S_{u f+t g} x\right)\right|_{t=0, u=0}=-\left.\frac{1}{2} \frac{\partial^{2}}{\partial t \partial u} H\left(S_{t f+u g} x\right)\right|_{t=0, u=0} \\
& =\left.\frac{d}{d t}\left(b\left(S_{t f} x\right), g\right)\right|_{t=0}, \quad f, g \in \mathbf{R}^{d-1} \tag{2.28}
\end{align*}
$$

Making use of (2.17), (2.18), and (2.26), one can compute the most right-hand side of (2.28) as

$$
\begin{align*}
\left.\frac{d}{d t}\left(b\left(S_{t f} x\right), g\right)\right|_{t=0} & =\left.\frac{d}{d t}\left\langle\overline{S_{t f} x}, \boldsymbol{B} \hat{g}\right\rangle\right|_{t=0}+\left.\frac{d}{d t}\left\langle\overline{S_{t f} x}, \boldsymbol{\gamma} \hat{g}\right\rangle\right|_{t=0}-\left.\frac{d}{d t}\left(\left\langle\overline{S_{t f} x}, \boldsymbol{\gamma}\right\rangle\left\langle\overline{S_{t f} x}, \hat{g}\right\rangle\right)\right|_{t=0} \\
& =\langle\bar{a}(x) \hat{f}, \boldsymbol{B} \hat{g}\rangle+\langle\bar{a}(x) \hat{f}, \boldsymbol{\gamma} \hat{g}\rangle-\langle\bar{a}(x) \hat{f}, \boldsymbol{\gamma}\rangle\langle\bar{x}, \hat{g}\rangle-\langle\bar{x}, \boldsymbol{\gamma}\rangle\langle\bar{a}(x) \hat{f}, \hat{g}\rangle \\
& =\langle\bar{a}(x) \hat{f}, \boldsymbol{B} \hat{g}\rangle+\langle\bar{a}(x) \hat{f}, \boldsymbol{\gamma}(\hat{g}-\langle\bar{x}, \hat{g}\rangle \mathbf{1})\rangle-\langle\bar{x}, \boldsymbol{\gamma}\rangle\langle\bar{a}(x) \hat{f}, \hat{g}\rangle . \tag{2.29}
\end{align*}
$$

Noting that this quantity does not change the value when replacing $f$ and $g$ by $\hat{f}+C_{1} \mathbf{1}=: \xi$ and $\hat{g}+C_{2} \mathbf{1}=: \eta$ respectively and that the last term of (2.29) is symmetric in $f$ and $g$, we see that (2.28) is equivalent to

$$
\begin{equation*}
J_{1}(x)[\boldsymbol{\xi}, \boldsymbol{\eta}]:=\langle\bar{a}(x) \boldsymbol{\xi}, \boldsymbol{B} \boldsymbol{\eta}\rangle+\langle\bar{a}(x) \boldsymbol{\xi}, \boldsymbol{\gamma}(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle=J_{1}(x)[\boldsymbol{\eta}, \boldsymbol{\xi}], \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbf{R}^{d} . \tag{2.30}
\end{equation*}
$$

Moreover, rewriting the bilinear form $J_{1}(x)$ in terms of $\boldsymbol{\beta}$ by using Lemma A. 1 in Appendix A and then removing a symmetric part, we obtain from (2.30)

$$
\begin{equation*}
J_{2}(x)[\boldsymbol{\xi}, \boldsymbol{\eta}]=J_{2}(x)[\boldsymbol{\eta}, \boldsymbol{\xi}], \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbf{R}^{d}, \tag{2.31}
\end{equation*}
$$

where

$$
\begin{align*}
J_{2}(x)[\boldsymbol{\xi}, \boldsymbol{\eta}]= & \langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})(\boldsymbol{B} \boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{B} \boldsymbol{\eta}\rangle \mathbf{1})\rangle-\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})\langle\bar{x}, \boldsymbol{\gamma}(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle \\
= & \langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\xi}(\boldsymbol{B} \boldsymbol{\eta})\rangle-\langle\bar{x}, \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{B} \boldsymbol{\eta})\rangle-\langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{B} \boldsymbol{\eta}\rangle+\langle\bar{x}, \boldsymbol{\beta}\rangle\langle\bar{x}, \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{B} \boldsymbol{\eta}\rangle \\
& -(\langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\xi}\rangle-\langle\bar{x}, \boldsymbol{\beta}\rangle\langle\bar{x}, \boldsymbol{\xi}\rangle)(\langle\bar{x}, \boldsymbol{\gamma} \boldsymbol{\eta}\rangle-\langle\bar{x}, \boldsymbol{\gamma}\rangle\langle\bar{x}, \boldsymbol{\eta}\rangle) . \tag{2.32}
\end{align*}
$$

Let $\boldsymbol{\varepsilon}^{(k)}, k \in I$ be the unit vectors in the proof of Lemma 2.3 and consider equalities

$$
\begin{equation*}
J_{2}(x)\left[\boldsymbol{\varepsilon}^{(i)}, \boldsymbol{\varepsilon}^{(j)}\right]=J_{2}(x)\left[\boldsymbol{\varepsilon}^{(j)}, \boldsymbol{\varepsilon}^{(i)}\right], \quad x \in K_{d}^{+}, i, j \in I . \tag{2.33}
\end{equation*}
$$

Clearly

$$
\begin{align*}
J_{2}(x)\left[\boldsymbol{\varepsilon}^{(i)}, \boldsymbol{\varepsilon}^{(j)}\right]= & x_{i} \beta_{i}\left(\boldsymbol{B}^{(j)}\right)_{i}-x_{i}\left\langle\bar{x}, \boldsymbol{\beta} \cdot \boldsymbol{B} \boldsymbol{\varepsilon}^{(j)}\right\rangle-x_{i} \beta_{i}\left\langle\bar{x}, \boldsymbol{B}^{(j)}\right\rangle \\
& +x_{i}\langle\bar{x}, \boldsymbol{\beta}\rangle\left\langle\bar{x}, \boldsymbol{B} \boldsymbol{\varepsilon}^{(j)}\right\rangle-x_{i}\left(\beta_{i}-\langle\bar{x}, \boldsymbol{\beta}\rangle\right) x_{j}\left(\gamma_{j}-\langle\bar{x}, \boldsymbol{\gamma}\rangle\right) . \tag{2.34}
\end{align*}
$$

Given distinct $i, j \in I$, take an arbitrary $k \in I \backslash\{i, j\}$. This is possible because $d \geqslant 3$. We regard (2.33) as identities between polynomials with $d-1$ independent variables $\left\{x_{l}: l \in I, l \neq k\right\}$. Note that

$$
\begin{equation*}
\langle\bar{x}, \boldsymbol{\beta}\rangle=\beta_{k}+\sum_{l \in I \backslash\{k\}} x_{l}\left(\beta_{l}-\beta_{k}\right) \tag{2.35}
\end{equation*}
$$

and similarly

$$
\left\langle\bar{x}, \boldsymbol{B} \boldsymbol{\varepsilon}^{(j)}\right\rangle=\left(\boldsymbol{B} \boldsymbol{\varepsilon}^{(j)}\right)_{k}+\sum_{l \in I \backslash\{k\}} x_{l}\left(\left(\boldsymbol{B}^{(j)}\right)_{l}-\left(\boldsymbol{B}^{(j)}\right)_{k}\right)=\lambda_{k j}+\sum_{l \in I \backslash \backslash k\}} x_{l}\left(\lambda_{l j}-\lambda_{k j}\right) .
$$

Comparing coefficients of a monomial $x_{i}$ in (2.33), we get

$$
\beta_{i}\left(\lambda_{i j}-\lambda_{k j}\right)=0, \quad i \neq j \neq k .
$$

This makes it possible to define $q_{j}=2 \lambda_{i j} \quad(i \neq j)$ for each $j \in I$, and (1.5) has been derived. It follows from the irreducibility of $\left(\lambda_{i j}\right)_{i, j \in I}$ that $\boldsymbol{q}:=\left(q_{1}, \ldots, q_{d}\right)^{\prime} \in \mathbf{R}_{+}^{d}$.

For each $\boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d}\right)^{\prime} \in \mathbf{R}^{d}, \boldsymbol{B} \boldsymbol{\xi}$ is now of the form

$$
(\boldsymbol{B} \boldsymbol{\xi})_{i}=\left(\langle\boldsymbol{p}, \boldsymbol{\xi}\rangle-\xi_{i}\right)\langle\boldsymbol{q}, \mathbf{1}\rangle / 2, \quad i \in I
$$

where $\boldsymbol{p}=\left(p_{1}, \ldots, p_{d}\right)^{\prime} \in K_{d}^{+}$is given by $p_{i}=\langle\boldsymbol{q}, \mathbf{1}\rangle^{-1} q_{i}(i \in I)$. Therefore, the previous expression (2.32) of $J_{2}(x)[\boldsymbol{\xi}, \boldsymbol{\eta}]$ is simplified as follows.

$$
\begin{align*}
J_{2}(x)[\boldsymbol{\xi}, \eta]= & -\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle\langle\boldsymbol{q}, \mathbf{1}\rangle / 2 \\
& -\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})\rangle\langle\bar{x}, \boldsymbol{\gamma}(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle . \tag{2.36}
\end{align*}
$$

By ignoring the first term in the right-hand side of (2.36) which is symmetric, (2.31) becomes

$$
\begin{equation*}
J_{3}(x)[\boldsymbol{\xi}, \boldsymbol{\eta}]:=\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})\rangle\langle\bar{x}, \boldsymbol{\gamma}(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle=J_{3}(x)[\boldsymbol{\eta}, \boldsymbol{\xi}], \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbf{R}^{d} \tag{2.37}
\end{equation*}
$$

Consider again the special cases:

$$
\begin{equation*}
J_{3}(x)\left[\boldsymbol{\varepsilon}^{(i)}, \boldsymbol{\varepsilon}^{(j)}\right]=J_{3}(x)\left[\boldsymbol{\varepsilon}^{(j)}, \boldsymbol{\varepsilon}^{(i)}\right], \quad x \in K_{d}^{+}, i, j \in I \tag{2.38}
\end{equation*}
$$

By the assumption that $\boldsymbol{\beta} \neq C \mathbf{1}$ for any $C$, there exists a $k \in I$ such that $I_{k}:=\left\{i \in I: \beta_{i} \neq \beta_{k}\right\}$ has at least two distinct elements. We fix such a $k$ and take $i, j \in I \backslash\{k\}$ such that $i \neq j$. Observing that

$$
J_{3}(x)\left[\boldsymbol{\varepsilon}^{(i)}, \boldsymbol{\varepsilon}^{(j)}\right]=x_{i}\left(\beta_{i}-\langle\bar{x}, \boldsymbol{\beta}\rangle\right) x_{j}\left(\gamma_{j}-\langle\bar{x}, \boldsymbol{\gamma}\rangle\right)
$$

and using (2.35), one can rewrite (2.38) as

$$
\begin{aligned}
& x_{i}\left(\beta_{i}-\beta_{k}-\sum_{l \in I \backslash\{k\}} x_{l}\left(\beta_{l}-\beta_{k}\right)\right) x_{j}\left(\gamma_{j}-\gamma_{k}-\sum_{l \in I \backslash\{k\}} x_{l}\left(\gamma_{l}-\gamma_{k}\right)\right) \\
& \quad=x_{i}\left(\beta_{j}-\beta_{k}-\sum_{l \in I \backslash\{k\}} x_{l}\left(\beta_{l}-\beta_{k}\right)\right) x_{j}\left(\gamma_{i}-\gamma_{k}-\sum_{l \in I \backslash\{k\}} x_{l}\left(\gamma_{l}-\gamma_{k}\right)\right),
\end{aligned}
$$

which is also regarded as identities between polynomials with $d-1$ independent variables $\left\{x_{l}: l \in I, l \neq k\right\}$. So by comparing coefficients of $x_{i} x_{j}$, one reduces to

$$
\begin{equation*}
\left(\beta_{i}-\beta_{k}\right)\left(\gamma_{j}-\gamma_{k}\right)=\left(\beta_{j}-\beta_{k}\right)\left(\gamma_{i}-\gamma_{k}\right), \quad i \neq k \neq j \tag{2.39}
\end{equation*}
$$

This implies the existence of a constant $C$ such that

$$
\begin{equation*}
\gamma_{i}-\gamma_{k}=C\left(\beta_{i}-\beta_{k}\right), \quad i \in I_{k} \cup\{k\} . \tag{2.40}
\end{equation*}
$$

The restriction $i \in I_{k} \cup\{k\}$ in (2.40) can be removed as follows. If $i \notin I_{k} \cup\{k\}$, then $i \neq k$ and $\beta_{i}=\beta_{k}$. On the other hand, taking $j \in I_{k}$ arbitrarily, we see that $i, j, k$ are mutually distinct and hence by (2.39)

$$
\left(\beta_{j}-\beta_{k}\right)\left(\gamma_{i}-\gamma_{k}\right)=\left(\beta_{i}-\beta_{k}\right)\left(\gamma_{j}-\gamma_{k}\right)=0
$$

which shows that

$$
\gamma_{i}-\gamma_{k}=0=C\left(\beta_{i}-\beta_{k}\right)
$$

Consequently

$$
\gamma_{i}-C \beta_{i}=\gamma_{k}-C \beta_{k}, \quad i \in I
$$

Thus $\boldsymbol{\gamma}=C \boldsymbol{\beta}+C^{\prime} \mathbf{1}$ holds with $C^{\prime}=\gamma_{k}-C \beta_{k}$. This proves (1.6).
It remains to show that, under the conditions (1.5) and (1.6), (1.7) is a reversible distribution of the G-S diffusion. (As mentioned in the paragraph above Theorem 1.1, the uniqueness of stationary distribution is due to Shiga.) According to these conditions, $b_{i}(x)$ 's are of the form

$$
\begin{equation*}
b_{i}(x)=\frac{1}{2}\left(q_{i}-\langle\boldsymbol{q}, \mathbf{1}\rangle x_{i}\right)+C x_{i}\left(\beta_{i}-\langle\bar{x}, \boldsymbol{\beta}\rangle\right), \quad i=1, \ldots, d-1 \tag{2.41}
\end{equation*}
$$

By virtue of Theorem 2.1, Lemmas 2.2 and 2.3 , it suffices to verify an equality

$$
\begin{equation*}
(b(x), f)=-\left.\frac{1}{2} \frac{d}{d t} H\left(S_{t f} x\right)\right|_{t=0}, \quad x \in K_{d}^{+}, f \in \mathbf{R}^{d-1} \tag{2.42}
\end{equation*}
$$

or

$$
\begin{equation*}
b(x)=-\frac{1}{2} a(x) \nabla H(x), \quad x \in K_{d}^{+}, \tag{2.43}
\end{equation*}
$$

where

$$
H(x)=\sum_{i=1}^{d} q_{i} \beta_{i}^{-1} \log \left(x_{i}^{-1}\right)+\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle+2 C\right) \log \left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle .
$$

Indeed, $H$ satisfies the assumption of Lemma 2.2(ii), and so $\nu(d x):=e^{-H(x)} m(d x) / Z$ is quasi-invariant under $\left\{S_{f}\right\}$ with cocycle $H(x)-H\left(S_{f} x\right)$, which equals $\Lambda(f, x)$ given by (2.3) because of (2.42). Therefore, it follows from Theorem 2.1 that $v$ is a reversible distribution of the G-S diffusion, and the coincidence of $v$ with (1.7) is seen from the formula for $\operatorname{det} a(x)$ given in Proposition A. 1 of Appendix A.

Since by direct calculation

$$
\begin{equation*}
-\frac{1}{2} \frac{\partial H}{\partial x_{i}}=\frac{q_{i}}{2 \beta_{i} x_{i}}-\frac{q_{d}}{2 \beta_{d} x_{d}}-\frac{\left\langle q, \boldsymbol{\beta}^{-1}\right\rangle+2 C}{2\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}\left(\beta_{i}^{-1}-\beta_{d}^{-1}\right), \tag{2.44}
\end{equation*}
$$

(2.43) is verified straightforwardly. (Alternatively, compute $a(x)^{-1} b(x)$ by using (2.41) and (A.6) in Appendix A to deduce the right-hand side of (2.44).) The proof of Theorem 1.1 is completed.

## 3. Analytic aspects of reversible distributions

In this section, we discuss some aspects of reversible distributions obtained in Theorem 1.1, namely

$$
\begin{equation*}
P_{\boldsymbol{\beta}, \boldsymbol{q}, C}(d x):=\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle^{-\left\langle q, \boldsymbol{\beta}^{-1}\right\rangle-2 C-1} \prod_{i=1}^{d} x_{i}^{q_{i} \beta_{i}^{-1}-1} d x_{1} \cdots d x_{d-1} / Z_{\beta, \boldsymbol{q}, C} \tag{3.1}
\end{equation*}
$$

where $\boldsymbol{\beta}^{-1}=\left(\beta_{1}^{-1}, \ldots, \beta_{d}^{-1}\right)^{\prime}, \boldsymbol{q}=\left(q_{1}, \ldots, q_{d}\right)^{\prime} \in \mathbf{R}_{+}^{d}, C \in \mathbf{R}$, and $Z_{\boldsymbol{\beta}, \boldsymbol{q}, C}$ is the normalization constant. In case of $\boldsymbol{\beta}=\mathbf{1}, P_{\mathbf{1}, \boldsymbol{q}, C}=P_{\mathbf{1}, \boldsymbol{q}, 0}$ coincides with the Dirichlet distribution $D_{\boldsymbol{q}}$ with parameter $\boldsymbol{q}$ :

$$
\begin{equation*}
D_{\boldsymbol{q}}(d x)=\frac{\Gamma(\langle\boldsymbol{q}, \mathbf{1}\rangle)}{\prod_{i=1}^{d} \Gamma\left(q_{i}\right)} \prod_{i=1}^{d} x_{i}^{q_{i}-1} d x_{1} \cdots d x_{d-1}, \tag{3.2}
\end{equation*}
$$

where $\Gamma(\cdot)$ stands for the gamma function. We see from (3.1) and (3.2) that $P_{\beta, q, C}$ and $D_{q \beta^{-1}}$ are equivalent and that the density function satisfies the following uniform bound

$$
\begin{equation*}
\left|\log \frac{d P_{\boldsymbol{\beta}, \boldsymbol{q}, C}}{d D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}}(x)\right| \leqslant 2\left|\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle+2 C+1\right| \max _{1 \leqslant i \leqslant d}\left|\log \beta_{i}\right|, \quad x \in K_{d}^{+} . \tag{3.3}
\end{equation*}
$$

The integral

$$
\begin{equation*}
Z_{\boldsymbol{\beta}, \boldsymbol{q}, C} \frac{\Gamma\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle\right)}{\prod_{i=1}^{d} \Gamma\left(q_{i} \beta_{i}^{-1}\right)}=\int_{K_{d}^{+}}\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle^{-\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle-2 C-1} D_{q \boldsymbol{\beta}^{-1}}(d x) \tag{3.4}
\end{equation*}
$$

can be thought of as expectation with respect to a distribution of mean of a Dirichlet process, finite dimensional laws of which are Dirichlet distributions. Such processes have been studied in many contexts. (See [2] and references
therein.) Among analytic methods available, we employ quasi-invariance of $D_{q}$ to study the right-hand side of (3.4). Note that quasi-invariance of the Dirichlet process follows from that of the corresponding gamma process found in [26] and [27]. See also [10]. We will use the following notation.

$$
\begin{aligned}
& \log \boldsymbol{\alpha}=\left(\log \alpha_{1}, \ldots, \log \alpha_{d}\right)^{\prime}, \quad \boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{d}\right)^{\prime} \in \mathbf{R}_{+}^{d} \\
& \exp \boldsymbol{\xi}=\left(e^{\xi_{1}}, \ldots, e^{\xi_{d}}\right)^{\prime}, \quad \boldsymbol{\xi}=\left(\xi_{1}, \ldots, \xi_{d}\right)^{\prime} \in \mathbf{R}^{d}
\end{aligned}
$$

Lemma 3.1. Let $\boldsymbol{\alpha} \in \mathbf{R}_{+}^{d}$ and $\lambda \in \mathbf{R}$. Then

$$
\begin{equation*}
\int_{K_{d}^{+}}\left\langle\bar{x}, \boldsymbol{\alpha}^{-1}\right\rangle^{-\langle\boldsymbol{q}, \mathbf{1}\rangle-\lambda} D_{q}(d x)=e^{\langle\boldsymbol{q}, \log \alpha\rangle} \int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\alpha}\rangle^{\lambda} D_{q}(d x) . \tag{3.5}
\end{equation*}
$$

In particular, the normalization $Z_{\beta, q, 0}$ for $C=0$ is expressed as

$$
\begin{equation*}
Z_{\boldsymbol{\beta}, \boldsymbol{q}, 0} \frac{\Gamma\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle\right)}{\prod_{i=1}^{d} \Gamma\left(q_{i} \beta_{i}^{-1}\right)}=e^{\left\langle\boldsymbol{q} \boldsymbol{\beta}^{-1}, \log \boldsymbol{\beta}\right\rangle} \int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\beta}\rangle D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}(d x)=e^{\left\langle\boldsymbol{q} \boldsymbol{\beta}^{-1}, \log \boldsymbol{\beta}\right\rangle} \frac{\langle\boldsymbol{q}, \mathbf{1}\rangle}{\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle} \tag{3.6}
\end{equation*}
$$

Proof. We give a self-contained proof by applying Theorem 2.1 to the case where $\boldsymbol{\beta}=\mathbf{1}$ and $b_{i}(x)=\left(q_{i}-\right.$ $\left.\langle\boldsymbol{q}, \mathbf{1}\rangle x_{i}\right) / 2, i \in\{1, \ldots, d-1\}$. In this case, the associated transformations, denoted by $S_{f}^{\mathbf{1}}$, take the form

$$
\begin{equation*}
\left(S_{f}^{\mathbf{1}} x\right)_{i}=\frac{e^{f_{i}} x_{i}}{\sum_{j=1}^{d-1} e^{f_{j}} x_{j}+x_{d}}=\frac{e^{f_{i}} x_{i}}{\langle\bar{x}, \exp \hat{f}\rangle}, \quad i \in\{1, \ldots, d-1\} \tag{3.7}
\end{equation*}
$$

(see (A.24) for the proof), and this allows one to compute

$$
\begin{equation*}
\Lambda(f, x):=2 \int_{0}^{1}\left(b\left(S_{u f}^{\mathbf{1}} x\right), f\right) d u=\langle\boldsymbol{q}, \mathbf{1}\rangle(\langle\boldsymbol{p}, \hat{f}\rangle-\log \langle\bar{x}, \exp \hat{f}\rangle) \tag{3.8}
\end{equation*}
$$

where $\boldsymbol{p}=\langle\boldsymbol{q}, \mathbf{1}\rangle^{-1} \boldsymbol{q}$. By the last half of Theorem 1.1 and Theorem 2.1 with $\boldsymbol{\beta}=\mathbf{1}$ together $D_{\boldsymbol{q}}=P_{\mathbf{1}, \boldsymbol{q}, 0}$ is quasiinvariant under $\left\{S_{f}^{\mathbf{1}}\right\}$ with cocycle given by (3.8). Hence, putting $\boldsymbol{\xi}=\log \boldsymbol{\alpha} \in \mathbf{R}^{d}$ and defining $\check{\xi} \in \mathbf{R}^{d-1}$ in the same way as in Section 2, we have

$$
\begin{aligned}
& \int_{K_{d}^{+}}\left\langle\bar{x}, \boldsymbol{\alpha}^{-1}\right\rangle^{-\langle\boldsymbol{q}, \mathbf{1}\rangle-\lambda} D_{\boldsymbol{q}}(d x) \\
& \quad=\int_{K_{d}^{+}}\left\langle\overline{S_{-\check{\xi}}^{\mathbf{1}} x}, \boldsymbol{\alpha}\right\rangle^{\langle\boldsymbol{q}, \mathbf{1}\rangle+\lambda} D_{\boldsymbol{q}}(d x)=\int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\alpha}\rangle^{\langle\boldsymbol{q}, \mathbf{1}\rangle+\lambda} e^{\Lambda(\check{\boldsymbol{\xi}}, x)} D_{\boldsymbol{q}}(d x) \\
& \quad=e^{\langle\boldsymbol{q}, \boldsymbol{\xi}\rangle} \int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\alpha}\rangle^{\langle\boldsymbol{q}, \mathbf{1}\rangle+\lambda} \exp \{-\langle\boldsymbol{q}, \mathbf{1}\rangle \log \langle\bar{x}, \exp \boldsymbol{\xi}\rangle\} D_{\boldsymbol{q}}(d x)=e^{\langle\boldsymbol{q}, \log \boldsymbol{\alpha}\rangle} \int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\alpha}\rangle^{\lambda} D_{\boldsymbol{q}}(d x),
\end{aligned}
$$

proving (3.5). In the above, the first equality follows from (3.7), while the third equality uses (3.8) and the relation (2.20).

It is easily seen from (3.8) combined with an obvious equality

$$
\left.\frac{d}{d u} \int_{K_{d}^{+}} e^{\Lambda(u f, x)} D_{\boldsymbol{q}}(d x)\right|_{u=0}=\left.\frac{d}{d u} \int_{K_{d}^{+}} D_{\boldsymbol{q}}(d x)\right|_{u=0}=0
$$

holding for each $f \in \mathbf{R}^{d-1}$ that

$$
\int_{K_{d}^{+}}(\langle\boldsymbol{p}, \hat{f}\rangle-\langle\bar{x}, \hat{f}\rangle) D_{\boldsymbol{q}}(d x)=0,
$$

and hence

$$
\begin{equation*}
\int_{K_{d}^{+}}\langle\bar{x}, \boldsymbol{\xi}\rangle D_{q}(d x)=\langle\boldsymbol{p}, \boldsymbol{\xi}\rangle, \quad \boldsymbol{\xi} \in \mathbf{R}^{d} . \tag{3.9}
\end{equation*}
$$

So letting $\lambda=1$ in (3.5) yields

$$
\begin{equation*}
\int_{K_{d}^{+}}\left\langle\bar{x}, \boldsymbol{\alpha}^{-1}\right\rangle^{-\langle\boldsymbol{q}, \mathbf{1}\rangle-1} D_{\boldsymbol{q}}(d x)=e^{\langle\boldsymbol{q}, \log \boldsymbol{\alpha}\rangle}\langle\boldsymbol{p}, \boldsymbol{\alpha}\rangle=e^{\langle\boldsymbol{q}, \log \boldsymbol{\alpha}\rangle}\langle\boldsymbol{q}, \boldsymbol{\alpha}\rangle /\langle\boldsymbol{q}, \mathbf{1}\rangle . \tag{3.10}
\end{equation*}
$$

Replacing $\boldsymbol{q}$ and $\boldsymbol{\alpha}$ by $\boldsymbol{q} \boldsymbol{\beta}^{-1}$ and $\boldsymbol{\beta}$, respectively, we get the last equality in (3.6). The first equality is shown by combining (3.4) with (3.5). We complete the proof.

Since (3.6) can be rewritten as

$$
Z_{\boldsymbol{\beta}, \boldsymbol{q}, 0}{ }^{-1}=\frac{\Gamma\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle\right)}{\prod_{i=1}^{d} \Gamma\left(q_{i} \beta_{i}^{-1}\right)} \frac{\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle}{\langle\boldsymbol{q}, \mathbf{1}\rangle} \prod_{i=1}^{d}\left(\frac{1}{\beta_{i}}\right)^{q_{i} \beta_{i}-1},
$$

we have a more explicit form of $P_{\beta, q, 0}(d x)$ :

$$
\begin{equation*}
\frac{\Gamma\left(\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle\right)}{\prod_{i=1}^{d} \Gamma\left(q_{i} \beta_{i}^{-1}\right)} \frac{\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle}{\langle\boldsymbol{q}, \mathbf{1}\rangle\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle^{-\left\langle\boldsymbol{q}, \boldsymbol{\beta}^{-1}\right\rangle} \prod_{i=1}^{d}\left(\frac{x_{i}}{\beta_{i}}\right)^{q_{i} \beta_{i}-1} \frac{d x_{1} \cdots d x_{d-1}}{x_{1} \cdots x_{d-1} x_{d}} . \tag{3.11}
\end{equation*}
$$

As the final topic, we discuss logarithmic Sobolev inequalities for reversible G-S diffusions. In view of Theorem 1.1, this means that we restrict ourselves to the case where

$$
\begin{equation*}
b_{i}(x)=\frac{1}{2}\left(q_{i}-\langle\boldsymbol{q}, \mathbf{1}\rangle x_{i}\right)+C x_{i}\left(\beta_{i}-\langle\bar{x}, \boldsymbol{\beta}\rangle\right), \quad i \in\{1, \ldots, d-1\} . \tag{3.12}
\end{equation*}
$$

In addition, $P_{\beta, q, C}$ is the corresponding reversible distribution. In the W-F diffusions case (i.e., the case where $\beta=$ const.1), this kind of inequalities was shown to hold by Stannat [25]. In order to describe such inequalities, we need a bilinear form

$$
\begin{equation*}
\mathcal{E}_{q, C}^{\beta}(F, G)=\frac{1}{2} \int_{K_{d}^{+}}\left(a^{\beta}(x) \nabla F(x), \nabla G(x)\right) P_{\beta, \boldsymbol{q}, C}(d x), \quad F, G \in C^{\infty}\left(K_{d}\right), \tag{3.13}
\end{equation*}
$$

where $C^{\infty}\left(K_{d}\right)=\left\{F \in C\left(K_{d}\right): F(x)=G(x)\left(\forall x \in K_{d}\right)\right.$ for some $\left.G \in C^{\infty}\left(\mathbf{R}^{d-1}\right)\right\}$. In the above and in what follows, we use the notation $a^{\boldsymbol{\beta}}(x)$ instead of $a(x)$ to emphasize the dependency on $\beta$. Since bilinear forms associated with $a^{\beta}(x)$ are calculated as (see Lemma A. 1 in Appendix A)

$$
\left(a^{\boldsymbol{\beta}}(x) f, g\right)=\langle\bar{x}, \boldsymbol{\beta}(\hat{f}-\langle\bar{x}, \hat{f}\rangle \mathbf{1})(\hat{g}-\langle\bar{x}, \hat{g}\rangle \mathbf{1})\rangle, \quad f, g \in \mathbf{R}^{d-1}
$$

it follows from (3.3) that the forms $\mathcal{E}_{\boldsymbol{q}, C}^{\boldsymbol{\beta}}$ and $\mathcal{E}_{q \beta^{-1}, 0}^{1}$ are equivalent in the sense that

$$
\begin{equation*}
c_{1} \mathcal{E}_{q \beta^{-1}, 0}^{1}(F, F) \leqslant \mathcal{E}_{q, C}^{\beta}(F, F) \leqslant c_{2} \mathcal{E}_{q \beta^{-1}, 0}^{1}(F, F), \quad F \in C^{\infty}\left(K_{d}\right) \tag{3.14}
\end{equation*}
$$

for some positive finite constants $c_{1}=c_{1}(\boldsymbol{\beta}, \boldsymbol{q}, C)$ and $c_{2}=c_{2}(\boldsymbol{\beta}, \boldsymbol{q}, C)$. Because the form $\left(\mathcal{E}_{\boldsymbol{q} \boldsymbol{\beta}^{-1}, 0}^{\mathbf{1}}, C^{\infty}\left(K_{d}\right)\right)$ is closable in $L^{2}\left(D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}\right)$ (see [25, p. 670]), $\left(\mathcal{E}_{\boldsymbol{q}, C}^{\boldsymbol{\beta}}, C^{\infty}\left(K_{d}\right)\right)$ is closable in $L^{2}\left(P_{\boldsymbol{\beta}, \boldsymbol{q}, C}\right)$ and the closures of these two forms have a common domain. The logarithmic Sobolev inequalities obtained by Stannat is as follows.

Theorem 3.1 (Stannat, [25], Theorem 2.8). Let $\boldsymbol{q} \in \mathbf{R}_{+}^{d}$. For any $F \in C^{\infty}\left(K_{d}\right)$,

$$
\begin{equation*}
\int_{K_{d}^{+}} F(x)^{2} \log \left(F(x)^{2}\right) D_{\boldsymbol{q}}(d x) \leqslant \frac{320}{\min \left\{q_{1}, \ldots, q_{d}\right\}} \mathcal{E}_{\boldsymbol{q}, 0}^{1}(F, F)+\|F\|_{L^{2}\left(D_{q}\right)}{ }^{2} \log \left(\|F\|_{L^{2}\left(D_{q}\right)}^{2}\right) . \tag{3.15}
\end{equation*}
$$

By virtue of a uniform bound (3.3), we can generalize this result.
Proposition 3.2. Let $\boldsymbol{\beta}, \boldsymbol{q} \in \mathbf{R}_{+}^{d}$ and $C \in \mathbf{R}$. Then there exists a finite constant $c=c(\boldsymbol{\beta}, \boldsymbol{q}, C)$ such that for any $F \in C^{\infty}\left(K_{d}\right)$

$$
\begin{equation*}
\int_{K_{d}^{+}} F(x)^{2} \log \left(F(x)^{2}\right) P_{\boldsymbol{\beta}, \boldsymbol{q}, C}(d x) \leqslant c \mathcal{E}_{\boldsymbol{q}, C}^{\boldsymbol{\beta}}(F, F)+\|F\|_{L^{2}\left(P_{\boldsymbol{\beta}, \boldsymbol{q}, C}\right)}{ }^{2} \log \left(\|F\|_{L^{2}\left(P_{\boldsymbol{\beta}, \boldsymbol{q}, C}\right)}{ }^{2}\right) \tag{3.16}
\end{equation*}
$$

Proof. By the argument in the proof of Lemma (3.13) in [12] (or by Property 4.6 in [8]), one can see from (3.3) existence of a finite constant $c_{3}=c_{3}(\boldsymbol{\beta}, \boldsymbol{q}, C)$ such that

$$
\begin{equation*}
\int_{K_{d}^{+}} F(x)^{2} \log \left(\frac{F(x)^{2}}{\|F\|_{L^{2}\left(P_{\boldsymbol{\beta}, \boldsymbol{q}, C}\right.}{ }^{2}}\right) P_{\boldsymbol{\beta}, \boldsymbol{q}, C}(d x) \leqslant c_{3} \int_{K_{d}^{+}} F(x)^{2} \log \left(\frac{F(x)^{2}}{\left.\|F\|_{L^{2}\left(D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}\right.}\right)^{2}}\right) D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}(d x) \tag{3.17}
\end{equation*}
$$

whenever $F \in L^{2}\left(D_{\boldsymbol{q} \boldsymbol{\beta}^{-1}}\right)=L^{2}\left(P_{\boldsymbol{\beta}, \boldsymbol{q}, C}\right)$. The inequality (3.16) follows from (3.14) and (3.15).
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## Appendix A. Miscellanious calculations for the diffusion matrix

This appendix is devoted to show basic facts of the diffusion matrix $a(x)$ of $L$, some of which are already used in the preceding sections. Let $\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{d}\right)^{\prime} \in \mathbf{R}_{+}^{d}$. For each $x \in K_{d}$, consider a $(d-1) \times(d-1)$-matrix $a(x)=\left(a_{i j}(x)\right)_{1 \leqslant i, j \leqslant d-1}$ and a $d \times d$-matrix $\bar{a}(x)=\left(a_{i j}(x)\right)_{1 \leqslant i, j \leqslant d}$, where

$$
\begin{equation*}
a_{i j}(x)=\delta_{i j} \beta_{i} x_{i}+x_{i} x_{j}\left(\langle\bar{x}, \boldsymbol{\beta}\rangle-\beta_{i}-\beta_{j}\right) \tag{A.1}
\end{equation*}
$$

As before, set $\hat{f}=\left(f_{1}, \ldots, f_{d-1}, 0\right)^{\prime} \in \mathbf{R}^{d}$ for $f=\left(f_{1}, \ldots, f_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1}$, and let $I=\{1, \ldots, d\}$. Bilinear forms associated with these matrices are given in the following lemma.

Lemma A.1. For each $x \in K_{d}$,

$$
\begin{equation*}
(a(x) f, g)=\langle\bar{x}, \boldsymbol{\beta}(\hat{f}-\langle\bar{x}, \hat{f}\rangle \mathbf{1})(\hat{g}-\langle\bar{x}, \hat{g}\rangle \mathbf{1})\rangle, \quad f, g \in \mathbf{R}^{d-1} \tag{A.2}
\end{equation*}
$$

and

$$
\begin{align*}
\langle\bar{a}(x) \boldsymbol{\xi}, \boldsymbol{\eta}\rangle & =\langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\xi} \boldsymbol{\eta}\rangle-\langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{\eta}\rangle-\langle\bar{x}, \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{\beta} \boldsymbol{\eta}\rangle+\langle\bar{x}, \boldsymbol{\beta}\rangle\langle\bar{x}, \boldsymbol{\xi}\rangle\langle\bar{x}, \boldsymbol{\eta}\rangle \\
& =\langle\bar{x}, \boldsymbol{\beta}(\boldsymbol{\xi}-\langle\bar{x}, \boldsymbol{\xi}\rangle \mathbf{1})(\boldsymbol{\eta}-\langle\bar{x}, \boldsymbol{\eta}\rangle \mathbf{1})\rangle, \quad \boldsymbol{\xi}, \boldsymbol{\eta} \in \mathbf{R}^{d} \tag{A.3}
\end{align*}
$$

Proof. In view of $(a(x) f, g)=\langle\bar{a}(x) \hat{f}, \hat{g}\rangle$, it is sufficient to show (A.3) only. This is easily done by considering the case where $\boldsymbol{\xi}=\boldsymbol{\varepsilon}^{(i)}, \boldsymbol{\eta}=\boldsymbol{\varepsilon}^{(j)}(i, j \in I)$. (Here $\boldsymbol{\varepsilon}^{(i)}=\left(\delta_{i k}\right)_{k=1}^{d}, i=1, \ldots, d$.) We omit the details.

It is not difficult to see from Lemma A. 1 that $a(x)$ is degenerate if $x_{i}=0$ for some $i \in I$ and that $\bar{a}(x)$ is always degenerate. The following proposition shows these facts explicitly.

## Proposition A.1.

$$
\begin{equation*}
\operatorname{det} a(x)=\left(\beta_{1} x_{1}\right) \cdots\left(\beta_{d} x_{d}\right)\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle \tag{A.4}
\end{equation*}
$$

Proof. Since $\operatorname{det} a(x)$ is continuous in $x$, we can assume that $x \in K_{d}^{+}$, i.e., $x_{i}>0$ for all $i \in I$. For notational simplicity, set $n=d-1$ and $b=\langle\bar{x}, \boldsymbol{\beta}\rangle$. First observe that
where $r_{i}=\beta_{i} / x_{i}$. Let $f^{(i)}$ be the $i$ th row vector in the above. Subtract $f^{(i-1)}$ from $f^{(i)}(i=n, n-1, \ldots, 2)$ to get

$$
\frac{\operatorname{det} a(x)}{x_{1}^{2} \cdots x_{n}^{2}}=\left|\begin{array}{ccccc}
r_{1}+\left(b-2 \beta_{1}\right) & b-\beta_{1}-\beta_{2} & \cdots & b-\beta_{1}-\beta_{n-1} & b-\beta_{1}-\beta_{n} \\
-r_{1}+d_{1} & r_{2}+d_{1} & \cdots & d_{1} & d_{1} \\
\cdots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots & \ldots \ldots & d_{n-2} \\
d_{n-2} & d_{n-2} & \cdots & r_{n-1}+d_{n-2} & d_{n-2} \\
d_{n-1} & d_{n-1} & \cdots & -r_{n-1}+d_{n-1} & r_{n}+d_{n-1}
\end{array}\right|
$$

where $d_{i}=\beta_{i}-\beta_{i+1}$. Denoting by $g^{(j)}$ the $j$ th column vector in the above, subtract $g^{(j-1)}$ from $g^{(j)}(j=$ $n, n-1, \ldots, 2$ ) to get

Let $h^{(i)}$ be the $i$ th row vector in the above. Add $h^{(2)}+\cdots+h^{(i-1)}$ to $h^{(i)}(i=3, \ldots, n)$. Then

$$
\frac{\operatorname{det} a(x)}{x_{1}^{2} \cdots x_{n}^{2}}=\left|\begin{array}{cccccc}
r_{1}+\left(b-2 \beta_{1}\right) & -r_{1}+d_{1} & d_{2} & \cdots & d_{n-2} & d_{n-1} \\
-r_{1}+d_{1} & r_{1}+r_{2} & -r_{2} & \cdots & 0 & 0 \\
-r_{1}+\left(\beta_{1}-\beta_{3}\right) & r_{1} & r_{3} & \cdots & 0 & 0 \\
\cdots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots & \ldots \ldots \ldots & \ldots \ldots & \ldots \\
-r_{1}+\left(\beta_{1}-\beta_{n-1}\right) & r_{1} & 0 & \cdots & r_{n-1} & -r_{n-1} \\
-r_{1}+\left(\beta_{1}-\beta_{n}\right) & r_{1} & 0 & \cdots & 0 & r_{n}
\end{array}\right|
$$

$$
\begin{aligned}
& =\left|\begin{array}{cccccc}
b-\beta_{1}-\beta_{2} & -r_{1}+d_{1} & d_{2} & \cdots & d_{n-2} & d_{n-1} \\
r_{2}+d_{1} & r_{1}+r_{2} & -r_{2} & \cdots & 0 & 0 \\
\beta_{1}-\beta_{3} & r_{1} & r_{3} & \cdots & 0 & 0 \\
\ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots & \ldots \ldots \ldots \cdots \\
\beta_{1}-\beta_{n-1} & r_{1} & 0 & \cdots & r_{n-1} & -r_{n-1} \\
\beta_{1}-\beta_{n} & r_{1} & 0 & \cdots & 0 & r_{n}
\end{array}\right| \\
& =r_{2} \cdots r_{n}\left|\begin{array}{cccccc}
b-\beta_{1}-\beta_{2} & -r_{1}+d_{1} & d_{2} & \cdots & d_{n-2} & d_{n-1} \\
1+d_{1} / r_{2} & 1+r_{1} / r_{2} & -1 & \cdots & 0 & 0 \\
\left(\beta_{1}-\beta_{3}\right) / r_{3} & r_{1} / r_{3} & 1 & \cdots & 0 & 0 \\
\cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \cdots \\
\left(\beta_{1}-\beta_{n-1}\right) / r_{n-1} & r_{1} / r_{n-1} & 0 & \cdots & 1 & -1 \\
\left(\beta_{1}-\beta_{n}\right) r_{n} & r_{1} / r_{n} & 0 & \cdots & 0 & 1
\end{array}\right| \text {. }
\end{aligned}
$$

Putting $s_{k}=\left(\beta_{1}-\beta_{k}\right) / r_{k}$ and $t_{k}=r_{1} / r_{k}$, we have

$$
\begin{aligned}
& \frac{\operatorname{det} a(x)}{x_{1}^{2}\left(\beta_{2} x_{2}\right) \cdots\left(\beta_{n} x_{n}\right)}=\left|\begin{array}{cccccc}
b-\beta_{1}-\beta_{2} & -r_{1}+d_{1} & d_{2} & \cdots & d_{n-2} & d_{n-1} \\
1+s_{2} & 1+t_{2} & -1 & \cdots & 0 & 0 \\
s_{3} & t_{3} & 1 & \cdots & 0 & 0 \\
\cdots \cdots \ldots \ldots & \ldots \ldots \ldots & \cdots & \cdots & \cdots & \cdots \\
s_{n-1} & t_{n-1} & 0 & \cdots & 1 & -1 \\
s_{n} & t_{n} & 0 & \cdots & 0 & 1
\end{array}\right| \\
& =\left|\begin{array}{cccccc}
b-\beta_{1}-\beta_{2} & -r_{1}+d_{1} & d_{2} & \cdots & d_{n-2} & d_{n-1} \\
1+\sum_{k=2}^{n} s_{k} & 1+\sum_{k=2}^{n} t_{k} & 0 & \cdots & 0 & 0 \\
\sum_{n=3}^{n} s_{k} & \sum_{k=3}^{n} t_{k} & 1 & \cdots & 0 & 0 \\
\cdots \cdots \cdots \cdots & \ldots \ldots \ldots \ldots \ldots \cdots \cdots \cdots \cdots \\
s_{n-1}+s_{n} & t_{n-1}+t_{n} & 0 & \cdots & 1 & 0 \\
s_{n} & t_{n} & 0 & \cdots & 0 & 1
\end{array}\right|,
\end{aligned}
$$

which can be reduced to a $2 \times 2$ determinant

$$
\left\lvert\, \begin{array}{cc}
\left(b-\beta_{1}-\beta_{2}\right)-\sum_{l=3}^{n}\left(\sum_{k=l}^{n} s_{k}\right) d_{l-1} & \left(-r_{1}+d_{1}\right)-\sum_{l=3}^{n}\left(\sum_{k=l}^{n} t_{k}\right) d_{l-1} \\
1+\sum_{k=2}^{n} s_{k} & 1+\sum_{k=2}^{n} t_{k}
\end{array}\right.
$$

Further calculations are messy and left to readers.
Proposition A.2. Let $x \in K_{d}^{+}$. Then for $f, g \in \mathbf{R}^{d-1}$

$$
\begin{align*}
\left(a(x)^{-1} f, g\right)= & \frac{\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle}{\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\left\{\left(\frac{\hat{f}}{x}\right)-\frac{\left\langle\boldsymbol{\beta}^{-1}, \hat{f}\right\rangle}{\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle} \mathbf{1}\right\}\left\{\left(\frac{\hat{g}}{x}\right)-\frac{\left\langle\boldsymbol{\beta}^{-1}, \hat{g}\right\rangle}{\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle} \mathbf{1}\right\}\right\rangle \\
& +\frac{x_{d} \beta_{d}-1}{\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\left\{\left(\frac{\hat{f}}{x}\right)+\frac{\langle\mathbf{1}, \hat{f}\rangle}{x_{d}} \mathbf{1}\right\}\left\{\left(\frac{\hat{g}}{x}\right)+\frac{\langle\mathbf{1}, \hat{g}\rangle}{x_{d}} \mathbf{1}\right\}\right\rangle, \tag{A.5}
\end{align*}
$$

where

$$
\left(\frac{\hat{f}}{x}\right)=\left(\frac{f_{1}}{x_{1}}, \ldots, \frac{f_{d-1}}{x_{d-1}}, 0\right)^{\prime}
$$

In particular, $a(x)^{-1}=:\left(a^{i j}(x)\right)_{1 \leqslant i, j \leqslant d-1}$ is given by

$$
\begin{equation*}
a^{i j}(x)=\frac{\delta_{i j}}{x_{i} \beta_{i}}+\frac{1}{x_{d} \beta_{d}}-\left(\frac{1}{\beta_{i}}-\frac{1}{\beta_{d}}\right)\left(\frac{1}{\beta_{j}}-\frac{1}{\beta_{d}}\right) \frac{1}{\left\langle\bar{x}, \beta^{-1}\right\rangle} \tag{A.6}
\end{equation*}
$$

Corollary A.1. (i)

$$
\begin{equation*}
(a(x) f, f) \geqslant(2 d)^{-1} \min _{1 \leqslant i \leqslant d}\left(x_{i} \beta_{i}\right)(f, f), \quad f \in \mathbf{R}^{d-1} \tag{A.7}
\end{equation*}
$$

(ii) Define $U: K_{d}^{+} \longrightarrow \mathbf{R}$ by

$$
U(x)=\sum_{i=1}^{d} x_{i} \beta_{i}^{-1} \log \frac{x_{i} \beta_{i}^{-1}}{\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}
$$

Then

$$
\begin{equation*}
\frac{\partial^{2} U}{\partial x_{i} \partial x_{j}}=a^{i j}(x), \quad x \in K_{d}^{+}, i, j \in\{1, \ldots, d-1\} \tag{A.8}
\end{equation*}
$$

Proof. (i) To avoid triviality, we assume $x \in K_{d}^{+}$and put $M:=\max \left\{x_{i}{ }^{-1} \beta_{i}{ }^{-1}: i \in I\right\}$. Because of

$$
\begin{equation*}
\frac{1}{2}\left(a(x)^{-1} g, g\right)=\sup _{f \in \mathbf{R}^{d-1}}\left\{(f, g)-\frac{1}{2}(a(x) f, f)\right\} \tag{A.9}
\end{equation*}
$$

it suffices to show that

$$
\left(a(x)^{-1} g, g\right) \leqslant 2 d M(g, g), \quad g \in \mathbf{R}^{d-1}
$$

Expanding the right-hand side of (A.5), we see without difficulty

$$
\begin{aligned}
& \left(a(x)^{-1} g, g\right)\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle \\
& \quad \leqslant\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle\left\langle\bar{x}^{-1}, \boldsymbol{\beta}^{-1} \hat{g}^{2}\right\rangle+2 x_{d} \beta_{d}^{-1}\left\{\left\langle\bar{x}^{-1}, \boldsymbol{\beta}^{-1} \hat{g}^{2}\right\rangle+\frac{\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle\langle\mathbf{1}, \hat{g}\rangle^{2}}{x_{d}^{2}}\right\} \\
& \quad \leqslant 2\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle\left\langle\bar{x}^{-1}, \boldsymbol{\beta}^{-1} \hat{g}^{2}\right\rangle+2 \frac{\left\langle\bar{x}, \boldsymbol{\beta}^{-1}\right\rangle}{x_{d} \boldsymbol{\beta}_{d}}\langle\mathbf{1}, \hat{g}\rangle^{2}
\end{aligned}
$$

and hence

$$
\begin{aligned}
\left(a(x)^{-1} g, g\right) / 2 & \leqslant\left\langle\bar{x}^{-1}, \boldsymbol{\beta}^{-1} \hat{g}^{2}\right\rangle+x_{d}^{-1} \beta_{d}^{-1}\langle\mathbf{1}, \hat{g}\rangle^{2} \\
& \leqslant M(g, g)+M(d-1)(g, g)=d M(g, g)
\end{aligned}
$$

(ii) (A.8) is immediate from

$$
\frac{\partial U}{\partial x_{i}}=\frac{\log \left(x_{i} \beta_{i}^{-1}\right)}{\beta_{i}}-\frac{\log \left(x_{d} \beta_{d}^{-1}\right)}{\beta_{d}}-\left(\frac{1}{\beta_{i}}-\frac{1}{\beta_{d}}\right) \log \left\langle\bar{x}, \beta^{-1}\right\rangle
$$

Proof of Proposition A.2. Although one can check the validity of (A.5) and (A.6) directly, we shall give a sketch of their derivation. Let $g \in \mathbf{R}^{d-1}$ and $x \in K_{d}$ be given. Note that the supremum in (A.9) is attained at $f=a(x)^{-1} g$. By Lemma A. 1

$$
(a(x) f, f)=(x, f)^{2}\langle\bar{x}, \boldsymbol{\beta}\rangle-2(x, f)\langle\bar{x}, \boldsymbol{\beta} \hat{f}\rangle+\left\langle\bar{x}, \boldsymbol{\beta} \hat{f}^{2}\right\rangle
$$

Considering

$$
G(f):=(f, g)-\frac{1}{2}(a(x) f, f)
$$

observe that the maximizer $f$ of $G$ must satisfy

$$
\begin{equation*}
0=g_{i}-(x, f)\langle\bar{x}, \boldsymbol{\beta}\rangle x_{i}+\langle\bar{x}, \boldsymbol{\beta} \hat{f}\rangle x_{i}+(x, f) \beta_{i} x_{i}-\beta_{i} f_{i} x_{i}=: \partial_{i} G(f), \quad i=1, \ldots, d-1 \tag{A.10}
\end{equation*}
$$

Computing $\sum_{i} \partial_{i} G(f)$ and $\sum_{i} \partial_{i} G(f) / \beta_{i}$, one can derive the following equalities which together determine $A:=(x, f)$ and $B:=\langle\bar{x}, \boldsymbol{\beta} \hat{f}\rangle$ in terms of $x, \boldsymbol{\beta}$ and $g$.

$$
\begin{align*}
& \left\{\left(\beta_{d}-\langle\bar{x}, \boldsymbol{\beta}\rangle\right) x_{d}\right\} A+x_{d} B=\langle\mathbf{1}, \hat{g}\rangle  \tag{A.11a}\\
& \left\{\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle\langle\bar{x}, \boldsymbol{\beta}\rangle+x_{d}\right\} A-\left\langle\hat{x}, \boldsymbol{\beta}^{-1}\right\rangle B=\left\langle\boldsymbol{\beta}^{-1}, \hat{g}\right\rangle \tag{A.11b}
\end{align*}
$$

On the other hand, (A.10) implies that $f=a(x)^{-1} g$ is given by

$$
\begin{equation*}
f_{i}=\frac{g_{i}}{x_{i} \beta_{i}}-\frac{\langle\bar{x}, \boldsymbol{\beta}\rangle}{\beta_{i}} A+\frac{B}{\beta_{i}}+A, \quad i=1, \ldots, d-1 \tag{A.12}
\end{equation*}
$$

Using (A.11a), (A.11b) and (A.12), one can compute the quadratic form $\left(a(x)^{-1} g, g\right)=(f, g)$ to obtain (A.5) with $g$ in place of $f$. Remaining calculations are straightforward and omitted.

## Appendix B. Transformation group associated with the diffusion matrix

In this appendix, we construct a transformation group $\left\{S_{f}: f \in \mathbf{R}^{d-1}\right\}$ on $K_{d}$ such that

$$
\begin{equation*}
\frac{d}{d u} S_{u f} x=a\left(S_{u f} x\right) f, \quad f=\left(f_{1}, \ldots, f_{d-1}\right)^{\prime} \in \mathbf{R}^{d-1}, x \in K_{d} \tag{A.13}
\end{equation*}
$$

and show the properties (S.1)-(S.8) used in Section 2. Firstly, extend $a_{i j}(x)$ as a bounded smooth function on $\mathbf{R}^{d-1}$ such that

$$
a_{i j}(x)= \begin{cases}\delta_{i j} \beta_{i} x_{i}+x_{i} x_{j}\left(\langle\bar{x}, \boldsymbol{\beta}\rangle-\beta_{i}-\beta_{j}\right), & \operatorname{dist}\left(x, K_{d}\right) \leqslant 1 \\ 0, & \operatorname{dist}\left(x, K_{d}\right) \geqslant 2\end{cases}
$$

where $\bar{x}=\left(x_{1}, \ldots, x_{d-1}, x_{d}\right)^{\prime}$ with $x_{d}=1-x_{1}-\cdots-x_{d-1}$. Then $a(x)=\left(a_{i j}(x)\right)_{1 \leqslant i, j \leqslant d-1}$ satisfies Lipschitz condition

$$
\begin{equation*}
\|a(x) f-a(y) f\|_{1} \leqslant C\|f\|_{1}\|x-y\|_{1}, \quad x, y, f \in \mathbf{R}^{d-1} \tag{A.14}
\end{equation*}
$$

for some constant $C$, where $\|f\|_{1}=\left|f_{1}\right|+\cdots+\left|f_{d-1}\right|$ etc. Therefore, given $f \in \mathbf{R}^{d-1}$ and $x \in \mathbf{R}^{d-1}$, one can get a unique global solution $X(t) \in \mathbf{R}^{d-1}(t \in \mathbf{R})$ of an ODE

$$
\begin{equation*}
\frac{d}{d t} X(t)=a(X(t)) f, \quad X(0)=x \tag{A.15}
\end{equation*}
$$

by a standard successive approximation $X^{(n)}(t) \rightarrow X(t)(n \rightarrow \infty)$, where

$$
X^{(n)}(t)=x+\int_{0}^{t} a\left(X^{(n-1)}(s)\right) f d s, \quad X^{(0)}(t)=x
$$

Moreover, setting $C^{\prime}=(d-1) \sup \left\{\left|a_{i j}(x)\right|: x \in \mathbf{R}^{d-1}, 1 \leqslant i, j \leqslant d-1\right\}$, we have

$$
\begin{equation*}
\|X(t)\|_{1} \leqslant\|x\|_{1}+C^{\prime}\|f\|_{1}|t|, \quad t \in \mathbf{R} . \tag{A.16}
\end{equation*}
$$

Let $T_{t}^{f}$ denote the flow associated with (A.15); $T_{t}^{f} x=X(t)$. For each $x \in K_{d}$, define $S_{f} x=T_{1}^{f} x$. The next lemma shows not only that $S_{f}: K_{d} \rightarrow K_{d}$ but also (S.1) and (S.3).

Lemma A.2. Let $f \in \mathbf{R}^{d-1}$ and $x \in K_{d}$. Suppose that $X(t)=\left(X_{1}(t), \ldots, X_{d-1}(t)\right)^{\prime}$ solves (A.15). Put $X_{d}(t)=$ $1-\left(X_{1}(t)+\cdots+X_{d-1}(t)\right)$. Then $X(t) \in K_{d}(t \in \mathbf{R})$, and for any $i \in I$,
(i) $X_{i}(t)=0, t \in \mathbf{R}$ whenever $x_{i}=0$, and
(ii) $X_{i}(t)>0, t \in \mathbf{R}$ whenever $x_{i}>0$.

Proof. Because of an obvious relation $T_{-t}^{f} x=T_{t}^{-f} x$, we only have to consider $t>0$ without any loss of generality. Let $x \in K_{d}$. In order to show that $X(t) \in K_{d}$ for all $t>0$, assume that $t_{0}:=\inf \left\{t>0: X(t) \notin K_{d}\right\}<\infty$. By continuity, we can find also $t_{1}>t_{0}$ such that $\operatorname{dist}\left(X(t), K_{d}\right) \leqslant 1$ for all $0 \leqslant t \leqslant t_{1}$. On the other hand, it follows from the definition of $t_{0}$ that there exist $i_{0} \in I$ and $t^{\prime} \in\left(t_{0}, t_{1}\right)$ such that $X_{i_{0}}\left(t_{0}\right)=0$ and $X_{i_{0}}\left(t^{\prime}\right)<0$. In the case where $i_{0} \in\{1, \ldots, d-1\}$, for any $t \in\left[t_{0}, t_{1}\right]$

$$
\begin{aligned}
X_{i_{0}}(t) & =X_{i_{0}}\left(t_{0}\right)+\int_{t_{0}}^{t} \sum_{j=1}^{d-1} a_{i_{0} j}(X(s)) f_{j} d s \\
& =\int_{t_{0}}^{t} X_{i_{0}}(s) \sum_{j=1}^{d-1}\left\{X_{j}(s)\left(\langle\overline{X(s)}, \boldsymbol{\beta}\rangle-\beta_{i_{0}}-\beta_{j}\right) f_{j}+\beta_{i_{0}} f_{i_{0}}\right\} d s .
\end{aligned}
$$

With the help of (A.16), we get

$$
\left|X_{i_{0}}(t)\right| \leqslant C_{1} \int_{t_{0}}^{t}\left|X_{i_{0}}(s)\right|(1+s)^{2} d s, \quad t \in\left[t_{0}, t_{1}\right]
$$

for some constant $C_{1}$. So by Gronwall's inequality (see e.g. [3], Appendix 5) $X_{i_{0}}(t)=0, t \in\left[t_{0}, t_{1}\right]$, which contradicts to that $X_{i_{0}}\left(t^{\prime}\right)<0$. In the case of $i_{0}=d$, for any $t \in\left[t_{0}, t_{1}\right]$

$$
\begin{aligned}
X_{d}(t)=1-\sum_{i=1}^{d-1} X_{i}(t) & =X_{d}\left(t_{0}\right)-\int_{t_{0}}^{t} \sum_{i, j=1}^{d-1} a_{i j}(X(s)) f_{j} d s \\
& =-\int_{t_{0}}^{t} X_{d}(s) \sum_{j=1}^{d-1} X_{j}(s)\left(\langle\overline{X(s)}, \boldsymbol{\beta}\rangle-\beta_{d}-\beta_{j}\right) f_{j} d s
\end{aligned}
$$

Again by (A.16) and Gronwall's inequality, $X_{d}(t)=0, t \in\left[t_{0}, t_{1}\right]$, which contradicts to that $X_{d}\left(t^{\prime}\right)<0$. Consequently, $t_{0}$ cannot be finite, or equivalently, $X(t) \in K_{d}$ for all $t>0$.

Clearly, the assertion (i) can be proved in the same way as above, and it remains to prove (ii). First consider the case where $1 \leqslant i \leqslant d-1$ and $x_{i}>0$. Let $\tau=\inf \left\{t>0: X_{i}(t)=0\right\}>0$. Then for $0<t<\tau$

$$
\begin{aligned}
\left|\log X_{i}(t)\right| & \leqslant\left|\log x_{i}\right|+\int_{0}^{t}\left|X_{i}(s)^{-1} \sum_{j=1}^{d-1} a_{i j}(X(s)) f_{j}\right| d s \\
& =\left|\log x_{i}\right|+\int_{0}^{t}\left|\sum_{j=1}^{d-1} X_{j}(s)\left(\langle\overline{X(s)}, \boldsymbol{\beta}\rangle-\beta_{i}-\beta_{j}\right) f_{j}+\beta_{i} f_{i}\right| d s
\end{aligned}
$$

Note that the most right-hand side cannot diverge for any finite value of $t$ because of (A.16). This proves that $\tau=\infty$. Thus $X_{i}(t)>0$ for all $t>0$. One can handle the remaining case where $x_{d}>0$ by just the same way, observing that

$$
\begin{aligned}
\left|\log X_{d}(t)\right| & \leqslant\left|\log x_{d}\right|+\int_{0}^{t}\left|-X_{d}(s)^{-1} \sum_{i, j=1}^{d-1} a_{i j}(X(s)) f_{j}\right| d s \\
& =\left|\log x_{d}\right|+\int_{0}^{t}\left|\sum_{j=1}^{d-1} X_{j}(s)\left(\langle\overline{X(s)}, \boldsymbol{\beta}\rangle-\beta_{d}-\beta_{j}\right) f_{j}\right| d s
\end{aligned}
$$

as long as $X_{d}(s)>0$ for all $s \in[0, t]$.
The property (S.7) follows from the next lemma.
Lemma A.3. Let $C$ and $C^{\prime}$ be as in (A.14) and (A.16), respectively. For any $x, y \in \mathbf{R}^{d-1}, f, g \in \mathbf{R}^{d-1}$ and $t \in \mathbf{R}$

$$
\begin{equation*}
\left\|T_{t}^{f} x-T_{t}^{g} y\right\|_{1} \leqslant\left(\|x-y\|_{1}+C^{\prime}\|f-g\|_{1}|t|\right) e^{C|t| \min \left\{\|f\|_{1},\|g\|_{1}\right\}} \tag{A.17}
\end{equation*}
$$

Proof. As before, we may assume that $t>0$. It is seen from (A.14) and (A.16) that

$$
\begin{aligned}
\left\|T_{t}^{f} x-T_{t}^{g} x\right\|_{1} & \leqslant \int_{0}^{t}\left\|a\left(T_{u}^{f} x\right) f-a\left(T_{u}^{g} x\right) g\right\|_{1} d u \\
& \leqslant C^{\prime}\|f-g\|_{1} t+C\|g\|_{1} \int_{0}^{t}\left\|T_{u}^{f} x-T_{u}^{g} x\right\|_{1} d u
\end{aligned}
$$

By Gronwall's inequality

$$
\begin{equation*}
\left\|T_{t}^{f} x-T_{t}^{g} x\right\|_{1} \leqslant C^{\prime}\|f-g\|_{1}\left(t+\int_{0}^{t} u C\|g\|_{1} e^{C\|g\|_{1}(t-u)} d u\right) \tag{A.18}
\end{equation*}
$$

Also,

$$
\begin{aligned}
\left\|T_{t}^{g} x-T_{t}^{g} y\right\|_{1} & \leqslant\|x-y\|_{1}+\int_{0}^{t}\left\|a\left(T_{u}^{g} x\right) g-a\left(T_{u}^{g} y\right) g\right\|_{1} d u \\
& \leqslant\|x-y\|_{1}+C\|g\|_{1} \int_{0}^{t}\left\|T_{u}^{g} x-T_{u}^{g} y\right\|_{1} d u .
\end{aligned}
$$

Again by Gronwall's inequality

$$
\begin{equation*}
\left\|T_{t}^{g} x-T_{t}^{g} y\right\|_{1} \leqslant\|x-y\|_{1}\left(1+\int_{0}^{t} C\|g\|_{1} e^{C\|g\|_{1}(t-u)} d u\right) \tag{A.19}
\end{equation*}
$$

Combining (A.18) with (A.19), one obtains

$$
\begin{aligned}
\left\|T_{t}^{f} x-T_{t}^{g} y\right\|_{1} & \leqslant\left(\|x-y\|_{1}+C^{\prime}\|f-g\|_{1} t\right)\left(1+\int_{0}^{t} C\|g\|_{1} e^{C\|g\|_{1}(t-u)} d u\right) \\
& =\left(\|x-y\|_{1}+C^{\prime}\|f-g\|_{1} t\right) e^{C\|g\|_{1} t} .
\end{aligned}
$$

Exchanging the roll of $f$ and $g$ yields

$$
\left\|T_{t}^{f} x-T_{t}^{g} y\right\|_{1} \leqslant\left(\|x-y\|_{1}+C^{\prime}\|f-g\|_{1} t\right) e^{C\|f\|_{1} t} .
$$

The above two inequalities together prove (A.17).
Now we introduce a map which will play a key role in the argument below. Letting $U: K_{d}^{+} \rightarrow \mathbf{R}$ be the function given in Corollary A.1(ii), define $\Phi: K_{d}^{+} \rightarrow \mathbf{R}^{d-1}$ by $\Phi=\nabla U$. (S.2) and (S.6) are implied by the next proposition.

Proposition A.3. Let $f, g \in \mathbf{R}^{d-1}$ and $t \in \mathbf{R}$.
(i) $T_{u}^{t f} x=T_{u t}^{f} x\left(x \in \mathbf{R}^{d-1}, u \in \mathbf{R}\right)$. In particular, $S_{t f} x=T_{t}^{f} x\left(x \in K_{d}\right)$.
(ii) $T_{t}^{f} x$ is continuously differentiable in $x \in \mathbf{R}^{d-1}$ and its Jacobian matrix $D_{x}\left(T_{t}^{f} x\right)$ satisfies

$$
\begin{equation*}
D_{x}\left(T_{t}^{f} x\right) a(x)=a\left(T_{t}^{f} x\right), \quad x \in K_{d} \tag{A.20}
\end{equation*}
$$

(iii) $\quad T_{t}^{f}\left(T_{t}^{g} x\right)=T_{t}^{f+g} x, \quad x \in K_{d}$.

Proof. The first assertion follows immediately from

$$
\frac{d}{d u} T_{u t}^{f} x=\operatorname{ta}\left(T_{u t}^{f} x\right) f=a\left(T_{u t}^{f} x\right)(t f) .
$$

Since $T_{t}^{f} x$ is given as the strong limit of successive approximations

$$
T_{t}^{(n)} x=x+\int_{0}^{t} a\left(T_{s}^{(n-1)} x\right) f d s, \quad T^{(0)}(t)=x,
$$

it is not difficult to show that $T_{t}^{f} x=\lim T_{t}^{(n)} x$ is continuously differentiable in $x \in \mathbf{R}^{d-1}$. To show (A.20), we may assume $x \in K_{d}^{+}$because of continuity. By (A.8) the Jacobian matrix $D \Phi(x)$ of $\Phi$ at $x \in K_{d}^{+}$is given by

$$
\begin{equation*}
D \Phi(x)=a(x)^{-1}, \quad x \in K_{d}^{+} . \tag{A.22}
\end{equation*}
$$

We claim that $\Phi$ is an injection. This is because for any $x, y \in K_{d}^{+}$

$$
\begin{aligned}
(\Phi(x)-\Phi(y), x-y) & =\int_{0}^{1}(D \Phi(y+u(x-y))(x-y), x-y) d u \\
& =\int_{0}^{1}\left(a(y+u(x-y))^{-1}(x-y), x-y\right) d u
\end{aligned}
$$

which vanishes only when $x=y$. Furthermore, observe from (A.22) that for any $x \in K_{d}^{+}$

$$
\frac{d}{d t} \Phi\left(T_{t}^{f} x\right)=\left.D \Phi(y)\right|_{y=T_{t}^{f} x} a\left(T_{t}^{f} x\right) f=f
$$

or $\Phi\left(T_{t}^{f} x\right)=t f+\Phi(x)$. This proves not only that $\Phi$ is a surjection but also that

$$
\begin{equation*}
T_{t}^{f} x=\Phi^{-1}(t f+\Phi(x)), \quad x \in K_{d}^{+} . \tag{A.23}
\end{equation*}
$$

Differentiating this equality with respect to $x \in K_{d}^{+}$, we get

$$
D_{x}\left(T_{t}^{f} x\right)=\left.D\left(\Phi^{-1}\right)(g)\right|_{g=t f+\Phi(x)} D \Phi(x)=\left(\left.D \Phi(y)\right|_{y=T_{t}^{f} x}\right)^{-1} a(x)^{-1}=a\left(T_{t}^{f} x\right) a(x)^{-1},
$$

proving (A.20). Lastly, (A.21) is easily seen from (A.23) for $x \in K_{d}^{+}$. It extends to all $x \in K_{d}$ by continuity. We complete the proof of Proposition A.3.

The property (S.5) is shown by Proposition A.3(iii). Indeed, putting $e^{(j)}=\left(\delta_{k j}\right)_{k=1}^{d-1}$ for each $j=1, \ldots, d-1$, we have by (A.21)

$$
\begin{aligned}
\frac{\partial\left(S_{f} x\right)_{i}}{\partial f_{j}} & =\frac{d}{d u}\left(\left.S_{\left.f+u e^{(j)} x\right)_{i}}\right|_{u=0}=\left.\frac{d}{d u}\left(S_{u e^{(j)}}\left(S_{f} x\right)\right)_{i}\right|_{u=0}\right. \\
& =\left.\frac{d}{d u}\left(T_{u}^{e^{(j)}}\left(S_{f} x\right)\right)_{i}\right|_{u=0}=\left(a\left(S_{f} x\right) e^{(j)}\right)_{i}=a_{i j}\left(S_{f} x\right) .
\end{aligned}
$$

The following result contains (S.4).
Proposition A.4. Let $x, y \in K_{d}^{+}$be arbitrary. Set $\check{\mathbf{0}}=(0, \ldots, 0)^{\prime} \in \mathbf{R}^{d-1}$.
(i) There exists a unique $f \in \mathbf{R}^{d-1}$ such that $y=S_{f} x$.
(ii) For any $f \in \mathbf{R}^{d-1} \backslash\{\mathbf{0}\}$, dist $\left(S_{t f} x, \partial K_{d}\right) \rightarrow 0$ as $t \rightarrow \infty$, where $\partial K_{d}$ is the boundary of $K_{d}\left(\right.$ in $\left.\mathbf{R}^{d-1}\right)$.

Proof. (i) First we show the uniqueness. Suppose that $S_{f} x=S_{g} x$ for some $f, g \in \mathbf{R}^{d-1}$. Then by the property (S.2) $h:=f-g$ satisfies $S_{h} x=x$. This together with (S.5) just seen above implies that

$$
0=\left(S_{h} x, h\right)-(x, h)=\int_{0}^{1}\left(a\left(S_{t h} x\right) h, h\right) d t .
$$

Since by Lemma A. $2 S_{t h} x \in K_{d}^{+}$for any $x \in K_{d}^{+}, a\left(S_{t h} x\right)$ is strictly positive definite and so we conclude that $h=\check{\mathbf{0}}$ or $f=g$. Next we shall find $f \in \mathbf{R}^{d-1}$ such that $S_{f} x=y$. Define $f=\Phi(y)-\Phi(x) \in \mathbf{R}^{d-1}$. It then follows from (A.23) that

$$
S_{f} x=T_{1}^{f} x=\Phi^{-1}(f+\Phi(x))=\Phi^{-1}(\Phi(y))=y
$$

as required.
(ii) Observe from (S.5), which has been proved, that

$$
\left(S_{t f} x, f\right)-(x, f)=\int_{0}^{t}\left(a\left(S_{u f} x\right) f, f\right) d u
$$

Note that the left-hand side remains bounded as $t \rightarrow \infty$. As for the right-hand side, by (A.7)

$$
\left(a\left(S_{u f} x\right) f, f\right) \geqslant \frac{\min _{1 \leqslant i \leqslant d} \beta_{i}}{2 d} \min _{1 \leqslant i \leqslant d}\left(S_{u f} x\right)_{i}(f, f)^{2} \geqslant 0 .
$$

Therefore $\min _{1 \leqslant i \leqslant d}\left(S_{t f} x\right)_{i} \rightarrow 0$ as $t \rightarrow \infty$, provided that $f \neq \mathbf{0}$. This proves the second assertion.

Our final task is to prove (S.8), which concerns a $\sigma$-finite measure

$$
m(d x)=d x_{1} \cdots d x_{d-1} / \operatorname{det} a(x)
$$

on $K_{d}^{+}$. In fact, it will be shown that $m(d x)$ is a Haar measure with respect to multiplications on $K_{d}^{+}$described as follows. As was seen in the proof of Proposition A.3, $\Phi: K_{d}^{+} \rightarrow \mathbf{R}^{d-1}$ is surjective. So it is possible to define

$$
x * y=\Phi^{-1}(\Phi(x)+\Phi(y)), \quad x, y \in K_{d}^{+}
$$

Lemma A.4. (i) There exists a unique $e \in K_{d}^{+}$such that $x * e=x=e * x$ for all $x \in K_{d}^{+}$.
(ii) The inverse element $x^{*-1}$ of $x \in K_{d}^{+}$(i.e., a unique $y \in K_{d}^{+}$such that $x * y=e=y * x$ ) is given by

$$
x^{*-1}=S_{-\Phi(x)} e=\Phi^{-1}(-\Phi(x))
$$

(iii) It holds that

$$
\left(S_{f} e\right) *\left(S_{g} e\right)=S_{f+g} e \quad \text { and } \quad\left(S_{f} e\right)^{*-1}=S_{-f} e
$$

Proof. The unit element $e$ is found as $e=S_{-\Phi(y)} y$ with $y \in K_{d}^{+}$being arbitrary. Indeed, the formula $S_{f} x=$ $\Phi^{-1}(f+\Phi(x))$ implied by (A.23) yields

$$
e=\Phi^{-1}(-\Phi(y)+\Phi(y))=\Phi^{-1}(\check{\mathbf{0}})
$$

and hence the above definition of the $*$-multiplication verifies immediately that $x * e=x=e * x$. (This implies also that $S_{-\Phi(y)} y$ is independent of the choice of $y \in K_{d}^{+}$.) Verification of (ii) is straightforward. The assertion (iii) is shown by observing that $S_{f} e=\Phi^{-1}(f+\Phi(e))=\Phi^{-1}(f)$.

Example. Consider the case of $\boldsymbol{\beta}=\mathbf{1}$. Let $x \in K_{d}^{+}$and $f \in \mathbf{R}^{d-1}$. According to Corollary A.1(ii), we have

$$
U(x)=\sum_{i=1}^{d} x_{i} \log x_{i}
$$

and so

$$
\Phi(x)=\nabla U(x)=\left(\log \left(x_{i} / x_{d}\right)\right)_{i=1}^{d-1}
$$

whose inverse admits an explicit form:

$$
\left(\Phi^{-1}(f)\right)_{i}=\frac{e^{f_{i}}}{\sum_{j=1}^{d-1} e^{f_{j}}+1}, \quad i=1, \ldots, d-1
$$

Therefore, for each $i \in\{1, \ldots, d-1\}$

$$
\begin{align*}
\left(S_{f} x\right)_{i}=\left(\Phi^{-1}(f+\Phi(x))\right)_{i} & =\frac{e^{f_{i}+\log \left(x_{i} / x_{d}\right)}}{\sum_{j=1}^{d-1} e^{f_{j}+\log \left(x_{j} / x_{d}\right)}+1} \\
& =\frac{e^{f_{i}} x_{i}}{\sum_{j=1}^{d-1} e^{f_{j}} x_{j}+x_{d}} \tag{A.24}
\end{align*}
$$

Using these expressions, one can easily see that $e=(1 / d, \ldots, 1 / d)^{\prime} \in K_{d}^{+}$and that for each $i \in I$

$$
(x * y)_{i}=\frac{x_{i} y_{i}}{\sum_{j=1}^{d} x_{j} y_{j}} \quad \text { and } \quad\left(x^{*-1}\right)_{i}=\frac{x_{i}^{-1}}{\sum_{j=1}^{d} x_{j}^{-1}}
$$

Since $\Phi$ is differentiable and its Jacobian matrix (A.22) is nondegenerate, the inverse function theorem implies differentiability (and hence measurability) of mappings $y \mapsto x * y$ and $y \mapsto y^{*-1}$ on $K_{d}^{+}$.

Proposition A.5. Let $F$ be a nonnegative Borel function on $K_{d}^{+}$and take $x \in K_{d}^{+}$arbitrarily. Then it holds that

$$
\begin{equation*}
\int_{\mathbf{R}^{d-1}} F\left(S_{f} x\right) d f_{1} \cdots d f_{d-1}=\int_{K_{d}^{+}} F(y) m(d y)=\int_{K_{d}^{+}} F\left(y^{*-1}\right) m(d y) \tag{A.25}
\end{equation*}
$$

and for any $g \in \mathbf{R}^{d-1}$

$$
\begin{equation*}
\int_{K_{d}^{+}} F\left(S_{g} y\right) m(d y)=\int_{K_{d}^{+}} F(y) m(d y)=\int_{K_{d}^{+}} F(x * y) m(d y) \tag{A.26}
\end{equation*}
$$

Proof. The first equality of (A.25) is shown by change of variable $S_{f} x=y$ :

$$
\int_{\mathbf{R}^{d-1}} F\left(S_{f} x\right) d f_{1} \cdots d f_{d-1}=\int_{K_{d}^{+}} F(y) \frac{d y_{1} \cdots d y_{d-1}}{\operatorname{det}\left(D_{f}\left(S_{f} x\right)\right)}=\int_{K_{d}^{+}} F(y) m(d y)
$$

where the last equality uses (S.5). Replacing $F(y)$ by $F\left(y^{*-1}\right)$ and letting $x=e$ (the unit element) in the first equality of (A.25), we get by Lemma A.4(iii)

$$
\begin{aligned}
\int_{K_{d}^{+}} F\left(y^{*-1}\right) m(d y) & =\int_{\mathbf{R}^{d-1}} F\left(\left(S_{f} e\right)^{*-1}\right) d f_{1} \cdots d f_{d-1}=\int_{\mathbf{R}^{d-1}} F\left(S_{-f} e\right) d f_{1} \cdots d f_{d-1} \\
& =\int_{\mathbf{R}^{d-1}} F\left(S_{f} e\right) d f_{1} \cdots d f_{d-1}=\int_{K_{d}^{+}} F(y) m(d y)
\end{aligned}
$$

Thus the last equality of (A.25) holds. For the proof of the first equality of (A.26), apply (A.25) and (S.2) to show

$$
\begin{aligned}
\int_{K_{d}^{+}} F\left(S_{g} y\right) m(d y) & =\int_{\mathbf{R}^{d-1}} F\left(S_{g}\left(S_{f} e\right)\right) d f_{1} \cdots d f_{d-1}=\int_{\mathbf{R}^{d-1}} F\left(S_{g+f} e\right) d f_{1} \cdots d f_{d-1} \\
& =\int_{\mathbf{R}^{d-1}} F\left(S_{f} e\right) d f_{1} \cdots d f_{d-1}=\int_{K_{d}^{+}} F(y) m(d y)
\end{aligned}
$$

This implies also the other equality in (A.26). Indeed, taking $f \in \mathbf{R}^{d-1}$ such that $x=S_{f} e$, we have $x * y=$ $\Phi^{-1}(f+\Phi(y))=S_{f} y$ and hence

$$
\int_{K_{d}^{+}} F(x * y) m(d y)=\int_{K_{d}^{+}} F\left(S_{f} y\right) m(d y)=\int_{K_{d}^{+}} F(y) m(d y) .
$$

The proof of Proposition A. 5 is completed.
According to general theory of Haar measures (see e.g. [9]), we have uniqueness (up to multiplicative constants) of regular measures on $K_{d}^{+}$which are invariant under $\left\{S_{f}\right\}$. In fact, as we will see below, the uniqueness is easily
shown by using the first equality in (A.25). Suppose that a regular Borel measure $n(d x)$ on $K_{d}^{+}$is invariant under $\left\{S_{f}\right\}$. Then for arbitrary nonnegative Borel functions $F(x)$ and $G(x)$ on $K_{d}^{+}$,

$$
\int_{K_{d}^{+}} F\left(S_{f} x\right) G(x) n(d x)=\int_{K_{d}^{+}} F(x) G\left(S_{-f} x\right) n(d x)
$$

Integrating both sides with respect to $d f_{1} \cdots d f_{d-1}$ over $\mathbf{R}^{d-1}$, we have by Fubini's theorem and (A.25)

$$
\int_{K_{d}^{+}} F(y) m(d y) \int_{K_{d}^{+}} G(x) n(d x)=\int_{K_{d}^{+}} F(x) n(d x) \int_{K_{d}^{+}} G(y) m(d y) .
$$

This implies that there exists a nonnegative finite constant $c$ such that $n(E)=c m(E)$ for every Borel subset $E$ of $K_{d}^{+}$. See the proof of Theorem C (§60) in [9] for more details.
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