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Abstract

We consider multi-allelic Gillespie–Sato diffusion models in population genetics. The case where they have revers
distributions is completely determined in terms of mutation rates and selection intensity. In such cases we give an
expression of the reversible distributions, which turn out to be mutually absolutely continuous with respect to some D
distributions.
 2004 Elsevier SAS. All rights reserved.

Résumé

On considère les modèles de diffusion multi-alleles de Gillepsie–Sato, en génétiquedes populations. Le cas réversible
complètement déterminé en termes de taux de mutation et d’intensité de sélection. On obtient une expression ex
distributions réversibles qui se trouvent être absolument continues par rapport à certaines distributions de Dirichlet.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction and the main result

In population genetics theory, stochastic methods such as diffusion approximations had been exploi
extensively, yielding rich results which are of interest from both genetical and mathematical view points. A
a number of quantities associated with the diffusion models, it is of particular importance to study their sta
distributions. In general, it is quite difficult to give them in explicit way, and stationary distributions which
been found explicitly are usually shown to exhibit a stronger property calledreversibility, i.e., at stationarity the
process has the same distribution as its time reversal.
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0246-0203/$ – see front matter 2004 Elsevier SAS. All rights reserved.
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Besides analytical importance of this property, weshould mention about a special role of reversibility
the context of population genetics theory. For this purpose, it seems best to cite an account given by
from [5, p. 87] concerning the prospective and retrospective aspects of the processes. “For reversible p
these two aspects have many properties in common, and information about the prospective behavior
yields almost immediately useful information about the retrospective behavior”. See also e.g. [28,29,15,20
[4, §8] for various applications of reversibility or time reversal in population genetics models.

In this paper we discuss multi-allelic Gillespie–Sato diffusion models (hereafter G-S diffusions), which
introduced heuristically by Gillespie [7] in a di-allelic case and rigorously derived by Sato [19] in a multi-a
case. In fact, they did not take effect of mutation into consideration, and what we actually study here are d
approximations obtained by Shiga [22,23]. (See also [24] for further development.) He proved not only th
posedness of the processes in a countably infinite-allelic case but also derived certain measure-valued
processes in a continuum limit of the space of alleles. However, our attempt will be made only for finitely-
allelic cases because of technical difficulties, and we try to identify the case where the multi-allelic G-S dif
have stationary reversible distributions, and to find explicit expressions of them.

According to [22], diffusion processes we willbe concerned with are described as follows. Letd be an integer
greater than 1 andR+ be the set of positive numbers. Suppose thatβ1, . . . , βd ∈ R+ andγ1, . . . , γd ∈ R are given.
We also need ad ×d-matrix (λij ) such thatλij � 0 (i �= j) and

∑d
j=1 λij = 0. Thed-allele G-S diffusion has stat

space

Kd = {
x = (x1, . . . , xd−1)

′: x1 � 0, . . . , xd−1 � 0, xd := 1− x1 − · · · − xd−1 � 0
}
, (1.1)

where′ stands for the transpose. It is prescribed by the generator

L = 1

2

d−1∑
i,j=1

aij (x)
∂2

∂xi∂xj

+
d−1∑
i=1

bi(x)
∂

∂xi

(1.2)

with coefficients

aij (x) = δij βixi + xixj

(
d∑

k=1

βkxk − βi − βj

)
(1.3)

and

bi(x) =
d∑

j=1

λjixj + xi

(
γi −

d∑
j=1

γjxj

)
, (1.4)

whereδij denotes the Kronecker’s delta. Eachλij represents the rate of mutation from theith allele, sayAi , to
thej th alleleAj , andγi involves the effect of natural selection. It is convenient to introduce notation of the s
product onRd

〈ξ ,η〉 =
d∑

i=1

ξiηi, ξ = (ξ1, . . . , ξd )′, η = (η1, . . . , ηd)′ ∈ Rd .

Put β = (β1, . . . , βd)′ andγ = (γ1, . . . , γd)′. Letting x̄ = (x1, . . . , xd−1, xd)′ ∈ Rd for x ∈ Kd , we have rathe
simple expression of the above coefficients:

aij (x) = δij βixi + xixj

(〈x̄,β〉 − βi − βj

)
,

bi(x) =
d∑

λjixj + xi

(
γi − 〈x̄,γ 〉).
j=1
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Let 1 = (1, . . . ,1)′ ∈ Rd . If β = C1 for someC > 0, then the G-S diffusion is nothing but the Wright–Fish
diffusion model (hereafter W-F diffusion), more precisely, the diffusion approximation for Wright–Fisher m
(See e.g. [5,3].) Genetically speaking,βi ’s come from the difference among alleles in variances of offsp
numbers. More precisely, the diffusion approximations studied in [7,19,22,23] are based on certain mu
branching processes, in the definition of which the variance of the offspring distribution of alleleAi is βi plus a
term negligible in large population limit. In the absence of mutation, Gillespie[7] discussed effects of variance
offspring numbers on the fitness of a genotype and on the probability of fixation.

In the present paper, mechanism of mutation is necessaryfor the process to have a nontrivial equilibrium sta
Actually, Shiga proved ([21], Theorem 3.2 and Remark 3.1 combined with the main result of [22]), under
irreducibility condition we will also assume for the mutation rates, that the G-S diffusion has a unique station
distribution and is ergodic. As mentioned above, main purpose of this paper is to find an explicit expression
stationary distribution. But we do not intend to consider all of them since, even for the W-F diffusion cas
reversible stationary distributions are known explicitly. So what we have to do first is to identify the case
the G-S diffusion has a reversible distribution and then we shall compute it in the reversible case. Here is t
result of this paper.

Theorem 1.1. Suppose thatβ �= C1 for anyC > 0 and that(λij )1�i,j�d is irreducible in the sense that for everyi

andj there exist a chaini0, i1, . . . , im in {1, . . . , d} such thati0 = i, im = j andλin−1in > 0 (n = 1, . . . ,m). Then
the G-S diffusion has a reversible distribution if and only if the mutation rates are of uniform type, i.e.,

λij = λkj (=: qj/2), for all i, k ∈ {1, . . . , d} \ {j } andj ∈ {1, . . . , d} (1.5)

and

γ = Cβ + C′1 for some constantsC andC′. (1.6)

In the case where both(1.5) and(1.6) are satisfied, the unique stationary(reversible) distribution is given by

〈x̄,β−1〉−〈q,β−1〉−2C−1
d∏

i=1

x
qiβi

−1−1
i dx1 · · ·dxd−1/Zβ,q,C, (1.7)

whereβ−1 = (β1
−1, . . . , βd

−1)′, q = (q1, . . . , qd)′ is given in(1.5), andZβ,q,C is a positive finite constant tha
makes(1.7) a probability distribution onKd .

Remarks. (i) We should note difference between the G-S diffusion case and the W-F diffusion case. The
covered by a theorem of Li, Shiga and Yao [16]. They proved, under the same irreducibility assumption as above
that reversibility of the W-F diffusion is equivalent toonly the condition (1.5). Thus no condition onγ is required
in this case. In addition, we can assumeβ = 1 without loss of generality, and the stationary distribution is known
[30] as

e2〈x̄,γ 〉
d∏

i=1

x
qi−1
i dx1 · · ·dxd−1/normalization.

Note also that distributions of this form are recovered from (1.7) by settingβ = 1 +C−1γ or γ = Cβ −C1, which
satisfies (1.6), and then lettingC → ∞.

(ii) Clearly (1.7) generalizes Dirichlet distributions, that correspond to the case whereβ = C11 for someC1 > 0.
Since (1.7) is absolutely continuous with respect to the Dirichlet distribution with parameter(q1β1

−1, . . . , qdβd
−1)

and the density is bounded above and uniformly positive, normalizability in (1.7) is obvious.
(iii) When C = 0 in (1.7), an explicit expression of the normalizationZβ,q,0 will be given in Lemma 3.1 below
(iv) In the case ofd = 2, (1.5) and (1.6) are always satisfied, and the stationary distribution (1.7) is de

directly by using integration by parts in one dimension.
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Heuristics behind the proof of Theorem 1.1 is as follows. In view of general facts (e.g. [14,18], [13, Cha
Theorem 4.6]) on symmetrizability ofnondegenerateoperators of the form (1.1), it seems natural to guess
reversibility of the process we consider would be equivalent to the condition that the “drift term” is of the form

b(x) := (b1(x), . . . , bd−1(x))′ = −1

2
a(x)∇H(x) for some functionH(x), (1.8)

wherea(x) = (aij (x))1�i,j�d−1 and∇H(x) = (∂H/∂x1, . . . , ∂H/∂xd−1)
′. Furthermore, this reduces to symm

tries

d−1∑
k=1

aik(x)
∂bj (x)

∂xk

=
d−1∑
k=1

ajk(x)
∂bi(x)

∂xk

, i, j ∈ {1, . . . , d − 1}. (1.9)

Regarding (1.9) as a family ofidentities between polynomials inx1, . . . , xd−1, one arrives at (1.5) and (1.6
Moreover, after multiplying both sides of (1.8) by the inverse matrixa(x)−1, which exists wheneverx belongs to

K+
d := {

x = (x1, . . . , xd−1)
′ ∈ Kd : x1 > 0, . . . , xd−1 > 0, xd > 0

}
(cf. (1.12) below), a functionH satisfying (1.8) onK+

d is found as

H(x) =
d∑

i=1

qiβi
−1 log(xi

−1) + (〈q,β−1〉 + 2C
)
log〈x̄,β−1〉. (1.10)

Lastly, the stationary distribution would be simply given by

e−H(x)
(
deta(x)

)−1
dx1 · · ·dxd−1/normalization. (1.11)

Thus, we need to compute deta(x) and a(x)−1. Such calculations are rather lengthy and summarized i
Appendix A. In particular, it will be shown that

deta(x) = (β1x1) · · · (βdxd)〈x̄,β−1〉. (1.12)

Verification of (1.8) and (1.11) for the W-F diffusion can be found, for example, in [1, Appendix F].
In actual proof of Theorem 1.1, we take a strategy similar to [11], in which the same kind of problems are

for a class of measure-valued diffusion processes of Fleming–Viot’s type. This class contains the W-F diffu
finite-dimensional cases. The strategy allows one to avoid problems which would be caused by degeneracy ofa(x)

on the boundary ofKd (in Rd−1) and is based on a transformation group{Sf : f ∈ Rd−1} onKd with property

d

du
Suf x = a(Suf x)f, f = (f1, . . . , fd−1)

′ ∈ Rd−1, x ∈ Kd. (1.13)

Technicalities regarding this group are collected in Appendix B. In this context, reversible distributions (if
are interpreted as distributions with certain quasi-invariance property (see Theorem 2.1 below), and some
theoretic considerations will yield (1.8), a key in the above heuristics. It is worth noting and observed in Appe
that aσ -finite measure(

deta(x)
)−1

dx1 · · ·dxd−1 onK+
d (1.14)

which appeared in (1.11) is invariant under{Sf }, and that such invariant measures are unique up to multiplic
constants. We also emphasize that existence of the transformation group (1.13) crucially relies on a special
of the diffusion matrix, i.e.,

(
a(x)−1)

ij
= ∂2U

, x ∈ K+
d (1.15)
∂xi∂xj
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d . See Corollary A.1 in Appendix A for an explicit form ofU . It seems that suc

structure characterizes a class of diffusion models for which appropriate modification of methods in the
paper are available.

The rest of the paper is organized as follows. In the next section, we will prove Theorem 1.1 by means o
shown in Appendices A and B. Such results would be interesting in their own rights and useful in som
situations. As the last part (besides appendices) of this paper, we discuss some aspects of the reversible di
obtained in Theorem 1.1, especially logarithmic Sobolev inequalities for the reversible G-S diffusions. This kin
of inequalities is known as a powerful tool to study ergodic behaviors of the process and asymptotic stability
the equilibrium distribution. (See e.g. [8] for general accounts and various examples.) In our case these are sh
to hold as a direct consequence of logarithmic Sobolev inequalities for the reversible W-F diffusions proved b
Stannat [25] combined with remark (ii) after Theorem 1.1.

2. Quasi-invariance and reversibility

As for the scalar product onRd−1, we use notation

(f, g) =
d−1∑
i=1

figi , f = (f1, . . . , fd−1)
′, g = (g1, . . . , gd−1)

′ ∈ Rd−1.

Set also‖f ‖1 = |f1| + · · · + |fd−1|. As mentioned in the previous section, one of main tools in this section i
transformation group{Sf : f ∈ Rd−1} onKd constructed in Appendix B. For eachf ∈ Rd−1, the image ofx ∈ Kd

by Sf is denoted as

Sf x = (
(Sf x)1, . . . , (Sf x)d−1

)′ ∈ Kd.

Properties of{Sf } we employ here are the following. The proofs are found in Appendix B.

(S.1) For eachi ∈ {1, . . . , d}, (Sf x)i = 0 wheneverxi = 0.
(S.2) S0x = x andSf (Sgx) = Sf +gx. In particular,S−f = (Sf )−1.
(S.3) Sf x ∈ K+

d if and only if x ∈ K+
d .

(S.4) For anyx, y ∈ K+
d , there exists a uniquef ∈ Rd−1 such thaty = Sf x.

(S.5)
∂(Sf x)i

∂fj
= aij (Sf x), i, j ∈ {1, . . . , d − 1}.

(S.6) Sf x is continuously differentiable inx, and

Dx(Sf x)a(x) = a(Sf x), whereDx(Sf x) =
(

∂(Sf x)i

∂xj

)
1�i,j�d−1

.

(S.7) There exist constantsC1 andC2 such that for allx, y ∈ Kd, f,g ∈ Rd−1

‖Sf x − Sgy‖1 �
(‖x − y‖1 + C1‖f − g‖1

)
exp

(
C2 min{‖f ‖1,‖g‖1}

)
.

(S.8) For any nonnegative Borel functionF onK+
d∫

Rd−1

F(Sf x) df1 · · ·dfd−1 =
∫

K+
d

F (y)m(dy) =
∫

K+
d

F (Sgy)m(dy),

wherex ∈ K+ andg ∈ Rd−1 are arbitrary andm(dy) = dy1 · · ·dyd−1/deta(y).
d
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Denote byM1(Kd) the set of Borel probability measures onKd . Given a measurable functionΛ onRd−1×Kd ,
we say that aν ∈ M1(Kd) is quasi-invariant under{Sf } with cocycleΛ if for every f ∈ Rd−1, ν andν ◦ Sf

(= ν ◦ (S−f )−1) are mutually absolutely continuous with density given by

d(ν ◦ Sf )

dν
(x) = eΛ(f,x), ν-a.s., (2.1)

which is equivalent to the condition that∫
K+

d

F (S−f x)ν(dx) =
∫

K+
d

F (x)eΛ(f,x)ν(dx), f ∈ Rd−1

holds for any nonnegative Borel functionF onK+
d . In this case, the chain rule, (S.2) and (2.1) together imply

for f,g ∈ Rd−1

Λ(f + g,x) = Λ(f,Sgx) + Λ(g,x), ν-a.s. (2.2)

This is referred to as cocycle identity. Putb(x) = (b1(x), . . . , bd−1(x))′.

Theorem 2.1. Let ν ∈ M1(Kd). Thenν is a reversible distribution of the G-S diffusion if and only ifν is quasi-
invariant under{Sf } with cocycle

Λ(f,x) = 2

1∫
0

(
b(Suf x), f

)
du. (2.3)

We prepare an equality which plays a key role in proving Theorem 2.1.

Lemma 2.1. LetΛ be given by(2.3). Fix an arbitraryf ∈ Rd−1. For anyG ∈ C1(Kd), define

Gt(x) = G(S−tf x)exp
(−Λ(tf,S−tf x)

)
, t ∈ R.

ThenGt ∈ C1(Kd) and

d

dt
Gt(x) = −2

(
b(x), f

)
Gt(x) − (

a(x)f,∇Gt(x)
)
. (2.4)

Proof. DefineVt(x) = Λ(tf,S−tf x). We first compute∇Gt as

∇Gt(x) = e−Vt (x)∇(G ◦ S−tf )(x) − Gt(x)∇Vt(x). (2.5)

Moreover, by (S.6)(
a(x)f,∇(G ◦ S−tf )(x)

) = (
a(x)f,Dx(S−tf x)′∇G(S−tf x)

)
= (

Dx(S−tf x)a(x)f,∇G(S−tf x)
)

= (
a(S−tf x)f,∇G(S−tf x)

) = − d

dt
G(S−tf x), (2.6)

where (S.5) was used to show the last equality. Observing that

Vt(x) = Λ(tf,S−tf x) = 2

t∫
(b(S−uf x), f ) du, (2.7)
0
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we see from (S.6) and (2.5) thatGt ∈ C1(Kd). Applying calculations (2.6) toW(x) := (b(x), f ) instead ofG(x),
we get

(
a(x)f,∇Vt(x)

) = 2

t∫
0

(
a(x)f,∇(W ◦ S−uf )(x)

)
du

= −2

t∫
0

d

du
W(S−uf ) du

= −2
{(

b(S−tf x), f
) − (

b(x), f
)}

= − d

dt
Vt (x) + 2

(
b(x), f

)
. (2.8)

Combining (2.5) with (2.6) and (2.8) yields

(
a(x)f,∇Gt(x)

) = −e−Vt (x) d

dt
G(S−tf x) − Gt(x)

{
− d

dt
Vt (x) + 2(b(x), f )

}

= − d

dt
Gt (x) − 2

(
b(x), f

)
Gt(x).

This proves (2.4). �
Proof of Theorem 2.1. Firstly, we recall a fundamental fact on reversibility which is implied by Theorem 2.
Fukushima and Stroock [6]. Namely,ν ∈ M1(Kd) is a reversible distribution of the G-S diffusion if and only
the following symmetry holds:∫

(LF)(x)G(x)ν(dx) =
∫

F(x)(LG)(x)ν(dx), F,G ∈ C2(Kd).

(All integrals are taken overKd .) Note that this particularly implies that for anyF ∈ C2(Kd),
∫
(LF)(x)ν(dx) = 0.

Since direct computation shows that

(LF)(x)G(x) + F(x)(LG)(x) − (
L(FG)

)
(x) = −(

a(x)∇F(x),∇G(x)
)
, (2.9)

the above symmetry is equivalent to that

−
∫

(LF)(x)G(x)ν(dx) = 1

2

∫ (
a(x)∇F(x),∇G(x)

)
ν(dx) (2.10)

holds for anyF,G ∈ C2(Kd). Moreover, by approximation, this can bereplaced by the condition that (2.10) hol
for anyF ∈ C2(Kd) andG ∈ C1(Kd).

Once (2.4) has been established, the following argument is standard (cf. [11], proof of Theorem 2.1). W
describe it, using the same notation as in Lemma 2.1. TakingG ∈ C1(Kd) andf ∈ Rd−1 arbitrarily and integrating
both sides of (2.4) with respect to aν ∈M1(Kd), we have∫ (

b(x), f
)
Gt(x)ν(dx) + 1

2

∫ (
a(x)f,∇Gt(x)

)
ν(dx) = −1

2

∫
d

dt
Gt(x)ν(dx).

DefineF(x) = (x, f ) to get a more suggesting form∫
(LF)(x)Gt(x)ν(dx) + 1

∫ (
a(x)∇F(x),∇Gt(x)

)
ν(dx) = −1 d

∫
Gt(x)ν(dx). (2.11)
2 2 dt
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HereGt ∈ C1(Kd) by Lemma 2.1. Ifν is a reversible distribution of the G-S diffusion, then the left-hand sid
(2.11) vanishes by (2.10) and in particular

∫
G1(x)ν(dx) = ∫

G0(x)ν(dx) or∫
G(S−f x)exp

(−Λ(f,S−f x)
)
ν(dx) =

∫
G(x)ν(dx).

This shows the quasi-invariant property with desired density (2.1). Conversely, ifν is quasi-invariant under{Sf }
with cocycleΛ, then the right-hand side of (2.11) vanishes. Thus (2.10) holds for anyG ∈ C1(Kd) andF such
that F(x) = (x, f ) for somef ∈ Rd−1. Furthermore, an inductive argument shows that (2.10) can extend
functionsF(x) = (x, f (1)) · · · (x, f (n)) with f (1), . . . , f (n) ∈ Rd−1. Indeed, assuming that both (F =) F1 andF2
satisfy (2.10) for anyG ∈ C1(Kd), we have by (2.9)∫

(L(F1F2))(x)G(x)ν(dx)

=
∫

(LF1)(x)F2(x)G(x)ν(dx) +
∫

F1(x)(LF2)(x)G(x)ν(dx) +
∫ (

a(x)∇F1(x),∇F2(x)
)
G(x)ν(dx)

= −1

2

∫ (
a(x)∇F1(x),∇(F2G)(x)

)
ν(dx) − 1

2

∫ (
a(x)∇F2(x),∇(F1G)(x)

)
ν(dx)

+
∫ (

a(x)∇F1(x),∇F2(x)
)
G(x)ν(dx)

= −1

2

∫
F2(x)

(
a(x)∇F1(x),∇G(x)

)
ν(dx) − 1

2

∫
F1(x)

(
a(x)∇F2(x),∇G(x)

)
ν(dx)

= −1

2

∫ (
a(x)∇(F1F2)(x),∇G(x)

)
ν(dx).

Therefore, it follows from linearity of (2.10) inF that (2.10) holds true for all polynomialsF(x). A suitable
approximation procedure (see e.g. Appendix 7 in[3]) concludes that (2.10) are valid for allF ∈ C2(Kd). This
implies reversibility ofν. �

In the next lemma, assuming existence and certain support property, we give a concrete expression of qu
invariant distributions under{Sf } in terms of continuous cocycleΛ.

Lemma 2.2. (i) Let Λ : Rd−1 × Kd → R be continuous. Suppose that there exists aν ∈ M1(Kd) which is quasi-
invariant under{Sf } with cocycleΛ. If ν(K+

d ) = 1, then

Z(x) :=
∫

Rd−1

eΛ(f,x)df1 · · ·dfd−1 < ∞ for all x ∈ K+
d , (2.12)

and

ν(dx) = Z(x)−1m(dx). (2.13)

Moreover, for anyf ∈ Rd−1 andx ∈ K+
d

Λ(f, x) = logZ(x) − logZ(Sf x). (2.14)

(ii) If H is a continuous function onK+
d such that

Z :=
∫

K+

e−H(x)m(dx) < ∞,
d
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thenν(dx) := e−H(x)m(dx)/Z is a unique distribution onK+
d which is quasi-invariant under{Sf } with cocycle

Λ(f,x) = H(x) − H(Sf x).

Proof. (i) For any nonnegative Borel functionF onK+
d , we have the following equalities by the quasi-invarian

supposed.∫
K+

d

F (S−f x)ν(dx) =
∫

K+
d

F (x)eΛ(f,x)ν(dx), f ∈ Rd−1. (2.15)

By integrating both sides with respect todf1 · · ·dfd−1 over Rd−1, using Fubini’s theorem and then (S.8), a
noting thatν(K+

d ) = 1, (2.15) becomes∫
K+

d

F (y)m(dy) =
∫

K+
d

F (x)Z(x)ν(dx). (2.16)

Since the left-hand side is finite forF(x) = deta(x), Z(x) < ∞, ν-a.e. Therefore, (2.16) proves (2.13). Especia
the support suppν of ν coincides withKd . It is obvious from (S.4) that (2.12) is implied by (2.14). This equality
shown by virtue of cocycle identities (2.2) which hold for allx ∈ Kd andf,g ∈ Rd−1 since suppν = Kd andΛ is
continuous. Indeed, for anyx ∈ K+

d andf ∈ Rd−1

Z(Sf x) =
∫

Rd−1

eΛ(g,Sf x)dg1 · · ·dgd−1 = e−Λ(f,x)

∫
Rd−1

eΛ(g+f,x)dg1 · · ·dgd−1 = e−Λ(f,x)Z(x),

which proves (2.14).
(ii) Let F be an arbitrary nonnegative Borel function onK+

d . By the last equality of (S.8)∫
K+

d

F (x)e−H(x)m(dx) =
∫

K+
d

F (Sf x)e−H(Sf x)m(dx), f ∈ Rd−1

or equivalently∫
K+

d

F (x)ν(dx) =
∫

K+
d

F (Sf x)eH(x)−H(Sf x)ν(dx), f ∈ Rd−1.

ReplacingF by F ◦ S−f , we get (2.15) withΛ(f,x) = H(x)−H(Sf x). This shows the required quasi-invarian
property. SinceH is continuous, uniqueness follows from the assertion (i).�

For Λ given by (2.3), we shall verify the conditionν(K+
d ) = 1 under the irreducibility assumption o

Theorem 1.1. SetI = {1, . . . , d}. DefineB = (λij )i,j∈I and decompose(b(x), f ) into(
b(x), f

) = 〈x̄,Bf̂ 〉 + 〈ζ (x), f̂ 〉, f = (f1, . . . , fd−1)
′ ∈ Rd−1, (2.17)

wheref̂ = (f1, . . . , fd−1,0)′ ∈ Rd andζ (x) = (ζ1(x), . . . , ζd(x))′ is defined by

ζi(x) = xi

(
γi − 〈x̄,γ 〉), i ∈ I.

Givenξ ,η ∈ Rd , defineξη ∈ Rd by

ξη = (ξ1η1, . . . , ξdηd)′.
Observe that for allx ∈ Kd andξ ∈ Rd〈

ζ (x), ξ
〉 = 〈x̄,γ ξ 〉 − 〈x̄,γ 〉〈x̄, ξ 〉, (2.18)
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and that∣∣〈ζ (x), ξ〉∣∣ � ω(γ )
〈
x̄, |ξ |〉, (2.19)

whereω(γ ) = max{|γi − γj |; i, j ∈ I } and |ξ | = (|ξ1|, . . . , |ξd |)′ ∈ Rd . Define ξ̌ = (ξ̌1, . . . , ξ̌d−1)
′ ∈ Rd−1 by

ξ̌i = ξi − ξd (i = 1, . . . , d − 1). It is obvious that

ξ = ˆ
(ξ̌) + ξd1, ξ ∈ Rd . (2.20)

Lemma 2.3. Suppose thatB = (λij )i,j∈I is irreducible in the same sense as in Theorem1.1. If ν ∈ M1(Kd) is
quasi-invariant under{Sf } with cocycleΛ given by(2.3), thenν(K+

d ) = 1.

Proof. Let f ∈ Rd−1 be given. Putρ = ω(γ ). Define

F(x) = exp

[
−2(1+ ρ)

1∫
0

〈Suf x, f̂ 〉du − 2

1∫
0

〈
ζ (Suf x), f̂

〉
du

]
. (2.21)

Then by (2.3) and (2.17)

F(x)expΛ(f,x) = exp

[
−2

1∫
0

〈
Suf x, (1+ ρ)f̂ − Bf̂

〉
du

]
.

So the quasi-invariance (2.1) implies that

∫
Kd

exp

[
−2

1∫
0

〈
Suf x, (1+ ρ)f̂ − Bf̂

〉
du

]
ν(dx)

=
∫
Kd

exp

[
−2(1+ ρ)

1∫
0

〈S−uf x, f̂ 〉du − 2

1∫
0

〈
ζ (S−uf x), f̂

〉
du

]
ν(dx). (2.22)

Since (2.22) holds true if̂f is replaced byf̂ + C1 =: ξ with C ∈ R being arbitrary, we have also by (2.20)

∫
Kd

exp

[
−2

1∫
0

〈
S

uξ̌
x, (1+ ρ)ξ − Bξ

〉
du

]
ν(dx)

=
∫
Kd

exp

[
−2(1+ ρ)

1∫
0

〈S−uξ̌
x, ξ 〉du − 2

1∫
0

〈
ζ (S−uξ̌

x), ξ
〉
du

]
ν(dx) (2.23)

for anyξ ∈ Rd . In the case whereξi � 0 (i ∈ I), it follows from (2.19) andρ = ω(γ ) that

∫
Kd

exp

[
−2

1∫
0

〈
S

uξ̌
x, (1+ ρ)ξ − Bξ

〉
du

]
ν(dx) �

∫
Kd

exp

[
−2

1∫
0

〈S−uξ̌
x, ξ 〉du

]
ν(dx). (2.24)

Let k ∈ I be arbitrary and putε(k) = (δik)i∈I ∈ Rd . For anyc > 0, considerξ = cη with

η =
∞∫

e−(1+ρ)tetBε(k) dt and etB =
∞∑

n=0

tn

n!B
n.
0
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Then(1+ ρ)η − Bη = ε(k) and hence (2.24) becomes

∫
Kd

exp

[
−2c

1∫
0

(Sucη̌x)k du

]
ν(dx) �

∫
Kd

exp

[
−2c

1∫
0

〈S−ucη̌x,η〉du

]
ν(dx). (2.25)

Here the irreducibility ofB implies thatηi > 0 for eachi ∈ I . Therefore the right-hand side of (2.25) tends
0 asc → ∞, while it follows from (S.1) that the left-hand side is bounded from below byν({x ∈ Kd : xk = 0}).
Consequently,xk > 0, ν-a.s. Sincek ∈ I is arbitrary,ν(K+

d ) = 1 as required. �
Before proving Theorem 1.1, we show a simple lemma. Defineā(x) = (aij (x))i,j∈I , whereaij (x) are the same

as in (1.3) even fori = d or j = d .

Lemma 2.4. Let ξ ∈ Rd andg ∈ Rd−1. Then

d

dt
〈Stgx, ξ 〉

∣∣∣∣
t=0

= 〈
ā(x)ĝ, ξ

〉
. (2.26)

Proof. Noting that the left-hand side of (2.26) does not change its value after replacementξ �→ ξ + C1, we use
(S.5) to get

d

dt
〈Stgx, ξ 〉

∣∣∣∣
t=0

= d

dt
(Stgx, ξ̌ )

∣∣∣∣
t=0

= (
a(x)g, ξ̌

) = (
g,a(x)ξ̌

)
.

Hence (2.26) is easily shown by observing that(a(x)ξ̌)i = (ā(x)ξ)i, i ∈ {1, . . . , d − 1}. �
Proof of Theorem 1.1. First suppose that there exists a reversible distributionν ∈ M1(Kd) of the G-S diffusion.
According to remark (iv) afterTheorem 1.1, we assume also thatd � 3. By Theorem 2.1ν is quasi-invarian
under{Sf } with cocycleΛ given by (2.3). Since we have both irreducibility ofB = (λij ) and continuity ofΛ,
Lemmas 2.2(i) and 2.3 together imply that there exists a functionH(x)(:= logZ(x)) onK+

d such that

H(x) − H(Stf x) = Λ(tf, x) = 2

t∫
0

(
b(Suf x), f

)
du, f ∈ Rd−1

and therefore(
b(x), f

) = −1

2

d

dt
H(Stf x)

∣∣∣∣
t=0

, f ∈ Rd−1. (2.27)

We claim thatH is sufficiently smooth onK+
d . Fixing y ∈ K+

d arbitrarily, consider

G(f ) := H(Sf y) = H(y) − 2

1∫
0

(
b(Suf y), f

)
du

as a function off ∈ Rd−1. ThenG is smooth by (2.17) and (S.5). By (S.4) the equationSΨ (x)y = x defines
a mapΨ :K+

d → Rd−1. This is nothing but the inverse ofRd−1 � f �→ Sf y ∈ K+
d , whose Jacobian matrix i

nondegenerate and smooth by (S.5). Hence the inverse function theorem implies smoothness ofΨ and accordingly
of the compositionH = G ◦ Ψ .

Consequently (2.27) yields symmetry of the form
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ng

s

he
d

dt
(b(Stgx), f )

∣∣∣∣
t=0

= −1

2

∂2

∂t∂u
H(Suf+tgx)

∣∣∣∣
t=0,u=0

= −1

2

∂2

∂t∂u
H(Stf+ugx)

∣∣∣∣
t=0,u=0

= d

dt

(
b(Stf x), g

)∣∣∣∣
t=0

, f, g ∈ Rd−1. (2.28)

Making use of (2.17), (2.18), and (2.26), one can compute the most right-hand side of (2.28) as

d

dt

(
b(Stf x), g

)∣∣∣∣
t=0

= d

dt
〈Stf x,Bĝ〉

∣∣∣∣
t=0

+ d

dt
〈Stf x,γ ĝ〉

∣∣∣∣
t=0

− d

dt

(〈Stf x,γ 〉〈Stf x, ĝ〉)∣∣∣∣
t=0

= 〈
ā(x)f̂ ,Bĝ

〉 + 〈
ā(x)f̂ ,γ ĝ

〉 − 〈
ā(x)f̂ ,γ

〉〈x̄, ĝ〉 − 〈x̄,γ 〉〈ā(x)f̂ , ĝ
〉

= 〈
ā(x)f̂ ,Bĝ

〉 + 〈
ā(x)f̂ ,γ

(
ĝ − 〈x̄, ĝ〉1)〉 − 〈x̄,γ 〉〈ā(x)f̂ , ĝ

〉
. (2.29)

Noting that this quantity does not change the value when replacingf andg by f̂ + C11 =: ξ and ĝ + C21 =: η
respectively and that the last term of (2.29) is symmetric inf andg, we see that (2.28) is equivalent to

J1(x)[ξ ,η] := 〈ā(x)ξ ,Bη〉 + 〈
ā(x)ξ ,γ

(
η − 〈x̄,η〉1)〉 = J1(x)[η, ξ ], ξ ,η ∈ Rd . (2.30)

Moreover, rewriting the bilinear formJ1(x) in terms ofβ by using Lemma A.1 in Appendix A and then removi
a symmetric part, we obtain from (2.30)

J2(x)[ξ ,η] = J2(x)[η, ξ ], ξ ,η ∈ Rd , (2.31)

where

J2(x)[ξ ,η] = 〈
x̄,β

(
ξ − 〈x̄, ξ 〉1)(

Bη − 〈x̄,Bη〉1)〉 − 〈
x̄,β

(
ξ − 〈x̄, ξ 〉1)〉〈

x̄,γ
(
η − 〈x̄,η〉1)〉

= 〈
x̄,βξ (Bη)

〉 − 〈x̄, ξ 〉〈x̄,β(Bη)
〉 − 〈x̄,βξ 〉〈x̄,Bη〉 + 〈x̄,β〉〈x̄, ξ 〉〈x̄,Bη〉

− (〈x̄,βξ 〉 − 〈x̄,β〉〈x̄, ξ 〉)(〈x̄,γ η〉 − 〈x̄,γ 〉〈x̄,η〉). (2.32)

Let ε(k), k ∈ I be the unit vectors in the proof of Lemma 2.3 and consider equalities

J2(x)[ε(i),ε(j)] = J2(x)[ε(j),ε(i)], x ∈ K+
d , i, j ∈ I. (2.33)

Clearly

J2(x)[ε(i),ε(j)] = xiβi(Bε(j))i − xi〈x̄,β · Bε(j)〉 − xiβi〈x̄,Bε(j)〉
+ xi〈x̄,β〉〈x̄,Bε(j)〉 − xi

(
βi − 〈x̄,β〉)xj

(
γj − 〈x̄,γ 〉). (2.34)

Given distincti, j ∈ I , take an arbitraryk ∈ I \ {i, j }. This is possible becaused � 3. We regard (2.33) as identitie
between polynomials withd − 1 independent variables{xl: l ∈ I, l �= k}. Note that

〈x̄,β〉 = βk +
∑

l∈I\{k}
xl(βl − βk) (2.35)

and similarly

〈x̄,Bε(j)〉 = (Bε(j))k +
∑

l∈I\{k}
xl

(
(Bε(j))l − (Bε(j))k

) = λkj +
∑

l∈I\{k}
xl(λlj − λkj ).

Comparing coefficients of a monomialxi in (2.33), we get

βi(λij − λkj ) = 0, i �= j �= k.

This makes it possible to defineqj = 2λij (i �= j) for eachj ∈ I , and (1.5) has been derived. It follows from t
irreducibility of (λij )i,j∈I thatq := (q1, . . . , qd)′ ∈ Rd+.
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For eachξ = (ξ1, . . . , ξd )′ ∈ Rd , Bξ is now of the form

(Bξ )i = (〈p, ξ 〉 − ξi

)〈q,1〉/2, i ∈ I,

wherep = (p1, . . . , pd)′ ∈ K+
d is given bypi = 〈q,1〉−1qi (i ∈ I). Therefore, the previous expression (2.32)

J2(x)[ξ ,η] is simplified as follows.

J2(x)[ξ ,η] = −〈
x̄,β

(
ξ − 〈x̄, ξ〉1)(

η − 〈x̄,η〉1)〉〈q,1〉/2

− 〈
x̄,β

(
ξ − 〈x̄, ξ 〉1)〉〈

x̄,γ
(
η − 〈x̄,η〉1)〉

. (2.36)

By ignoring the first term in the right-hand side of (2.36) which is symmetric, (2.31) becomes

J3(x)[ξ ,η] := 〈
x̄,β

(
ξ − 〈x̄, ξ 〉1)〉〈

x̄,γ
(
η − 〈x̄,η〉1)〉 = J3(x)[η, ξ ], ξ ,η ∈ Rd . (2.37)

Consider again the special cases:

J3(x)[ε(i),ε(j)] = J3(x)[ε(j),ε(i)], x ∈ K+
d , i, j ∈ I. (2.38)

By the assumption thatβ �= C1 for anyC, there exists ak ∈ I such thatIk := {i ∈ I : βi �= βk} has at least two
distinct elements. We fix such ak and takei, j ∈ I \ {k} such thati �= j . Observing that

J3(x)[ε(i),ε(j)] = xi

(
βi − 〈x̄,β〉)xj

(
γj − 〈x̄,γ 〉)

and using (2.35), one can rewrite (2.38) as

xi

(
βi − βk −

∑
l∈I\{k}

xl(βl − βk)

)
xj

(
γj − γk −

∑
l∈I\{k}

xl(γl − γk)

)

= xi

(
βj − βk −

∑
l∈I\{k}

xl(βl − βk)

)
xj

(
γi − γk −

∑
l∈I\{k}

xl(γl − γk)

)
,

which is also regarded as identities between polynomials withd − 1 independent variables{xl: l ∈ I, l �= k}. So by
comparing coefficients ofxixj , one reduces to

(βi − βk)(γj − γk) = (βj − βk)(γi − γk), i �= k �= j. (2.39)

This implies the existence of a constantC such that

γi − γk = C(βi − βk), i ∈ Ik ∪ {k}. (2.40)

The restrictioni ∈ Ik ∪ {k} in (2.40) can be removed as follows. Ifi /∈ Ik ∪ {k}, theni �= k andβi = βk. On the
other hand, takingj ∈ Ik arbitrarily, we see thati, j, k are mutually distinct and hence by (2.39)

(βj − βk)(γi − γk) = (βi − βk)(γj − γk) = 0,

which shows that

γi − γk = 0 = C(βi − βk).

Consequently

γi − Cβi = γk − Cβk, i ∈ I.

Thusγ = Cβ + C′1 holds withC′ = γk − Cβk . This proves (1.6).
It remains to show that, under the conditions (1.5) and (1.6),(1.7) is a reversible distribution of the G-S diffusio

(As mentioned in the paragraph above Theorem 1.1, the uniqueness of stationary distribution is due to Shig
According to these conditions,bi(x)’s are of the form

bi(x) = 1(
qi − 〈q,1〉xi

) + Cxi

(
βi − 〈x̄,β〉), i = 1, . . . , d − 1. (2.41)
2
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By virtue of Theorem 2.1, Lemmas 2.2 and 2.3, it suffices to verify an equality

(
b(x), f

) = −1

2

d

dt
H(Stf x)

∣∣∣∣
t=0

, x ∈ K+
d , f ∈ Rd−1 (2.42)

or

b(x) = −1

2
a(x)∇H(x), x ∈ K+

d , (2.43)

where

H(x) =
d∑

i=1

qiβi
−1 log(xi

−1) + (〈q,β−1〉 + 2C
)
log〈x̄,β−1〉.

Indeed,H satisfies the assumption of Lemma 2.2(ii), and soν(dx) := e−H(x)m(dx)/Z is quasi-invariant unde
{Sf } with cocycleH(x) − H(Sf x), which equalsΛ(f,x) given by (2.3) because of (2.42). Therefore, it follo
from Theorem 2.1 thatν is a reversible distribution of the G-S diffusion, and the coincidence ofν with (1.7) is seen
from the formula for deta(x) given in Proposition A.1 of Appendix A.

Since by direct calculation

−1

2

∂H

∂xi

= qi

2βixi

− qd

2βdxd

− 〈q,β−1〉 + 2C

2〈x̄,β−1〉 (βi
−1 − βd

−1), (2.44)

(2.43) is verified straightforwardly. (Alternatively, computea(x)−1b(x) by using (2.41) and (A.6) in Appendix A
to deduce the right-hand side of (2.44).) The proof of Theorem 1.1 is completed.�

3. Analytic aspects of reversible distributions

In this section, we discuss some aspects of reversible distributions obtained in Theorem 1.1, namely

Pβ,q,C(dx) := 〈x̄,β−1〉−〈q,β−1〉−2C−1
d∏

i=1

x
qiβi

−1−1
i dx1 · · ·dxd−1/Zβ,q,C (3.1)

whereβ−1 = (β1
−1, . . . , βd

−1)′, q = (q1, . . . , qd)′ ∈ Rd+, C ∈ R, andZβ,q,C is the normalization constant. In ca
of β = 1, P1,q,C = P1,q,0 coincides with the Dirichlet distributionDq with parameterq:

Dq(dx) = �(〈q,1〉)∏d
i=1 �(qi)

d∏
i=1

x
qi−1
i dx1 · · ·dxd−1, (3.2)

where�(·) stands for the gamma function. We see from (3.1) and (3.2) thatPβ,q,C andDqβ−1 are equivalent and
that the density function satisfies the following uniform bound∣∣∣∣log

dPβ,q,C

dDqβ−1
(x)

∣∣∣∣ � 2
∣∣〈q,β−1〉 + 2C + 1

∣∣ max
1�i�d

| logβi |, x ∈ K+
d . (3.3)

The integral

Zβ,q,C

�(〈q,β−1〉)∏d
i=1 �(qiβi

−1)
=

∫
K+

d

〈x̄,β−1〉−〈q,β−1〉−2C−1Dqβ−1(dx) (3.4)

can be thought of as expectation with respect to a distribution of mean of a Dirichlet process, finite dimensio
of which are Dirichlet distributions. Such processes have been studied in many contexts. (See [2] and refere
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f
process

lation
therein.) Among analytic methods available, we employ quasi-invariance ofDq to study the right-hand side o
(3.4). Note that quasi-invariance of the Dirichlet process follows from that of the corresponding gamma
found in [26] and [27]. See also [10]. We will use the following notation.

logα = (logα1, . . . , logαd)′, α = (α1, . . . , αd)′ ∈ Rd+,

expξ = (eξ1, . . . , eξd )′, ξ = (ξ1, . . . , ξd )′ ∈ Rd .

Lemma 3.1. Letα ∈ Rd+ andλ ∈ R. Then∫
K+

d

〈x̄,α−1〉−〈q,1〉−λDq(dx) = e〈q,logα〉
∫

K+
d

〈x̄,α〉λDq(dx). (3.5)

In particular, the normalizationZβ,q,0 for C = 0 is expressed as

Zβ,q,0
�(〈q,β−1〉)∏d
i=1 �(qiβi

−1)
= e〈qβ−1,logβ〉

∫
K+

d

〈x̄,β〉Dqβ−1(dx) = e〈qβ−1,logβ〉 〈q,1〉
〈q,β−1〉 . (3.6)

Proof. We give a self-contained proof by applying Theorem 2.1 to the case whereβ = 1 and bi(x) = (qi −
〈q,1〉xi)/2, i ∈ {1, . . . , d − 1}. In this case, the associated transformations, denoted byS1

f , take the form

(S1
f x)i = efi xi∑d−1

j=1 efj xj + xd

= efi xi

〈x̄,expf̂ 〉 , i ∈ {1, . . . , d − 1} (3.7)

(see (A.24) for the proof), and this allows one to compute

Λ(f,x) := 2

1∫
0

(
b(S1

uf x), f
)
du = 〈q,1〉(〈p, f̂ 〉 − log〈x̄,expf̂ 〉), (3.8)

wherep = 〈q,1〉−1q . By the last half of Theorem 1.1 and Theorem 2.1 withβ = 1 togetherDq = P1,q,0 is quasi-

invariant under{S1
f } with cocycle given by (3.8). Hence, puttingξ = logα ∈ Rd and defininǧξ ∈ Rd−1 in the same

way as in Section 2, we have∫
K+

d

〈x̄,α−1〉−〈q,1〉−λDq(dx)

=
∫

K+
d

〈S1
−ξ̌

x,α〉〈q,1〉+λDq (dx) =
∫

K+
d

〈x̄,α〉〈q,1〉+λeΛ(ξ̌ ,x)Dq(dx)

= e〈q,ξ 〉
∫

K+
d

〈x̄,α〉〈q,1〉+λ exp
{−〈q,1〉 log〈x̄,expξ 〉}Dq(dx) = e〈q,logα〉

∫
K+

d

〈x̄,α〉λDq(dx),

proving (3.5). In the above, the first equality follows from (3.7), while the third equality uses (3.8) and the re
(2.20).

It is easily seen from (3.8) combined with an obvious equality

d

du

∫
K+

eΛ(uf,x)Dq(dx)

∣∣∣∣
u=0

= d

du

∫
K+

Dq(dx)

∣∣∣∣
u=0

= 0
d d
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n by

w of

where
es, we

t

holding for eachf ∈ Rd−1 that∫
K+

d

(〈p, f̂ 〉 − 〈x̄, f̂ 〉)Dq (dx) = 0,

and hence∫
K+

d

〈x̄, ξ 〉Dq (dx) = 〈p, ξ 〉, ξ ∈ Rd . (3.9)

So lettingλ = 1 in (3.5) yields∫
K+

d

〈x̄,α−1〉−〈q,1〉−1Dq(dx) = e〈q,logα〉〈p,α〉 = e〈q,logα〉〈q,α〉/〈q,1〉. (3.10)

Replacingq andα by qβ−1 andβ, respectively, we get the last equality in (3.6). The first equality is show
combining (3.4) with (3.5). We complete the proof.�

Since (3.6) can be rewritten as

Zβ,q,0
−1 = �(〈q,β−1〉)∏d

i=1 �(qiβi
−1)

〈q,β−1〉
〈q,1〉

d∏
i=1

(
1

βi

)qiβi
−1

,

we have a more explicit form ofPβ,q,0(dx):

�(〈q,β−1〉)∏d
i=1 �(qiβi

−1)

〈q,β−1〉
〈q,1〉〈x̄,β−1〉 〈x̄,β−1〉−〈q,β−1〉

d∏
i=1

(
xi

βi

)qiβi
−1

dx1 · · ·dxd−1

x1 · · ·xd−1xd

. (3.11)

As the final topic, we discuss logarithmic Sobolev inequalities for reversible G-S diffusions. In vie
Theorem 1.1, this means that we restrict ourselves to the case where

bi(x) = 1

2

(
qi − 〈q,1〉xi

) + Cxi

(
βi − 〈x̄,β〉), i ∈ {1, . . . , d − 1}. (3.12)

In addition,Pβ,q,C is the corresponding reversible distribution. In the W-F diffusions case (i.e., the case
β = const.1), this kind of inequalities was shown to hold by Stannat [25]. In order to describe such inequaliti
need a bilinear form

Eβ
q,C(F,G) = 1

2

∫
K+

d

(
aβ(x)∇F(x),∇G(x)

)
Pβ,q,C(dx), F,G ∈ C∞(Kd), (3.13)

whereC∞(Kd) = {F ∈ C(Kd): F(x) = G(x)(∀x ∈ Kd) for someG ∈ C∞(Rd−1)}. In the above and in wha
follows, we use the notationaβ(x) instead ofa(x) to emphasize the dependency onβ. Since bilinear forms
associated withaβ(x) are calculated as (see Lemma A.1 in Appendix A)

(aβ(x)f, g) = 〈
x̄,β

(
f̂ − 〈x̄, f̂ 〉1)(

ĝ − 〈x̄, ĝ〉1)〉
, f, g ∈ Rd−1,

it follows from (3.3) that the formsEβ
q,C andE1

qβ−1,0
are equivalent in the sense that

c1E1
−1 (F,F ) � Eβ

q,C(F,F ) � c2E1
−1 (F,F ), F ∈ C∞(Kd) (3.14)
qβ ,0 qβ ,0
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o

(3.3)

bly the

y

for some positive finite constantsc1 = c1(β,q,C) andc2 = c2(β,q,C). Because the form(E1
qβ−1,0

,C∞(Kd)) is

closable inL2(Dqβ−1) (see [25, p. 670]),(Eβ
q,C,C∞(Kd)) is closable inL2(Pβ,q,C) and the closures of these tw

forms have a common domain. The logarithmic Sobolevinequalities obtained by Stannat is as follows.

Theorem 3.1 (Stannat, [25], Theorem 2.8).Letq ∈ Rd+. For anyF ∈ C∞(Kd),∫
K+

d

F (x)2 log(F (x)2)Dq(dx) � 320

min{q1, . . . , qd}E
1
q,0(F,F ) + ‖F‖L2(Dq )

2 log
(‖F‖2

L2(Dq )

)
. (3.15)

By virtue of a uniform bound (3.3), we can generalize this result.

Proposition 3.2. Let β,q ∈ Rd+ and C ∈ R. Then there exists a finite constantc = c(β,q,C) such that for any
F ∈ C∞(Kd)∫

K+
d

F (x)2 log(F (x)2)Pβ,q,C(dx) � c Eβ
q,C(F,F ) + ‖F‖L2(Pβ,q,C )

2 log
(‖F‖L2(Pβ,q,C )

2). (3.16)

Proof. By the argument in the proof of Lemma (3.13) in [12] (or by Property 4.6 in [8]), one can see from
existence of a finite constantc3 = c3(β,q,C) such that∫

K+
d

F (x)2 log

(
F(x)2

‖F‖L2(Pβ,q,C )
2

)
Pβ,q,C(dx) � c3

∫
K+

d

F (x)2 log

(
F(x)2

‖F‖L2(D
qβ−1)

2

)
Dqβ−1(dx) (3.17)

wheneverF ∈ L2(Dqβ−1) = L2(Pβ,q,C). The inequality (3.16) follows from (3.14) and (3.15).�
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Appendix A. Miscellanious calculations for the diffusion matrix

This appendix is devoted to show basic facts of the diffusion matrixa(x) of L, some of which are alread
used in the preceding sections. Letβ = (β1, . . . , βd)′ ∈ Rd+. For eachx ∈ Kd , consider a(d − 1) × (d − 1)-matrix
a(x) = (aij (x))1�i,j�d−1 and ad × d-matrix ā(x) = (aij (x))1�i,j�d , where

aij (x) = δij βixi + xixj

(〈x̄,β〉 − βi − βj

)
. (A.1)

As before, setf̂ = (f1, . . . , fd−1,0)′ ∈ Rd for f = (f1, . . . , fd−1)
′ ∈ Rd−1, and letI = {1, . . . , d}. Bilinear forms

associated with these matrices are given in the following lemma.

Lemma A.1. For eachx ∈ Kd ,(
a(x)f, g

) = 〈
x̄,β

(
f̂ − 〈x̄, f̂ 〉1)(

ĝ − 〈x̄, ĝ〉1)〉
, f, g ∈ Rd−1 (A.2)

and
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ing
〈
ā(x)ξ ,η

〉 = 〈x̄,βξη〉 − 〈x̄,βξ 〉〈x̄,η〉 − 〈x̄, ξ〉〈x̄,βη〉 + 〈x̄,β〉〈x̄, ξ 〉〈x̄,η〉
= 〈

x̄,β
(
ξ − 〈x̄, ξ〉1)(

η − 〈x̄,η〉1)〉
, ξ ,η ∈ Rd . (A.3)

Proof. In view of (a(x)f, g) = 〈ā(x)f̂ , ĝ〉, it is sufficient to show (A.3) only. This is easily done by consider
the case whereξ = ε(i),η = ε(j) (i, j ∈ I ). (Hereε(i) = (δik)

d
k=1, i = 1, . . . , d .) We omit the details. �

It is not difficult to see from Lemma A.1 thata(x) is degenerate ifxi = 0 for somei ∈ I and thatā(x) is always
degenerate. The following proposition shows these facts explicitly.

Proposition A.1.

deta(x) = (β1x1) · · · (βdxd)〈x̄,β−1〉. (A.4)

Proof. Since deta(x) is continuous inx, we can assume thatx ∈ K+
d , i.e., xi > 0 for all i ∈ I . For notational

simplicity, setn = d − 1 andb = 〈x̄,β〉. First observe that

deta(x) =

∣∣∣∣∣∣∣∣
β1x1 + x2

1(b − 2β1) x1x2(b − β1 − β2) · · · x1xn(b − β1 − βn)

x2x1(b − β2 − β1) β2x2 + x2
2(b − 2β2) · · · x2xn(b − β2 − βn)

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
xnx1(b − βn − β1) xnx2(b − βn − β2) · · · βnxn + x2

n(b − 2βn)

∣∣∣∣∣∣∣∣

= x2
1 · · ·x2

n

∣∣∣∣∣∣∣∣∣∣

r1 + (b − 2β1) b − β1 − β2 · · · b − β1 − βn−1 b − β1 − βn

b − β2 − β1 r2 + (b − 2β2) · · · b − β2 − βn−1 b − β2 − βn

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
b − βn−1 − β1 b − βn−1 − β2 · · · rn−1 + (b − 2βn−1) b − βn−1 − βn

b − βn − β1 b − βn − β2 · · · b − βn − βn−1 rn + (b − 2βn)

∣∣∣∣∣∣∣∣∣∣
,

whereri = βi/xi . Let f (i) be theith row vector in the above. Subtractf (i−1) from f (i) (i = n,n− 1, . . . ,2) to get

deta(x)

x2
1 · · ·x2

n

=

∣∣∣∣∣∣∣∣∣∣

r1 + (b − 2β1) b − β1 − β2 · · · b − β1 − βn−1 b − β1 − βn

−r1 + d1 r2 + d1 · · · d1 d1
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dn−2 dn−2 · · · rn−1 + dn−2 dn−2
dn−1 dn−1 · · · −rn−1 + dn−1 rn + dn−1

∣∣∣∣∣∣∣∣∣∣
,

wheredi = βi − βi+1. Denoting byg(j) the j th column vector in the above, subtractg(j−1) from g(j) (j =
n,n − 1, . . . ,2) to get

deta(x)

x2
1 · · ·x2

n

=

∣∣∣∣∣∣∣∣∣∣∣∣

r1 + (b − 2β1) −r1 + d1 d2 · · · dn−2 dn−1
−r1 + d1 r1 + r2 −r2 · · · 0 0

d2 −r2 r2 + r3 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

dn−2 0 0 · · · rn−2 + rn−1 −rn−1
dn−1 0 0 · · · −rn−1 rn−1 + rn

∣∣∣∣∣∣∣∣∣∣∣∣
.

Let h(i) be theith row vector in the above. Addh(2) + · · · + h(i−1) to h(i) (i = 3, . . . , n). Then

deta(x)

x2
1 · · ·x2

n

=

∣∣∣∣∣∣∣∣∣∣∣∣

r1 + (b − 2β1) −r1 + d1 d2 · · · dn−2 dn−1

−r1 + d1 r1 + r2 −r2 · · · 0 0
−r1 + (β1 − β3) r1 r3 · · · 0 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
−r1 + (β1 − βn−1) r1 0 · · · rn−1 −rn−1

−r + (β − β ) r 0 · · · 0 r

∣∣∣∣∣∣∣∣∣∣∣∣

1 1 n 1 n
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=

∣∣∣∣∣∣∣∣∣∣∣∣

b − β1 − β2 −r1 + d1 d2 · · · dn−2 dn−1

r2 + d1 r1 + r2 −r2 · · · 0 0
β1 − β3 r1 r3 · · · 0 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
β1 − βn−1 r1 0 · · · rn−1 −rn−1

β1 − βn r1 0 · · · 0 rn

∣∣∣∣∣∣∣∣∣∣∣∣

= r2 · · · rn

∣∣∣∣∣∣∣∣∣∣∣∣

b − β1 − β2 −r1 + d1 d2 · · · dn−2 dn−1

1+ d1/r2 1+ r1/r2 −1 · · · 0 0
(β1 − β3)/r3 r1/r3 1 · · · 0 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
(β1 − βn−1)/rn−1 r1/rn−1 0 · · · 1 −1

(β1 − βn)rn r1/rn 0 · · · 0 1

∣∣∣∣∣∣∣∣∣∣∣∣
.

Puttingsk = (β1 − βk)/rk andtk = r1/rk , we have

deta(x)

x2
1(β2x2) · · · (βnxn)

=

∣∣∣∣∣∣∣∣∣∣∣∣

b − β1 − β2 −r1 + d1 d2 · · · dn−2 dn−1

1+ s2 1+ t2 −1 · · · 0 0
s3 t3 1 · · · 0 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sn−1 tn−1 0 · · · 1 −1
sn tn 0 · · · 0 1

∣∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

b − β1 − β2 −r1 + d1 d2 · · · dn−2 dn−1

1+
n∑

k=2

sk 1+
n∑

k=2

tk 0 · · · 0 0

n∑
k=3

sk

n∑
k=3

tk 1 · · · 0 0

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
sn−1 + sn tn−1 + tn 0 · · · 1 0

sn tn 0 · · · 0 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

,

which can be reduced to a 2× 2 determinant∣∣∣∣∣∣∣∣∣∣

(b − β1 − β2) −
n∑

l=3

(
n∑

k=l

sk

)
dl−1 (−r1 + d1) −

n∑
l=3

(
n∑

k=l

tk

)
dl−1

1+
n∑

k=2

sk 1+
n∑

k=2

tk

∣∣∣∣∣∣∣∣∣∣
.

Further calculations are messy and left to readers.�
Proposition A.2. Let x ∈ K+

d . Then forf,g ∈ Rd−1

(
a(x)−1f,g

) = 〈x̂,β−1〉
〈x̄,β−1〉

〈
x̂,β−1

{ ˆ(
f

x

)
− 〈β−1, f̂ 〉

〈x̂,β−1〉 1
}{ ˆ(

g

x

)
− 〈β−1, ĝ〉

〈x̂,β−1〉1
}〉

+ xdβd
−1

−1

〈
x̂,β−1

{ ˆ(
f

x

)
+ 〈1, f̂ 〉

x
1
}{ ˆ(

g

x

)
+ 〈1, ĝ〉

x
1
}〉

, (A.5)
〈x̄,β 〉 d d
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etch
where
ˆ(
f

x

)
=

(
f1

x1
, . . . ,

fd−1

xd−1
,0

)′
.

In particular, a(x)−1 =: (aij (x))1�i,j�d−1 is given by

aij (x) = δij

xiβi

+ 1

xdβd

−
(

1

βi

− 1

βd

)(
1

βj

− 1

βd

)
1

〈x̄,β−1〉 . (A.6)

Corollary A.1. (i)(
a(x)f,f

)
� (2d)−1 min

1�i�d
(xiβi)(f,f ), f ∈ Rd−1. (A.7)

(ii) DefineU :K+
d −→ R by

U(x) =
d∑

i=1

xiβ
−1
i log

xiβ
−1
i

〈x̄,β−1〉 .

Then

∂2U

∂xi∂xj
= aij (x), x ∈ K+

d , i, j ∈ {1, . . . , d − 1}. (A.8)

Proof. (i) To avoid triviality, we assumex ∈ K+
d and putM := max{xi

−1βi
−1: i ∈ I }. Because of

1

2

(
a(x)−1g,g

) = sup
f∈Rd−1

{
(f, g) − 1

2

(
a(x)f,f

)}
, (A.9)

it suffices to show that(
a(x)−1g,g

)
� 2dM (g,g), g ∈ Rd−1.

Expanding the right-hand side of (A.5), we see without difficulty(
a(x)−1g,g

)〈x̄,β−1〉

� 〈x̂,β−1〉〈x̄−1,β−1ĝ2〉 + 2xdβd
−1

{
〈x̄−1,β−1ĝ2〉 + 〈x̂,β−1〉〈1, ĝ〉2

xd
2

}

� 2〈x̄,β−1〉〈x̄−1,β−1ĝ2〉 + 2
〈x̄,β−1〉

xdβd

〈1, ĝ〉2,

and hence(
a(x)−1g,g

)
/2 � 〈x̄−1,β−1ĝ2〉 + xd

−1βd
−1〈1, ĝ〉2

� M(g,g) + M(d − 1)(g, g) = dM(g,g).

(ii) (A.8) is immediate from

∂U

∂xi

= log(xiβ
−1
i )

βi

− log(xdβ−1
d )

βd

−
(

1

βi

− 1

βd

)
log〈x̄,β−1〉. �

Proof of Proposition A.2. Although one can check the validity of (A.5) and (A.6) directly, we shall give a sk
of their derivation. Letg ∈ Rd−1 andx ∈ Kd be given. Note that the supremum in (A.9) is attained atf = a(x)−1g.
By Lemma A.1(

a(x)f,f
) = (x, f )2〈x̄,β〉 − 2(x, f )〈x̄,βf̂ 〉 + 〈x̄,βf̂ 2〉.
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t

Considering

G(f ) := (f, g) − 1

2

(
a(x)f,f

)
,

observe that the maximizerf of G must satisfy

0= gi − (x, f )〈x̄,β〉xi + 〈x̄,βf̂ 〉xi + (x, f )βixi − βifixi =: ∂iG(f ), i = 1, . . . , d − 1. (A.10)

Computing
∑

i ∂iG(f ) and
∑

i ∂iG(f )/βi , one can derive the following equalities which together determ
A := (x, f ) andB := 〈x̄,βf̂ 〉 in terms ofx, β andg.{(

βd − 〈x̄,β〉)xd

}
A + xdB = 〈1, ĝ〉, (A.11a){〈x̂,β−1〉〈x̄,β〉 + xd

}
A − 〈x̂,β−1〉B = 〈β−1, ĝ〉. (A.11b)

On the other hand, (A.10) implies thatf = a(x)−1g is given by

fi = gi

xiβi

− 〈x̄,β〉
βi

A + B

βi

+ A, i = 1, . . . , d − 1. (A.12)

Using (A.11a), (A.11b) and (A.12), one can compute the quadratic form(a(x)−1g,g) = (f, g) to obtain (A.5) with
g in place off . Remaining calculations are straightforward and omitted.�

Appendix B. Transformation group associated with the diffusion matrix

In this appendix, we construct a transformation group{Sf : f ∈ Rd−1} onKd such that

d

du
Suf x = a(Suf x)f, f = (f1, . . . , fd−1)

′ ∈ Rd−1, x ∈ Kd (A.13)

and show the properties (S.1)–(S.8) used in Section 2. Firstly, extendaij (x) as a bounded smooth function onRd−1

such that

aij (x) =
{

δij βixi + xixj (〈x̄,β〉 − βi − βj ), dist(x,Kd) � 1,

0, dist(x,Kd) � 2,

wherex̄ = (x1, . . . , xd−1, xd)
′ with xd = 1 − x1 − · · · − xd−1. Thena(x) = (aij (x))1�i,j�d−1 satisfies Lipschitz

condition∥∥a(x)f − a(y)f
∥∥

1 � C‖f ‖1‖x − y‖1, x, y, f ∈ Rd−1 (A.14)

for some constantC, where‖f ‖1 = |f1| + · · · + |fd−1| etc. Therefore, givenf ∈ Rd−1 andx ∈ Rd−1, one can ge
a unique global solutionX(t) ∈ Rd−1(t ∈ R) of an ODE

d

dt
X(t) = a

(
X(t)

)
f, X(0) = x (A.15)

by a standard successive approximationX(n)(t) → X(t) (n → ∞), where

X(n)(t) = x +
t∫

0

a
(
X(n−1)(s)

)
f ds, X(0)(t) = x.

Moreover, settingC′ = (d − 1)sup{|aij (x)|: x ∈ Rd−1,1 � i, j � d − 1}, we have∥∥X(t)
∥∥ � ‖x‖1 + C′‖f ‖1|t|, t ∈ R. (A.16)
1
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.

s

sider the
Let T f
t denote the flow associated with (A.15);T

f
t x = X(t). For eachx ∈ Kd , defineSf x = T

f

1 x. The next lemma
shows not only thatSf :Kd → Kd but also (S.1) and (S.3).

Lemma A.2. Let f ∈ Rd−1 andx ∈ Kd . Suppose thatX(t) = (X1(t), . . . ,Xd−1(t))
′ solves(A.15). Put Xd(t) =

1− (X1(t) + · · · + Xd−1(t)). ThenX(t) ∈ Kd (t ∈ R), and for anyi ∈ I ,

(i) Xi(t) = 0, t ∈ R wheneverxi = 0, and
(ii) Xi(t) > 0, t ∈ R wheneverxi > 0.

Proof. Because of an obvious relationT
f
−t x = T

−f
t x, we only have to considert > 0 without any loss of generality

Let x ∈ Kd . In order to show thatX(t) ∈ Kd for all t > 0, assume thatt0 := inf{t > 0: X(t) /∈ Kd} < ∞. By
continuity, we can find alsot1 > t0 such that dist(X(t),Kd) � 1 for all 0� t � t1. On the other hand, it follow
from the definition oft0 that there existi0 ∈ I andt ′ ∈ (t0, t1) such thatXi0(t0) = 0 andXi0(t

′) < 0. In the case
wherei0 ∈ {1, . . . , d − 1}, for anyt ∈ [t0, t1]

Xi0(t) = Xi0(t0) +
t∫

t0

d−1∑
j=1

ai0j

(
X(s)

)
fj ds

=
t∫

t0

Xi0(s)

d−1∑
j=1

{
Xj(s)

(〈
X(s),β

〉 − βi0 − βj

)
fj + βi0fi0

}
ds.

With the help of (A.16), we get

∣∣Xi0(t)
∣∣ � C1

t∫
t0

∣∣Xi0(s)
∣∣(1+ s)2 ds, t ∈ [t0, t1]

for some constantC1. So by Gronwall’s inequality (see e.g. [3], Appendix 5)Xi0(t) = 0, t ∈ [t0, t1], which
contradicts to thatXi0(t

′) < 0. In the case ofi0 = d , for anyt ∈ [t0, t1]

Xd(t) = 1−
d−1∑
i=1

Xi(t) = Xd(t0) −
t∫

t0

d−1∑
i,j=1

aij

(
X(s)

)
fj ds

= −
t∫

t0

Xd(s)

d−1∑
j=1

Xj(s)
(〈

X(s),β
〉 − βd − βj

)
fj ds.

Again by (A.16) and Gronwall’s inequality,Xd(t) = 0, t ∈ [t0, t1], which contradicts to thatXd(t ′) < 0.
Consequently,t0 cannot be finite, or equivalently,X(t) ∈ Kd for all t > 0.

Clearly, the assertion (i) can be proved in the same way as above, and it remains to prove (ii). First con
case where 1� i � d − 1 andxi > 0. Letτ = inf{t > 0: Xi(t) = 0} > 0. Then for 0< t < τ

∣∣logXi(t)
∣∣ � | logxi | +

t∫
0

∣∣∣∣∣Xi(s)
−1

d−1∑
j=1

aij

(
X(s)

)
fj

∣∣∣∣∣ds

= | logxi | +
t∫ ∣∣∣∣∣

d−1∑
j=1

Xj(s)
(〈
X(s),β

〉 − βi − βj

)
fj + βifi

∣∣∣∣∣ds.
0
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at
,

Note that the most right-hand side cannot diverge for any finite value oft because of (A.16). This proves th
τ = ∞. ThusXi(t) > 0 for all t > 0. One can handle the remaining case wherexd > 0 by just the same way
observing that

∣∣logXd(t)
∣∣ � | logxd | +

t∫
0

∣∣∣∣∣−Xd(s)−1
d−1∑
i,j=1

aij

(
X(s)

)
fj

∣∣∣∣∣ds

= | logxd | +
t∫

0

∣∣∣∣∣
d−1∑
j=1

Xj(s)
(〈

X(s),β
〉 − βd − βj

)
fj

∣∣∣∣∣ds

as long asXd(s) > 0 for all s ∈ [0, t]. �
The property (S.7) follows from the next lemma.

Lemma A.3. LetC andC′ be as in(A.14)and (A.16), respectively. For anyx, y ∈ Rd−1, f, g ∈ Rd−1 andt ∈ R

‖T f
t x − T

g
t y‖1 �

(‖x − y‖1 + C′‖f − g‖1|t|
)
eC|t |min{‖f ‖1,‖g‖1}. (A.17)

Proof. As before, we may assume thatt > 0. It is seen from (A.14) and (A.16) that

‖T f
t x − T

g
t x‖1 �

t∫
0

∥∥a(T
f
u x)f − a(T

g
u x)g

∥∥
1 du

� C′‖f − g‖1t + C‖g‖1

t∫
0

‖T f
u x − T

g
u x‖1 du.

By Gronwall’s inequality

‖T f
t x − T

g
t x‖1 � C′‖f − g‖1

(
t +

t∫
0

uC‖g‖1e
C‖g‖1(t−u) du

)
. (A.18)

Also,

‖T g
t x − T

g
t y‖1 � ‖x − y‖1 +

t∫
0

∥∥a(T
g
u x)g − a(T

g
u y)g

∥∥
1 du

� ‖x − y‖1 + C‖g‖1

t∫
0

‖T g
u x − T

g
u y‖1 du.

Again by Gronwall’s inequality

‖T g
t x − T

g
t y‖1 � ‖x − y‖1

(
1+

t∫
0

C‖g‖1e
C‖g‖1(t−u) du

)
. (A.19)

Combining (A.18) with (A.19), one obtains



592 K. Handa / Ann. I. H. Poincaré – PR 40 (2004) 569–597

on.
‖T f
t x − T

g
t y‖1 �

(‖x − y‖1 + C′‖f − g‖1t
)(

1+
t∫

0

C‖g‖1e
C‖g‖1(t−u) du

)

= (‖x − y‖1 + C′‖f − g‖1t
)
eC‖g‖1t .

Exchanging the roll off andg yields

‖T f
t x − T

g
t y‖1 �

(‖x − y‖1 + C′‖f − g‖1t
)
eC‖f‖1t .

The above two inequalities together prove (A.17).�
Now we introduce a map which will play a key role in the argument below. LettingU :K+

d → R be the function
given in Corollary A.1(ii), defineΦ :K+

d → Rd−1 by Φ = ∇U . (S.2) and (S.6) are implied by the next propositi

Proposition A.3. Letf,g ∈ Rd−1 andt ∈ R.

(i) T
tf
u x = T

f
ut x (x ∈ Rd−1, u ∈ R). In particular,Stf x = T

f
t x (x ∈ Kd).

(ii) T
f
t x is continuously differentiable inx ∈ Rd−1 and its Jacobian matrixDx(T

f
t x) satisfies

Dx(T
f
t x)a(x) = a(T

f
t x), x ∈ Kd. (A.20)

(iii) T
f
t (T

g
t x) = T

f +g
t x, x ∈ Kd. (A.21)

Proof. The first assertion follows immediately from

d

du
T

f
ut x = ta(T

f
ut x)f = a(T

f
ut x)(tf ).

SinceT
f
t x is given as the strong limit of successive approximations

T
(n)
t x = x +

t∫
0

a(T (n−1)
s x)f ds, T (0)(t) = x,

it is not difficult to show thatT f
t x = lim T

(n)
t x is continuously differentiable inx ∈ Rd−1. To show (A.20), we may

assumex ∈ K+
d because of continuity. By (A.8) the Jacobian matrixDΦ(x) of Φ at x ∈ K+

d is given by

DΦ(x) = a(x)−1, x ∈ K+
d . (A.22)

We claim thatΦ is an injection. This is because for anyx, y ∈ K+
d

(
Φ(x) − Φ(y), x − y

) =
1∫

0

(
DΦ

(
y + u(x − y)

)
(x − y), x − y

)
du

=
1∫

0

(
a
(
y + u(x − y)

)−1
(x − y), x − y

)
du

which vanishes only whenx = y. Furthermore, observe from (A.22) that for anyx ∈ K+
d

d

dt
Φ(T

f
t x) = DΦ(y)

∣∣∣∣ f
a(T

f
t x)f = f
y=Tt x
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or Φ(T
f
t x) = tf + Φ(x). This proves not only thatΦ is a surjection but also that

T
f
t x = Φ−1(tf + Φ(x)

)
, x ∈ K+

d . (A.23)

Differentiating this equality with respect tox ∈ K+
d , we get

Dx(T
f
t x) = D(Φ−1)(g)

∣∣
g=tf+Φ(x)

DΦ(x) = (
DΦ(y)|

y=T
f
t x

)−1
a(x)−1 = a(T

f
t x)a(x)−1,

proving (A.20). Lastly, (A.21) is easily seen from (A.23) forx ∈ K+
d . It extends to allx ∈ Kd by continuity. We

complete the proof of Proposition A.3.�
The property (S.5) is shown by Proposition A.3(iii). Indeed, puttinge(j) = (δkj )

d−1
k=1 for eachj = 1, . . . , d − 1,

we have by (A.21)

∂(Sf x)i

∂fj

= d

du
(Sf +ue(j) x)i

∣∣∣∣
u=0

= d

du

(
Sue(j) (Sf x)

)
i

∣∣∣∣
u=0

= d

du

(
T e(j)

u (Sf x)
)
i

∣∣∣∣
u=0

= (
a(Sf x)e(j)

)
i
= aij (Sf x).

The following result contains (S.4).

Proposition A.4. Let x, y ∈ K+
d be arbitrary. Seť0 = (0, . . . ,0)′ ∈ Rd−1.

(i) There exists a uniquef ∈ Rd−1 such thaty = Sf x.
(ii) For anyf ∈ Rd−1 \ {0̌}, dist(Stf x, ∂Kd) → 0 ast → ∞, where∂Kd is the boundary ofKd (in Rd−1 ).

Proof. (i) First we show the uniqueness. Suppose thatSf x = Sgx for somef,g ∈ Rd−1. Then by the property
(S.2)h := f − g satisfiesShx = x. This together with (S.5) just seen above implies that

0= (Shx,h) − (x,h) =
1∫

0

(
a(Sthx)h,h

)
dt.

Since by Lemma A.2Sthx ∈ K+
d for anyx ∈ K+

d , a(Sthx) is strictly positive definite and so we conclude thath = 0̌
or f = g. Next we shall findf ∈ Rd−1 such thatSf x = y. Definef = Φ(y) − Φ(x) ∈ Rd−1. It then follows from
(A.23) that

Sf x = T
f

1 x = Φ−1(f + Φ(x)
) = Φ−1(Φ(y)

) = y

as required.
(ii) Observe from (S.5), which has been proved, that

(Stf x, f ) − (x, f ) =
t∫

0

(
a(Suf x)f,f

)
du.

Note that the left-hand side remains bounded ast → ∞. As for the right-hand side, by (A.7)

(
a(Suf x)f,f

)
� min1�i�d βi

2d
min

1�i�d
(Suf x)i(f, f )2 � 0.

Therefore min1�i�d (Stf x)i → 0 ast → ∞, provided thatf �= 0̌. This proves the second assertion.�
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ii)
Our final task is to prove (S.8), which concerns aσ -finite measure

m(dx) = dx1 · · ·dxd−1/deta(x)

on K+
d . In fact, it will be shown thatm(dx) is a Haar measure with respect to multiplications onK+

d described as
follows. As was seen in the proof of Proposition A.3,Φ : K+

d → Rd−1 is surjective. So it is possible to define

x ∗ y = Φ−1(Φ(x) + Φ(y)
)
, x, y ∈ K+

d .

Lemma A.4. (i) There exists a uniquee ∈ K+
d such thatx ∗ e = x = e ∗ x for all x ∈ K+

d .
(ii) The inverse elementx∗−1 of x ∈ K+

d (i.e., a uniquey ∈ K+
d such thatx ∗ y = e = y ∗ x) is given by

x∗−1 = S−Φ(x)e = Φ−1(−Φ(x)
)
.

(iii) It holds that

(Sf e) ∗ (Sge) = Sf +ge and (Sf e)∗−1 = S−f e.

Proof. The unit elemente is found ase = S−Φ(y)y with y ∈ K+
d being arbitrary. Indeed, the formulaSf x =

Φ−1(f + Φ(x)) implied by (A.23) yields

e = Φ−1(−Φ(y) + Φ(y)
) = Φ−1(0̌)

and hence the above definition of the∗-multiplication verifies immediately thatx ∗ e = x = e ∗ x. (This implies
also thatS−Φ(y)y is independent of the choice ofy ∈ K+

d .) Verification of (ii) is straightforward. The assertion (i
is shown by observing thatSf e = Φ−1(f + Φ(e)) = Φ−1(f ). �
Example. Consider the case ofβ = 1. Let x ∈ K+

d andf ∈ Rd−1. According to Corollary A.1(ii), we have

U(x) =
d∑

i=1

xi logxi,

and so

Φ(x) = ∇U(x) = (
log(xi/xd)

)d−1
i=1 ,

whose inverse admits an explicit form:

(
Φ−1(f )

)
i
= efi∑d−1

j=1 efj + 1
, i = 1, . . . , d − 1.

Therefore, for eachi ∈ {1, . . . , d − 1}

(Sf x)i = (
Φ−1(f + Φ(x)

))
i
= efi+log(xi/xd)∑d−1

j=1 efj +log(xj /xd) + 1

= efi xi∑d−1
j=1 efj xj + xd

. (A.24)

Using these expressions, one can easily see thate = (1/d, . . . ,1/d)′ ∈ K+
d and that for eachi ∈ I

(x ∗ y)i = xiyi∑d
j=1 xjyj

and (x∗−1)i = xi
−1∑d

j=1 xj
−1

.
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lies

t

show

nstants)
sily
SinceΦ is differentiable and its Jacobian matrix (A.22) isnondegenerate, the inverse function theorem imp
differentiability (and hence measurability) of mappingsy �→ x ∗ y andy �→ y∗−1 onK+

d .

Proposition A.5. LetF be a nonnegative Borel function onK+
d and takex ∈ K+

d arbitrarily. Then it holds that∫
Rd−1

F(Sf x) df1 · · ·dfd−1 =
∫

K+
d

F (y)m(dy) =
∫

K+
d

F (y∗−1)m(dy) (A.25)

and for anyg ∈ Rd−1∫
K+

d

F (Sgy)m(dy) =
∫

K+
d

F (y)m(dy) =
∫

K+
d

F (x ∗ y)m(dy). (A.26)

Proof. The first equality of (A.25) is shown by change of variableSf x = y:∫
Rd−1

F(Sf x) df1 · · ·dfd−1 =
∫

K+
d

F (y)
dy1 · · ·dyd−1

det(Df (Sf x))
=

∫
K+

d

F (y)m(dy),

where the last equality uses (S.5). ReplacingF(y) by F(y∗−1) and lettingx = e (the unit element) in the firs
equality of (A.25), we get by Lemma A.4(iii)∫

K+
d

F (y∗−1)m(dy) =
∫

Rd−1

F
(
(Sf e)∗−1)df1 · · ·dfd−1 =

∫
Rd−1

F(S−f e) df1 · · ·dfd−1

=
∫

Rd−1

F(Sf e) df1 · · ·dfd−1 =
∫

K+
d

F (y)m(dy).

Thus the last equality of (A.25) holds. For the proof of the first equality of (A.26), apply (A.25) and (S.2) to∫
K+

d

F (Sgy)m(dy) =
∫

Rd−1

F
(
Sg(Sf e)

)
df1 · · ·dfd−1 =

∫
Rd−1

F(Sg+f e) df1 · · ·dfd−1

=
∫

Rd−1

F(Sf e) df1 · · ·dfd−1 =
∫

K+
d

F (y)m(dy).

This implies also the other equality in (A.26). Indeed, takingf ∈ Rd−1 such thatx = Sf e, we havex ∗ y =
Φ−1(f + Φ(y)) = Sf y and hence∫

K+
d

F (x ∗ y)m(dy) =
∫

K+
d

F (Sf y)m(dy) =
∫

K+
d

F (y)m(dy).

The proof of Proposition A.5 is completed.�
According to general theory of Haar measures (see e.g. [9]), we have uniqueness (up to multiplicative co

of regular measures onK+ which are invariant under{Sf }. In fact, as we will see below, the uniqueness is ea
d
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nn.

do,
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10
shown by using the first equality in (A.25). Suppose that a regular Borel measuren(dx) on K+
d is invariant under

{Sf }. Then for arbitrary nonnegative Borel functionsF(x) andG(x) onK+
d ,∫

K+
d

F (Sf x)G(x)n(dx) =
∫

K+
d

F (x)G(S−f x)n(dx).

Integrating both sides with respect todf1 · · ·dfd−1 overRd−1, we have by Fubini’s theorem and (A.25)∫
K+

d

F (y)m(dy)

∫
K+

d

G(x)n(dx) =
∫

K+
d

F (x)n(dx)

∫
K+

d

G(y)m(dy).

This implies that there exists a nonnegative finite constantc such thatn(E) = c m(E) for every Borel subsetE of
K+

d . See the proof of Theorem C (§60) in [9] for more details.
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