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Abstract

Let G be a locally compact second countable nilpotent group. Letµ be a probability measure on the Borel sets ofG. We
prove that any bounded continuous functionh onG solution of the convolution equation

∀g ∈ G,

∫
G

h(gx)µ(dx) = h(g)

verifiesh(gx) = h(g) for all (g, x) ∈ G × suppµ.
 2004 Elsevier SAS. All rights reserved.

Résumé

SoientG un groupe nilpotent localement compact à base séparable etµ une mesure de probabilité sur les boréliens deG.
Nous montrons que toute fonction continue bornéeh surG solution de l’équation fonctionnelle

∀g ∈ G,

∫
G

h(gx)µ(dx) = h(g)

admet pour période tous les points du support deµ.
 2004 Elsevier SAS. All rights reserved.
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1. Introduction

1.1. Let G be a locally compact second countable(lcsc) group with identity elemente. Let µ be a probability
measure on the Borel-σ -algebraB(G) of G. A bounded Borel functionh on G is calledµ-harmonic if it satisfies
the mean value property

∀g ∈ G, h(g) =
∫
G

h(gx)µ(dx).
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We denote byHc the family of bounded continuousµ-harmonic functions. We said that a probability measurµ

is aperiodic if the closed subgroup ofG generated by the support ofµ is equal toG. To prove the stated resu
we are brought to show that, for allaperiodic probabilityµ, Hc is reduced to constant functions.

Blackwell [3] has proved the result for a discrete abelian group with a finite number of generators. Later C
and Deny [4] have extended it to all abelian groups.

A significant improvement of this result, with a very simple proof, is the following. Let(S,+) be an algebraic
abelian semi-group equipped with aσ -algebraS. We assume that the application fromS × S to S which sends
(x, y) to x + y is measurable. Letµ be a probability measure onS. Then any boundedµ-harmonic functionh
satisfies: for allx ∈ S, for µ-almost everyy ∈ S, h(x + y) = h(x). (Consider the sequence of functions defined

u1(x) =
∫
S

(
h(x + y1) − h(x)

)2
µ(dy1)

and for alln � 2,

un(x) =
∫
S

(
h(x + y1 + · · · + yn) − h(x + y2 + · · · + yn)

)2
µ(dy1) . . .µ(dyn).

One easily sees that the sequence(un)n�0 is increasing (Cauchy–Schwarz theorem) and, for allx ∈ S, the series∑
n�0 un(x) is a telescopic convergent series (un(x) = ∫

S h2(x + y)µn(dy) − ∫
S h2(x + y)µn−1(dy)). Hence the

result.)
Dynkin and Malyutov [6] have proved thatHc is reduced to the constant functions for a discrete nilpo

group with a finite number of generators. Azencott [1] has obtained this result for a class of groups, con
the connected nilpotent groups, whenµ is a spread out probability (i.e. there exists an integern � 1 such that the
n-fold convolutionµ∗n of µ by itself is nonsingular with respect to a Haar measure onG). In [15] it is pointed
out that, in the work of Azencott, the spread out assumption is only necessary for ensuring that any b
µ-harmonic function is right uniformly continuous and Azencott’s result extends to generalµ if we restrict our
study to bounded right continuousµ-harmonic functions. Guivarc’h [9] has proved the result for a class of gro
containing nilpotent groups, for which there exists a compact neighborhoodV of the identity generatingG such that
the series

∑
naµ(V n+1 −V n) converges for ana > 0. He also obtained the result for general aperiodic probab

µ whenG is a nilpotent group of order two. Avez [2] has showed the result for a group with nonexponential g
carrying an aperiodic probability with finite support. Other references on this subject, for other types of groups
([5,8,10–13,16]).

In this paper we are proving the result for a nilpotent group and for ageneral aperiodic probabilityµ.

2. Bounded harmonic function on nilpotent groups

2.1. Theorem.Let G be a nilpotent locally compact second countable group. Let µ be an aperiodic probability
measure on G. Then any continuous bounded µ-harmonic function on G is constant.

The remaining of this section is devoted to the demonstration of this theorem.

Preliminaries

2.2. Let m be a right Haar measure onG. For all f ∈ L
∞(G,m) and allα ∈ L

1(G,m) the functionf α :g →∫
G

f (x g)α(x)m(dx) is left uniformly continuous (l.u.c.) onG. That is,

sup
∣∣f α(g x) − f α(x)

∣∣ � ‖f ‖L∞(G,m)

∥∥α(·g−1) − α(·)∥∥
L1(G,m)

,

x∈G
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andδ(g) = ‖α(·g−1) − α(·)‖L1(G,m) is a continuous function onG satisfyingδ(e) = 0. f α is µ-harmonic when
f is. Let (αn)n�0 be a sequence of functions onG forming an approximate identity inL1(G,m). That is, for all
n � 0, αn is a continuous non-negative function, satisfying

∫
G

αn(x)m(dx) = 1 and with a support contained
a compact neighborhoodVn of e such that

⋂
n�0 Vn = {e}. Then, for all continuous and bounded functionf on

G, f αn converges uniformly on compact sets tof . We shall denote byHl.u.c. the family of all l.u.c.µ-harmonic
function onG. To show the theorem it is enough to prove that any element ofHl.u.c. is constant.

2.3. We denote byλ the probability measure
∑

k�0 2−(k+1)µ∗k . Any µ-harmonic function is also aλ-harmonic

function. The support suppλ of the probabilityλ is equal to the closureTµ of the semigroup
⋃

k∈N
(suppµ)k.

Replacing, if necessary,µ by λ we can suppose that the support ofµ is the semigroupTµ of G, all the convolutions
µk∗, k � 1, are equivalent measures andµk∗({e}) > 0.

If H1 and H2 are two subgroups ofG we denote by[H1,H2] the closed subgroup ofG generated by the
commutators[x, y] = xyx−1y−1, (x, y) ∈ H1 × H2. We callr the nilpotence order ofG and we denote by

G0 = G ⊃ G1 = [G,G] ⊃ · · · ⊃ Gr+1 = [G,Gr ] = {e}
the lower central series ofG. For allq ∈ {1, . . . , r + 1}, we callπq the natural map fromG onto the quotient group
G/Gq .

2.4.By the right random walk of lawµ we mean the sequence of products

X0 = e and ∀n � 1, Xn = Y1 · · ·Yn;
where(Yn)n�1 is a sequence of i.i.d.G-valued random variables, defined on a probability space(Ω,F ,P), whose
common distribution isµ.

Proof of Theorem 2.1

Let h ∈Hl.u.c.. We denote byH the period group ofh; i.e. the closed normal subgroup ofG defined by:

H = {
g ∈ G: ∀(x, y) ∈ G2: h(xgy) = h(xy)

}
.

We reason ad absurdum, assuming thatH is not equal toG.
If π is the natural map fromG ontoG/H , we haveh = h̃ ◦ π for a left uniformly continuousπ(µ)-harmonic

function onG/H . Replacing the triplet(G,µ,h) by (G/H,π(µ), h̃) we can suppose thatH = {e}.
First stage. We will need the following important lemma.

2.5. Lemma.Let H be a closed normal subgroup of G and π the natural map from G onto G/H . Let µ be a
probability measure on the Borel sets of G. The following assertions are equivalent:

(i) There exists a Borel subset W of G2 with µ ⊗ µ(W) = 1 such that for µ-almost every u, (u,u) belongs to W

and for all (u, v) ∈ W verifying π(u) = π(v), we have u = v.
(ii) There exists a Borel map s :G/H → G such that for µ-almost every u, u = s ◦ π(u).
(iii) There exists a Borel subset V of G of µ-measure 1 such that for all (u, v) ∈ V 2 verifying π(u) = π(v) we

have u = v.

Proof. The only nonobvious implication is (i)⇒ (ii).
From hypothesis onW , it follows that there exists a Borel setV with µ(V ) = 1 such that for anyu ∈ V there

exists a Borel setWu of µ-measure 1, such thatu ∈ Wu, {u} × Wu ⊂ W andWu × {u} ⊂ W .



680 A. Raugi / Ann. I. H. Poincaré – PR 40 (2004) 677–683

s

d

sition
For all u ∈ G we denote bȳu the elementπ(u) of G/H . We consider a disintegration ofµ along the classe
moduloH . For all bounded Borel functionsf onG andg onG/H , we can write,

(i)
∫
G

f (u)g(ū)µ(du) = ∫
G

Pf (ū)g(ū)µ(du),

whereP is a transition probability fromG/H to G (i.e. an application fromG/H × B(G) to [0,1] satisfying the
two following conditions

(ii) for all ū ∈ G/H , P(ū, ·) is a probability measure on the Borel sets ofG,
(iii) for all Borel setB of G, the mapū → P(ū,B) is B(G/H)-measurable.)

We choose a sequence
(
Pn

)
n�0 of Borel countable partitions ofG/H such that: each member ofP1 is bounded;

for all n ∈ N, each member ofPn is the union of some subfamily ofPn+1 and

lim
n→+∞ sup

{
diam(A): A ∈ Pn

} = 0.

If g is a bounded Borel function onG/H , we know [7, Theorems 2.8.19 and 2.9.8] that for allπ(µ)-almost
everyy ∈ G/H , ∀n ∈ N,π(µ)(An,y) > 0 and

lim
n→+∞

( ∫
An,y

g(x)π(µ)(dx)/π(µ)(An,y)

)
= g(y);

where, for alln ∈ N, An,y is the member of the partitionPn containingy. (Remark that theσ -algebras generate
by the partitions are increasing. If we know that the union of theseσ -algebras generate the Borelσ -algebra, this
result is a consequence of the convergenceµ-a.e of the martingale(Eµ[f | σ(Pn)])n∈N to Eµ[f | B(G)] = f .)

Let f be a non-negative function ofCK(G), the space of continuous function onG with compact support. We
consider the Borel subsetU , with µ(U) = 1, defined by:

U =
{
u ∈ V : ∀n ∈ N, π(µ)(An,ū) > 0 and lim

n→+∞

( ∫
An,ū

Pf (x)π(µ)(dx)/π(µ)(An,ū)

)
= Pf (ū)

}
.

Let u0 ∈ U andε > 0. As any probability measure on a polish topological space is regular [14, Propo
II-7-3] and the Borel subsetsAn,ū0, n ∈ N, are decreasing, we can find a decreasing sequence(Kn)n�0 of compact
subsets ofG such thatKn ⊂ π−1(An,ū0) ∩ Wu0 andµ(Kn) � (1− ε) π(µ)(An,ū0). Then we have:∫

G

f (u)1An,ū0
(ū)µ(du)/π(µ)(An,ū0) � (1− ε)

∫
G

f (u)1Kn(u)µ(du)/µ(Kn).

However
⋂

n∈N
Kn = {u0} (if x belongs to

⋂
n∈N

Kn, thenx̄ = ū0 andx ∈ K0 ⊂ Wu0, thusx = u0). For all open
ballsB(u0, r) of centeru0 and radiusr > 0, it follows that

⋂
n∈N

(Kn ∩B(u0, r)
c) = ∅ and there existsp ∈ N such

thatKp ∩ B(u0, r)
c = ∅. We deduce that, for allr > 0,

lim
n→+∞

∫
B(u0,r)

c

1Kn(u)µ(du)/µ(Kn) = 0

and therefore

lim
n→+∞

∫
G

f (u)1Kn(u)µ(du)/µ(Kn) = f (u0).

By what precedes, it results that for allu0 ∈ U , f (u0) � Pf (ū0). As
∫
G f (u)µ(du) = ∫

G Pf (ū)µ(du) and
CK(G) is separable for the uniform norm, it follows that, there exists a Borel setX with µ(X) = 1 such that, for
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all u ∈ X: ∀f ∈ CK(G),f (u) = Pf (ū) and thereforeP(ū, ·) = δu. One can assume thatX is a countable union
of compact subsets; thenπ(X) is a Borel set ofG/H . For anyy ∈ π(X) denote bys(y) the support of the Dirac
measureP(y, ·). For all Borel subsetsB of G, we have

π(X) ∩ s−1(B) = π(X) ∩ {1B ◦ s = 1} = π(X) ∩ {P1B = 1}
which shows thats is a Borel map fromX to G. We extends to a Borel map fromG/H to G.

From equalities (i) above, it follows that on one hand, forπ(µ)-almost everyy ∈ G/H , y = π(s(y)) and on the
other hands(π(µ)) = µ. Consequently, forµ-almost allu ∈ G, u = s(π(u)). �

Second stage. By downward induction we prove that for allq ∈ {1, . . . , r + 1} there exists a Borel subsetVq of
G with µ(Vq) = 1 such thatVqV −1

q ∩ Gq = {e}.
For q = r + 1, we can takeVr+1 = G. Let us assume the result true for someq ∈ {2, . . . , r + 1}. Consider the

right random walk(Xn)n�0 onG. We denote byF0 the trivialσ -algebra{∅,Ω} and, for alln � 1,Fn theσ -algebra
generated by the random variablesY1, . . . , Yn. For allg ∈ G, the sequence of random variables(h(gXn))n�0 is a
bounded martingale with respect to the filtration(Fn)n�0. Therefore it convergesP-a.e. and in normLs (Ω,F ,P),
for all s ∈ [1,+∞[;

∀n � 0, ∀g ∈ G, h(g) = E
[
h(gXn)

] = E
[

lim
p→+∞h(gXp)

]
.

Moreover we have:∑
n∈N

∫
Tµ

E
[(

h(gXnx) − h(gXn)
)2]

µ(dx) �
∑
n∈N

(
E
[
h2(gXn+1)

] − E
[
h2(gXn)

])
� ‖h‖2∞ < +∞.

It follows that for allg ∈ G and forµ-almost everyx ∈ G, the sequences(h(gXn(ω)x))n�0 and(h(gXn(ω)))n�0
converge, forP-a.e.ω ∈ Ω , to the same limit.

As h is left uniformly continuous, we deduce that there exists a Borel setU , with µ(U) = 1, such that, for al
(g, x) ∈ G × U , the sequences(h(gXn(ω)x))n�0 and(h(gXn(ω)))n�0 converge, forP-a.e.ω ∈ Ω , to the same
limit.

Now let us define:

W = {
(u, v) ∈ U × U : for µ-almost allx ∈ G,uxv(vxu)−1 ∈ Vq V −1

q

}
.

As µ3 andµ are equivalent measures, the Borel subsetW of G2 hasµ ⊗ µ-measure 1. In the same way, f
µ-almost allu ∈ Vq , (u,u) ∈ W and for all(u, v) ∈ W , for µ-almost allt , (ut, vt) ∈ W .

For (u, v) ∈ W such thatπq−1(u) = πq−1(v), we haveP-a.e.,

lim
n

h(uXn) = lim
n

h(uXnv) = lim
n

h
(
(uXnv)(vXnu)−1vXnu

)
= lim

n
h(vXnu) = lim

n
h(vXn),

because(uXnv)(vXnu)−1 = [uv−1, vXn] ∈ VqV
−1
q ∩ Gq = {e} and therefore

h(u) = E
[
lim
n

h(uXn)
] = E

[
lim
n

h(vXn)
] = h(v).

From the continuity ofh and the last property ofW , it follows that

∀(u, v) ∈ W such thatπq−1(u) = πq−1(v), ∀t ∈ Tµ, h(ut) = h(vt).

Applying this result to the left translateshg :x → h(g x) (g ∈ G) of h, we obtain

∀g ∈ G, ∀(u, v) ∈ W such thatπq−1(u) = πq−1(v), ∀t ∈ Tµ, h(gut) = h(gvt).
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Now settingH = {x ∈ G: ∀g ∈ G, ∀t ∈ Tµ, h(gxt) = h(gt)}, we obtain a closed subgroup ofG. From next
Lemma 2.6, it follows thatH is a normal subgroup ofG contained in the period group ofh. Consequentlyu−1v

is a period ofh andu = v. Then, from Lemma 2.5, we deduce that there exists a Borel subsetVq−1 of G, with
µ(Vq−1) = 1 andVq−1V

−1
q−1 ∩ Gq−1 = {e}.

Last stage. Finally, for q = 1, we obtain a Borel subsetV1 with µ(V1) = 1 such thatV1V
−1
1 = e. It follows that

TµT −1
µ = e. HoweverTµT −1

µ is a subgroup [1, Lemme IV 11] dense inG becauseµ is aperiodic, henceG = {e}
and we end to a contradiction.

2.6. Lemma.Let G be a lcsc nilpotent group and H a subgroup of G. For all t ∈ G,

t−1Ht ⊂ H ⇒ t−1Ht = H.

Proof. We proceed by induction on the order of nilpotencer of G. If r = 1 the property is trivial. Assume th
property true for a nilpotent group of orderr � 1 and letG a nilpotent group of orderr + 1.

We take again the notations of Section 2.3 and noteπ instead ofπr+1. We haveπ(t)−1π(H)π(t) ⊂ π(H).
Howeverπ(H) is a closed subgroup of the nilpotent groupG/Gr+1 of orderr. Thereforeπ(t)−1π(H)π(t) =
π(H).

Consequently, ify ∈ H , then there existsx ∈ H such thatπ(y) = π(t−1xt). It follows that z = y−1t−1xt

belongs toGr+1 ∩ H and thereforey = t−1xtz−1 = t−1xz−1t . Hence the result. �

3. Other result

3.1. Definitions.An elementg of G is said recurrent if for all neighborhoodV of g,
∑

n�0 1V (Xn) = +∞,

P-a.e.. Ifg is recurrent then, forP-almost allω ∈ Ω , the sequence(Xn(ω))n�0 admitsg as a closure value. It i
well-known that (see for example [17, Chapter 3, §4]):

(i) If one element ofG is recurrent then all the elements ofG are recurrent. In this case we say that the rand
walk (Xn)n�0 onG is recurrent. In the contrary case, we say that the random walk(Xn)n�0 onG is transient.

(ii) The random walk(Xn)n�0 on G is recurrent if and only if
∑

n�0 µ∗n(V ) = +∞ for all nonempty open se
V .

(iii) The random walk(Xn)n�0 on G is transient if and only if
∑

n�0 µ∗n(V ) < +∞ for all relatively compact
open setV .

Let H be a lcsc group on whichG acts by automorphisms. For allg ∈ G, we denote byA(g) the automorphism
of H associated tog. We call Ā(G) the closure of the subgroupA(G) = {A(g): g ∈ G} in the group Aut(H)

of all automorphisms ofH . We shall say that the action of the pair(G,µ) on H is recurrent if the random
walk (A(Xn))n�0 is recurrent inĀ(G). In other words, for allu ∈ H , the set of closure values of the seque
(A(Xn)u)n�0 is the closure ofA(G)u, P-a.e.

3.2. Theorem.Suppose that the pair (G,µ) acts, by interior automorphisms, in a recurrent way on the subgroup
H = [G,G]. Then Hc is reduce to constants.

Proof. It is enough to prove the result forh ∈ Hl.u.c.. We denote byπ the natural map fromG to G/H . We
consider the Borel setU of second stage of the proof of Theorem 2.1. For all(g, x) ∈ G × U , the sequence
(h(gXn(ω)x))n�0 and (h(gXn(ω)))n�0 converge, forP-a.e.ω ∈ Ω , to the same limit. Foru,v ∈ U such that
π(u) = π(v), we have,P-a.e.,
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77)
lim
n

h(uXn) = lim
n

h(uXnv) = lim
n

h
(
uXnvu−1u

)
= lim

n
h
(
(uXnvu−1X−1

n u−1)uXnu
) = lim

n
h(vXnu) = lim

n
h(vXn).

(Remark that(uXnvu−1X−1
n u−1)uXnu andvXn are two elements ofG such that∣∣h(

(uXnvu−1X−1
n u−1)uXnu

) − h(vXnu)
∣∣ � ‖h‖∞δ

(
(uXnvu−1X−1

n u−1)uv−1)
that converges to zero along a subsequence.)

It follows that for all(u, v) ∈ U2 verifying π(u) = π(v),

h(u) = E
[
lim
n

h(uXn)
] = E

[
lim
n

h(vXn)
] = h(v).

We deduce that there exists a measurable functionh̃ onG/H such that∀u ∈ U,h(u) = h̃(π(u)) and

∀u ∈ π(U), h̃(u) =
∫

G/H

h̃(ug) π(µ)(dg).

As G/H is an abelian group, by taking again the arguments quoted in the introduction to obtain a genera
of the Choquet–Deny theorem in abelian semi-groups, we obtain, for alln � 1,

un =
∫

G/H

(
h̃(y1 + y2 + · · · + yn) − h̃(y2 + · · · + yn)

)2
µ(dy1) . . .µ(dyn) = 0.

It follows that h̃(·) = h̃(e), µ-a.e., thenh(·) = h(e), µ-a.e. and finally∀u ∈ Tµ,h(u) = h(e). The application of
this equality to the left translateshg: x → h(g x) (g ∈ G) of h, gives us the required result.�
3.3. Example.G = R × R

d with product(a, x)(b, y) = (a + b, x + eay). Denote byπ the projection onR. A pair
(G,µ) acts onR

d , in a recurrent way, if and only if the random walkπ(Xn) = π(Y1) + · · · + π(Yn) is recurrent.
This assumption is satisfied whenE[|π(Y1)|] < +∞ andE[π(Y1)] = 0. If the random variablesπ(Y1) and−π(Y1)

have the same distribution, this assumption is satisfied [8] if limt→+∞ tP[{π(X1) > t}] = 0.
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