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Abstract

LetLBa be the last exit time from the ballBa = {|x|< a} for a transient Lévy process{Xt } onRd . It is proved that, for each
η � 0, eitherE[LBaη]<∞ for all a > 0 orE[LBaη] =∞ for all a > 0. LetT be the set ofη� 0 having the former property
The size ofT gives an order of transience of{Xt }. A criterion forη ∈ T is given in terms of the logarithm of the characteris
function ofX1. The setT is determined whend = 1 andE[|Xt |]<∞. Examples and related results are given.
 2003 Elsevier SAS. All rights reserved.

Résumé

Soit LBa le dernier temps de passage dans la bouleBa = {|x| < a} pour un processus de Lévy transitoire{Xt } à valeurs
dansRd . On montre que pour toutη� 0, soitE[LBaη]<∞ pour touta > 0, soitE[LBaη] =∞ pour touta > 0. On considère
l’ensembleT des réelsη � 0 qui vérifient la premiére propriété. La taille deT permet de quantifier le caractère transito
de {Xt }. Un critère pour queη appartienne àT est donné en termes du logarithme de la fonction caractéristique deX1.
L’ensembleT est déterminé dans le cas oùd = 1 etE[|Xt |] <∞. Des exemples et des résultats liés à celui-ci sont a
donnés.
 2003 Elsevier SAS. All rights reserved.
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1. Introduction

Let {Xt : t � 0} be a Lévy process onRd , that is, a stochastically continuous process with stationary indepe
increments starting at the origin with cadlag sample functions a.s. For any Borel setB letLB = sup{t � 0: Xt ∈ B},
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the last exit time fromB. It is easy to see the measurability ofLB for open setsB. LetBa = {x ∈Rd : |x|< a}. It
is well known that either

LBa =∞ a.s. for alla > 0 (1.1)

or

LBa <∞ a.s. for alla > 0. (1.2)

The properties (1.1) and (1.2) are respectively called recurrence and transience. In this paper we study ex
moments ofLBa for a transient Lévy process{Xt } onRd . The following are three main results.

1. For anyη > 0 we will show that either

E[LBaη]<∞ for all a > 0 (1.3)

or

E[LBaη] =∞ for all a > 0. (1.4)

In the proof we will use the fact that the support of{Xt } is symmetric unless it is one-sided. Since (1.2) is assum
we consider that (1.3) holds forη = 0. We denote byT the set ofη � 0 such that (1.3) holds. The setT is an
interval with left end 0 or a singleton{0}. The size ofT measures an order of transience.

2. Letψ(z), z ∈Rd , be the logarithm of the characteristic function ofX1, that is, the unique continuous functio
satisfyingψ(0)= 0 and

E
[
ei〈z,Xt 〉]= etψ(z). (1.5)

In Bertoin [1]−ψ(z) is called the characteristic exponent of{Xt }. We will give a criterion whetherη ∈ T, using
the functionψ(z). This is a generalization of the Chung–Fuchs type criterion of recurrence and transience.

3. We will determine the setT of a transient one-dimensional Lévy process{Xt } with finite mean. It follows
from transience that the mean is non-zero. The description ofT will be given in terms of finiteness or infinitene
of one-sided moments ofXt or, equivalently, of its Lévy measure outside a neighborhood of the origin.

In a separate paper we will discuss the setsT of transient stable and transient semi-stable processes onRd , using
the results of this paper.

Last exit times for stable processes and Markov chains were discussed by Takeuchi, Yamada and W
[23], Port [11–13], and Takeuchi [22] in 1960s in connection with probabilistic treatment of equilibrium mea
Then, for general transient Lévy processes they were discussed by Port and Stone [14]. Takeuchi [22] de
finiteness and infiniteness of the momentsE[LBaη] for rotation invariantα-stable processes onRd . Following
this, Hawkes [6] gave a criterion of finiteness and infiniteness of the moments in terms of the functionψ(z) for
symmetric one-dimensional Lévy processes. The symmetry assumption greatly simplifies the study. The
in the nonsymmetric case has not been treated so far.

The conditions (1.3) and (1.4) are respectively equivalent to the following properties (1.6) and (1.7):

∞∫
0

tηP [Xt ∈ Ba]dt <∞ for all a > 0, (1.6)

∞∫
0

tηP [Xt ∈ Ba]dt =∞ for all a > 0. (1.7)

A transient Lévy process is calledstrongly transientif (1.6) holds forη= 1. Otherwise it is calledweakly transient.
Port [12] introduced this terminology for Markov chains and studied the influence of this distinction on
theorems. LetTB be the hitting time of a compact setB. The observations on the first two terms in the asympt
expansion for larget of

∫
d P

x [TB � t]dx by Spitzer [21] for Brownian motions onRd and by Getoor [5] for

R
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strictly stable processes are generalized by Port and Stone [14] to transient Lévy processes and recogni
distinction between weak and strong transience. This is relevant also to limit theorems of ranges of random
as was shown by Jain and Pruitt [7]. Sato [16] gave a criterion of weak and strong transience analogou
Chung–Fuchs type criterion of recurrence and transience and showed the non-existence of an analogue to
criterion extended to Lévy processes by Port and Stone [14], Theorem 16.2. A paper [3] of Dawson, Goros
Wakolbinger uses a notion similar to the setT and shows its importance in the analysis of branching systems

This paper is organized in the following way. Section 2 proves result 1. Criteria forη ∈ T in terms of the function
ψ(z) (result 2) are given in Section 3. Some additional results and symmetric examples are provided in Se
Result 3 is given in Section 5. For a one-dimensional random walk{Sn: n = 0,1, . . .} satisfyingSn→∞ a.s. as
n→∞, a deep analysis of the moments of the last exit timeL(−∞,a] for a � 0 was made by Janson [8] and Kest
and Maller [9]. We rely on their works in Section 5. We give an example of a one-dimensional Lévy proces{Xt }
satisfyingXt →∞ a.s. ast→∞ for which finiteness ofE[LBaη] is not equivalent to finiteness ofE[L(−∞,a]η].

2. Dichotomy for moments of last exit times

In this section we will prove result 1 stated in the previous section. First it will be proved in the case
the process has either symmetric or one-sided support. Then we will prove that the support of any Lévy p
either symmetric or one-sided. This result on the support is new to the best of our knowledge.

Let {Xt : t � 0} be a Lévy process onRd . We consider it as the coordinateXt(ω) = ω(t) of ω in the space
D of cadlag mappings from[0,∞) into Rd . As usual [1,2,18]{Xt } induces a unique Hunt process defined
(D,F ,Ft , P x : t � 0, x ∈ Rd). The original process is identical in law with{Xt(ω)} underP 0. The process
{Xt(ω)} underPx is identical in law with{x +Xt(ω)} underP 0. Letµ= L(X1), the distribution ofX1. Further
let µt = L(Xt ), Pt (x,B)= Px [Xt ∈ B] = µt(B − x), U(B)=

∫∞
0 µt(B) dt , andU(x,B)=U(B − x) for Borel

setsB. For a functionf we use(Ptf )(x) =
∫
Pt (x, dy)f (y) whenever the integral is defined. ForB in a class

of sets including allFσ -sets, the hitting timeTB = inf{t > 0: Xt ∈ B} is an {Ft }-stopping time and the las
exit time LB is F -measurable. Note that{LB > t} = {TB ◦ θt <∞}, whereθt is the shift of paths defined a
(θtω)(s) = ω(t + s). Let Ka(x) = {y ∈ Rd : |y − x| � a}, the closed ball centered atx with radiusa, and let
Ka = Ka(0). The supportΣ is defined to be the smallest closed set satisfyingP 0[Xt ∈ Σ for all t � 0] = 1
(see [18], Definition 24.13). A Lévy process onRd is said to beone-sidedif there is a vectora �= 0 such that
Σ ⊂ {x ∈Rd : 〈x, a〉� 0}. A Lévy process onRd is said to bedegenerate, if there are a proper linear subspaceV
of Rd and a vectora ∈ Rd such thatP 0[Xt ∈ ta + V for all t � 0] = 1; otherwise it is said to benondegenerate
(see [18], Definition 24.18). It is calledgenuinelyd-dimensionalif no proper linear subspace ofRd containsΣ .

In the following five lemmas we consider a transient Lévy process.

Lemma 2.1. LetK andK ′ be compact sets such that the interior ofK ′ containsK. Then there are finite positiv
constantsc1, c2 such that, for allx ∈Rd ,

c1P
x [TK <∞]�U(x,K ′)� c2Px [TK ′ <∞]. (2.1)

This relation was suggested by T. Shiga and proved by Yamamuro [24], Lemma 2.2 and Remark 2.3.

Lemma 2.2. LetK andK ′ be as in Lemma2.1. Then there are finite positive constantsc3, c4 such that, for all
η > 0 andx ∈Rd ,

c3

∞∫
0

tηPt (x,K)dt �Ex[LKη]� c4
∞∫

0

tηPt (x,K
′) dt. (2.2)
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s in (2.2)
Proof. Notice that

Ex[LKη] =
∞∫

0

Px [LK > t]ηtη−1 dt =
∞∫

0

Ex
[
PXt [TK <∞]

]
ηtη−1 dt.

Hence, by Lemma 2.1, there arec3 andc4 such that

c3

∞∫
0

Ex
[
U(Xt ,K)

]
ηtη−1 dt �Ex

[
LK

η
]
� c4

∞∫
0

Ex
[
U(Xt ,K

′)
]
ηtη−1 dt.

This is (2.2), since

∞∫
0

Ex
[
U(Xt ,K)

]
ηtη−1 dt =

∞∫
0

Ex

[ ∞∫
t

1K(Xs) ds

]
ηtη−1 dt =

∞∫
0

sηPs(x,K)ds

and similarly forK ′. ✷
In the case ofη= 1, the next lemma is by Port [11,12] and Yamamuro [24].

Lemma 2.3. Letη > 0. Then(1.3) is equivalent to(1.6)and(1.4) is equivalent to(1.7).

Proof. The assertion is a direct consequence of Lemma 2.2. Note that the expectation and the two integral
are not assumed to be finite.✷
Lemma 2.4. Letη > 0. If the supportΣ is symmetric(that is,Σ =−Σ), thenη satisfies either(1.3)or (1.4).

Proof. Suppose that (1.4) does not hold. Then, by Lemma 2.3, there isa > 0 such that
∫∞

0 tηPt (0,Ka) dt <∞.
We claim that, for everyx ∈Rd ,

∞∫
0

tηPt
(
0,Ka/2(x)

)
dt <∞. (2.3)

Indeed, assume that the integral in (2.3) is positive. ThenP 0[TKa/2(x) <∞]> 0. Hence, by the symmetry ofΣ ,
we haveP 0[TF <∞]> 0 for F =Ka/2(−x). Since

∞∫
0

tηPt (0,Ka) dt �E0

[ ∞∫
0

tη1Ka(Xt ◦ θTF ) dt; TF <∞
]

=E0

[
EX(TF )

[ ∞∫
0

tη1Ka(Xt ) dt

]
; TF <∞

]

and, for anyy ∈ F ,

Ey

[ ∞∫
tη1Ka(Xt) dt

]
=E0

[ ∞∫
tη1Ka(y +Xt) dt

]
�E0

[ ∞∫
tη1Ka/2(x)(Xt ) dt

]
,

0 0 0
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we obtain
∞∫

0

tηPt (0,Ka) dt �
∞∫

0

tηPt
(
0,Ka/2(x)

)
dtP 0[TF <∞].

This shows (2.3). Now, for anyb > 0, Kb is covered by a finite number of setsKa/2(x), x ∈ Kb. Hence∫∞
0 tηPt (0,Kb) dt <∞. That is, (1.3) holds by Lemma 2.3.✷

Lemma 2.5. Consider a one-sided transient Lévy process onRd . Then allη > 0 satisfy(1.3).

Proof. We may and do assume that{Xt } is genuinelyd-dimensional. Assume thatd = 1. Then{Xt } or {−Xt } is
a subordinator. Consider the former case (the latter case is similar). Then, for everya > 0, we can find a constan
c > 0 such that

P 0[Xt � a]� e−ct for all larget . (2.4)

Indeed, if {Xt } is a deterministic motion, then (2.4) is obvious. If{Xt } is not a deterministic motion, the
P 0[X1 � a] = e−c′ with some c′ > 0 ([18], Theorem 24.3). HenceP 0[Xn � a] � e−c′n and, for larget ,
P 0[Xt � a] � P 0[Xn � a] � e−c′n � e−c′(t−1) � e−ct with somec > 0, wheren � t < n + 1. For anyη > 0,
(1.6) follows from (2.4), hence we have (1.3).

Let d � 2. There isx0 �= 0 such that{〈x0,Xt 〉: t � 0} is a non-zero subordinator. Givena > 0, let F =
{y: 〈y, x0〉 � a|x0|}. ThenKa ⊂ F and henceLKa � LF . Thus{Xt } satisfies (1.3) by the result in the 1-dime
sional case. ✷

Given linearly independent vectorsx1, . . . , xd in Rd , we denote

C(x1, . . . , xd)= {y = a1x1+ · · · + adxd : aj > 0 for 1� j � d},
the open convex cone generated byx1, . . . , xd .

Lemma 2.6. Let {Xt } be a Lévy process onRd which is not one-sided.
(i) If x1, . . . , xd are linearly independent vectors in the supportΣ , then, for everyy ∈ C(x1, . . . , xd) and for

everyε > 0, there existw ∈Σ and a positive integern such that|ny −w|< ε.
(ii) For everyy ∈Rd \{0}, we can find linearly independent vectorsx1, . . . , xd inΣ such thaty ∈C(x1, . . . , xd).

Proof. (i) First notice thatΣ is closed under addition ([18], Proposition 24.14). Letx1, . . . , xd be linearly
independent vectors inΣ and lety = a1x1+· · ·+adxd with aj > 0. If all of a1, . . . , ad are rationals, then there a
positive integersn0, n1, . . . , nd such thatn0y = n1x1+· · ·+ndxd , which gives the lemma, sincen1x1+· · ·+ndxd
belongs toΣ . If at least one ofa1, . . . , ad is irrational, then, for everyε′ > 0, there are a positive integern and
integersn1, . . . , nd such that|ny − (n1x1+ · · · + ndxd)|< ε′ by the ergodicity of an irrational translation of th
d-dimensional torus (see Petersen [10], p. 51). Choosingε′ sufficiently small, we see thatn1, . . . , nd are positive
and hencen1x1+ · · · + ndxd ∈Σ .

(ii) We notice that, giveny ∈ Rd and linearly independent vectorsz1, . . . , zd in Rd , there isε > 0 such that
whenz′1, . . . , z′d move in theε-neighborhoods ofz1, . . . , zd , respectively,z′1, . . . , z′d are linearly independent an
the coefficientsa′1, . . . , a′d in the representationy = a′1z′1+ · · · + a′dz′d are continuous functions ofz′1, . . . , z′d . Let
C0 be the union ofC(x1, . . . , xd) with x1, . . . , xd running over all linearly independent systems of vectors inΣ .
ThenC0 is an open set. Our assertion is thatC0 = Rd \ {0}. Let z1, . . . , zd be linearly independent vectors inC0.
We claim that

C(z1, . . . , zd)⊂ C0. (2.5)
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Indeed, for anyε > 0, we can findcj > 0 andwj ∈ Σ for 1 � j � d such that|zj − cjwj | < ε, using the
assertion (i). Giveny ∈ C(z1, . . . , zd ), we see thatw1, . . . ,wd are linearly independent andy ∈ C(w1, . . . ,wd)

if ε is small. This shows that (2.5) is true. Next, we claim thatC0 ∪ {0} is convex, that is, for anyz1 andz2 in
C0 ∪ {0},

pz1+ (1− p)z2 ∈ C0 ∪ {0} for 0 � p � 1. (2.6)

If z1 and z2 are linearly dependent, then this is obvious. Ifz1 and z2 are linearly independent, then, choo
z3, . . . , zd in C0 such thatz1, . . . , zd are linearly independent (this is possible becauseC0 is open) and note tha
letting z′j = zj − εz3− · · · − εzd for j = 1,2, the vectorsz′1, z′2, z3, . . . , zd are linearly independent and inC0 for
smallε > 0, and that

pz1+ (1− p)z2= pz′1+ (1−p)z′2+ εz3+ · · · + εzd ∈C(z′1, z′2, z3, . . . , zd ) for 0<p < 1,

implying (2.6) by using (2.5) forz′1, z′2, z3, . . . , zd . It follows thatC0 ∪ {0} is a convex cone. For anyx1 ∈Σ , we
can findx2, . . . , xd ∈Σ such thatx1, . . . , xd are linearly independent (because{Xt } is not one-sided), and henc
x1 belongs to the closure ofC(x1, . . . , xd). ThusΣ is contained in the closure ofC0∪ {0}. It follows thatC0∪ {0}
is not contained in any half space. Now we have only to recall the fact that any convex cone which is not co
in a half space coincides with the whole spaceRd (Rockafellar [15], Corollary 11.7.3).✷
Theorem 2.7. If {Xt } is a Lévy process onRd which is not one-sided, then the supportΣ of {Xt } is symmetric.

Proof. Let {Xt } be not one-sided. Lety ∈ Σ andy �= 0. Applying Lemma 2.6(ii) to−y, we can find linearly
independent vectorsx1, . . . , xd in Σ such that−y ∈ C(x1, . . . , xd). Now let us use Lemma 2.6(i). For anyε > 0,
there arew ∈Σ and a positive integern such that| − ny−w|< ε, that is,| − y− ((n− 1)y+w)|< ε. SinceΣ is
closed under addition,(n− 1)y +w is inΣ . SinceΣ is a closed set and sinceε is arbitrary, we see that−y ∈Σ .
Hence−Σ ⊂Σ , that is,−Σ =Σ . ✷

In the proof we have, in fact, shown the following:if a subsetΣ of Rd is closed under convergence and additio
then eitherΣ is contained in a half space{x: 〈x, a〉� 0}, a �= 0, or Σ is symmetric.

Theorem 2.8. Let {Xt } be a transient Lévy process onRd . Then eachη > 0 satisfies either(1.3)or (1.4).

Proof. Combine Lemmas 2.4 and 2.5 with Theorem 2.7.✷
Since 1∈ T is equivalent to strong transience, we get the following.

Corollary 2.9. Any transient Lévy process onRd is either weakly or strongly transient.

3. Criteria in terms of the function ψ(z)

Let {Xt } be a transient Lévy process onRd . First we will give a useful sufficient condition forη ∈ T using
|ψ(z)| and discuss its consequence (Theorem 3.2 and Corollary 3.3). If{Xt } is symmetric (that is,{Xt } and{−Xt}
are identical in law), then the functionψ(z) is real, and it is easy to find a criterion whetherη ∈ T, which will be
formulated in Theorem 3.4. In a general nonsymmetric case, we give a criterion in Theorem 3.5 under th
non-lattice condition.

We use two functionsf (x) andg(z) given by
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ce
f (x)= fb(x)=
d∏
j=1

(sinbxj )2

(bxj )2
, (3.1)

g(z)= gb(z)=
(
π

b

)d d∏
j=1

(
1− |zj |

2b

)
1[−2b,2b](zj ), (3.2)

wherex = (xj )1�j�d ∈Rd , z= (zj )1�j�d ∈Rd , andb > 0. We have

(Ff )(z)= g(z), (Fg)(x)= (2π)df (−x)= (2π)df (x), (3.3)

whereF denotes the the Fourier transform,(Ff )(z)= ∫
Rd

ei〈z,x〉f (x) dx.

Lemma 3.1. For any Lévy process onRd , we have, forq > 0 andη� 0,

∞∫
0

e−qt tη(Ptf )(0) dt = (2π)−d.(η+ 1)
∫
Rd

g(z)
(
q −ψ(z))−η−1

dz,

∞∫
0

e−qt tη(Ptg)(0) dt = .(η+ 1)
∫
Rd

f (z)
(
q −ψ(z))−η−1

dz,

where we understand(q −ψ(z))−η−1= |q −ψ(z)|−η−1ei(−η−1)arg(q−ψ(z)) with arg(q −ψ(z)) ∈ (−π/2,π/2).

Proof. Using (1.5), (3.3), and Fubini’s theorem, we get

∞∫
0

e−qt tη(Ptf )(0) dt = (2π)−d
∫
g(z) dz

∞∫
0

e−t (q−ψ(z))tη dt.

Notice that, forw ∈C with Rew > 0, we have
∞∫

0

e−twtη dt = .(η+ 1)w−η−1, (3.4)

wherew−η−1= |w|−η−1ei(−η−1)argw with argw ∈ (−π/2,π/2). Now we get the first identity of the lemma, sin
Reψ(z)� 0. The second one is proved similarly.✷
Theorem 3.2. Let {Xt } be a Lévy process onRd . Letη � 0. If∫

|z|<ε

∣∣ψ(z)∣∣−η−1
dz <∞ (3.5)

for someε > 0, then{Xt } is transient andη ∈ T.

Proof. We use the first identity in Lemma 3.1. Choose 0< b < ε/(2
√
d ). Then [−2b,2b]d ⊂ Bε . We have

|q −ψ|−η−1 � |ψ|−η−1, since Reψ � 0. Hence

lim sup
q↓0

∣∣∣∣
∫
d

gb(z)
(
q −ψ(z))−η−1

dz

∣∣∣∣� const
∫
|ψ|−η−1 dz <∞.
R Bε
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It follows that
∫∞

0 tη(Ptfb)(0) dt <∞. We havefb(x) > 0 if max1�j�d |xj |< π/b. Hence, for anya > 0, there
areb > 0 andc > 0 such thatfb � c1Ka . Thus (1.6) holds, which gives transience andη ∈ T. ✷

Genuinelyd-dimensional Lévy processes onRd are transient ifd � 3; they are strongly transient ifd � 5 ([17],
Theorem 2.17 and [18], Theorem 37.8). These facts are generalized in the following.

Corollary 3.3. If {Xt } is genuinelyd-dimensional andd � 3, then[0, d/2− 1)⊂ T.

Proof. We use the generating triplet(A, ν, γ ) in the Lévy–Khintchine representation ofψ(z) ([18], Definition 8.2).
HereA is the Gaussian covariance matrix,ν is the Lévy measure, andγ is a location parameter. LetW be the
smallest linear subspace that contains bothA(Rd) and the support ofν. Since{Xt } is genuinelyd-dimensional,
there is no proper linear subspace that containsW andγ . Assume thatW = Rd . Then{Xt } is nondegenerate an
there arec > 0 andε > 0 such that∣∣µ̂(z)∣∣� 1− c|z|2 for |z|< ε (3.6)

by [18], Proposition 24.19, and thus

−Reψ(z)� c′|z|2 for |z|< ε (3.7)

with somec′ > 0. Hence

∫
|z|<ε

|ψ|−η−1 dz� const
∫

|z|<ε
|z|−2(η+1) dz= const

ε∫
0

rd−2η−3dr <∞

if 0 � η < d/2− 1. Thus[0, d/2− 1)⊂ T by Theorem 3.2.
On the other hand, assume thatW is (d − 1)-dimensional. Thenγ /∈W and{Xt − tγ } is a Lévy process onW .

Let γ = γ1+ γ2, whereγ1 ∈W andγ2 ∈W⊥. Thenγ2 �= 0 and

|Xt |2= |Xt − tγ + tγ1|2+ |tγ2|2 � t2|γ2|2.
HenceLKa � a/|γ2| a.s., which shows thatT= [0,∞). ✷
Theorem 3.4. Consider a symmetric transient Lévy process onRd . Letη� 0 andε > 0. Thenη ∈ T if and only if∫

|z|<ε

(−ψ(z))−η−1
dz <∞. (3.8)

A result close to this theorem was given by Hawkes [6]. But his proof was more complicated. A s
example for this theorem is a rotation invariant stable process{Xt } on Rd , d � 1, with indexα, 0< α � 2. Then
ψ(z)=−c|z|α with somec > 0. It is transient if and only ifα < d . If α < d , thenT= [0, d

α
−1). Brownian motion

(α = 2, d � 3) has the smallest setT.

Proof of Theorem 3.4. If η = 0, then (3.8) is true (see [18], Corollary 37.6). Letη > 0. If η ∈ T, then, by (1.6),∫∞
0 tη(Ptgb)(0) dt <∞ for all b > 0, while the second identity of Lemma 3.1 withq ↓ 0 shows that

∞∫
tη(Ptgb)(0) dt = .(η+ 1)

∫
d

fb(z)
(−ψ(z))−η−1

dz,
0 R
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which implies (3.8), as we have infz∈Bε fb(z) > 0 by takingb small enough. On the other hand, if (3.8) holds, th∫
Rd
gb(z)(−ψ(z))−η−1dz is finite whenb is taken small enough, and by Lemma 3.1

∞∫
0

tη(Ptfb)(0) dt = (2π)−d.(η+ 1)
∫
Rd

gb(z)
(−ψ(z))−η−1

dz <∞,

which shows that
∫∞

0 tηPt (0,Ba) dt <∞ for a small enough, that is,η ∈ T by Lemma 2.3. ✷
We introduce the following functions. Letf1(x) be the function in (3.1) withb= 1. Then

f1(x)=
∞∑
l=0

hl(x), (3.9)

where

hl(x)=
∑

k∈Z
d+, ‖k‖=l

ckx
2k1
1 . . . x

2kd
d , l = 0,1, . . . , (3.10)

with someck. Here‖k‖ = k1+ · · · + kd for k = (kj )1�j�d ∈ Z
d+. Since

f1(x)=
d∏
j=1

1− cos2xj
2xj 2

=
d∏
j=1

(
1− 23x2

j

4! +
25x4

j

6! − · · ·
)
,

we see that

h0(x)= 1, h1(x)=−1

3
|x|2, h2(x)= 25

6!
d∑
j=1

x4
j +

27

(4!)2
∑
j1<j2

x2
j1
x2
j2
,

and so on. Ifd = 1, then

hl(x)= (−1)l
22l+1

(2l+ 2)!x
2l, x ∈R, l = 0,1, . . . . (3.11)

A Lévy process{Xt } onRd is said to be strongly non-lattice if lim sup|z|→∞ |eψ(z)|< 1.

Theorem 3.5. Assume that{Xt } is a strongly non-lattice, transient Lévy process onR
d . Letη > 0. Fix ε > 0. Then

η ∈ T if and only if

lim sup
q↓0

∣∣∣∣
∫

|z|<ε
hl(z)

(
q −ψ(z))−η−1

dz

∣∣∣∣<∞ (3.12)

for l = 0,1, . . . ,N − 1, whereN is the positive integer satisfyingN − 1< η �N .

In (3.12) the function(q −ψ(z))−η−1 is defined forz ∈R
d as in Lemma 3.1.

We do not know whether Theorem 3.5 is true without the strong non-lattice assumption. Another que
which we do not have an answer is whether (3.12) forl = 0 suffices forη > 0 to belong toT.

We use the following lemma.

Lemma 3.6. There does not exist a finite system of infinite sequences of complex numbers{xl,n: n = 1,2, . . .},
l = 1,2, . . . ,N , having the following property: there isε > 0 such that, for allb ∈ (0, ε), limn→∞

∑N
l=1b

lxl,n = 1.
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Proof. If N = 1, the assertion is obvious, because{x1,n} with the property above satisfies limn→∞ x1,n = 1/b for
all b ∈ (0, ε), which is absurd. Assume thatN � 2 and that the assertion is true forN−1 in place ofN . Suppose tha
{xl,n}, l = 1,2, . . . ,N , with the property above exist. If a subsequence{x1,n′ } of {x1,n} satisfies that|x1,n′ | →∞,
thenyl,n′ = xl,n′/x1,n′ satisfiesb +∑N

l=2b
lyl,n′ → 0, that is,−∑N−1

l=1 b
lyl+1,n′ → 1, which is impossible by the

assumption. Hence{x1,n} is bounded. Next, if a subsequence{x2,n′ } of {x2,n} satisfies that|x2,n′ | →∞, then, for
zl,n′ = xl,n′/x2,n′ , we haveb2+∑N

l=3b
lzl,n′ → 0, which is again impossible. Hence{x2,n} is bounded. Repeatin

this, we see that{x1,n}, . . . , {xN,n} are all bounded. Now we can choose 0< n1< n2< · · · such that, for alll, {xl,nk}
tends to some finitecl . Then we have

∑N
l=1b

lcl = 1 for b ∈ (0, ε), which contradicts the fact that a polynomial
degreeN has at mostN real roots. ✷
Proof of Theorem 3.5. Let us prove thatη satisfies (1.6) if and only if it satisfies (3.12) forl = 0,1, . . . ,N − 1.
Assume that it satisfies (1.6). Usinggb(z) in (3.2), this implies that

∞∫
0

tη(Ptgb)(0) dt <∞ for b > 0. (3.13)

Hence, by Lemma 3.1,

lim sup
q↓0

∣∣∣∣
∫
Rd

fb(z)
(
q −ψ(z))−η−1

dz

∣∣∣∣<∞ for b > 0. (3.14)

We have

fb(z)= f1(bz)=
N−1∑
l=0

b2lhl(z)+ b2N |z|2NHN(bz), (3.15)

whereHN(z) is a bounded function onRd . We denoteψ1(z) = Reψ(z) andψ2(z) = Imψ(z). The strong non
lattice property means the existence ofc1> 0 such that

−ψ1(z) > c1 for all large|z|. (3.16)

Further we have

−ψ1(z) > 0 for all z �= 0. (3.17)

Indeed, ifψ1(z0) = 0 for somez0 �= 0, thenµ̂(z0)ei〈w,z0〉 = 1 with somew andµ ∗ δw is concentrated on th
set {x: 〈z0, x〉 = 2nπ,n ∈ Z}, which implies thatψ1(kz0) = 0 for all k ∈ Z, contrary to the strong non-lattic
assumption. It follows from (3.16) and (3.17) that there isc2> 0 such that−ψ1(z) > c2 for |z|� ε. Since

|q −ψ|−η−1= ((q −ψ1)
2+ψ2

2

)(−η−1)/2 � |ψ|−η−1, (3.18)

we have∫
|z|�ε

fb(z)
∣∣(q −ψ)−η−1

∣∣dz� c2−η−1
∫

|z|�ε
fb(z) dz,

which is finite and independent ofq . Hence

lim sup
q↓0

∣∣∣∣
∫
Bε

fb(z)
(
q −ψ(z))−η−1

dz

∣∣∣∣<∞. (3.19)

The property (3.16) implies nondegeneracy ofµ. Hence there arec′ > 0 andε > 0 satisfying (3.7). But, recalling
(3.17), we can choosec′ > 0 such that (3.7) is true for our fixedε. Using this and (3.18), we have
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or [18],

l

∫
|z|<ε

|z|2N ∣∣(q −ψ)−η−1
∣∣dz�

∫
|z|<ε

|z|2N |ψ|−η−1 dz

� c′−N
∫

|z|<ε
(−ψ1)

N |ψ|−η−1 dz� const
∫

|z|<ε
(−ψ1)

N |ψ|−N−1 dz

� const
∫

|z|<ε
(−ψ1)|ψ|−2 dz,

sinceη�N . We see that the last member is finite, noting that(−ψ1)|ψ|−2=Re( 1
−ψ ) and that

∫
|z|<εRe( 1

−ψ ) dz <∞ (see [18], Corollary 37.6). It follows from this combined with (3.15) and (3.19) that

lim sup
q↓0

∣∣∣∣∣
∫

|z|<ε

(
N−1∑
l=0

b2lhl(z)

)(
q −ψ(z))−η−1

dz

∣∣∣∣∣<∞. (3.20)

Now, suppose that there is a sequenceqn ↓ 0 such that, when we writeIl,n =
∫
Bε
hl(z)(qn − ψ)−η−1 dz,

|I0,n| →∞. Then (3.20) implies that 1+∑N−1
l=1 b

2lIl,n/I0,n→ 0, which is impossible, as Lemma 3.6 says. He
(3.12) is true forl = 0. Next, we can show (3.12) forl = 1 by a similar argument. Repeating this, we get (3.12)
l = 0,1, . . . ,N − 1.

Conversely, assume that (3.12) is true forl = 0,1, . . . ,N − 1. Then we get (3.20) for allb > 0. From this (3.19)
follows, and then (3.14) follows. This means (3.13) by Lemma 3.1. Hence we get (1.6).✷
Remark 3.7. Sincehl(−z)= hl(z) andψ(−z) = ψ(z), the integral ofhl(z)Im ((q − ψ(z))−η−1) over {|z| < ε}
vanishes. Hence (3.12) is equivalent to

lim sup
q↓0

∣∣∣∣
∫
Bε

hl(z)Re
((
q −ψ(z))−η−1)

dz

∣∣∣∣<∞. (3.21)

We can also prove that, under the same assumption as in Theorem 3.5,η ∈ T if and only if

lim sup
q↓0

∫
Bε

hl(z)Re
((
q −ψ(z))−η−1)

dz <∞ (3.22)

for l = 0,1, . . . ,N−1. Indeed, (3.21) clearly implies (3.22) and, conversely, if (3.22) holds forl = 0,1, . . . ,N −1,
then (3.19) holds without taking the absolute value (recalling that the integral is real), and then (3.14)
(recalling that the integral there is real and nonnegative).

In Sato [16] it is shown that the Spitzer type criterion for recurrence and transience ([14], Theorem 16.2
Remark 37.7) does not have an analogue to judge weak and strong transience.

4. Examples and additional results

In the case of a symmetric Lévy process onR, we can give criteria forη ∈ T directly in terms of the Lévy
measureν. This is an extension of Shepp’s theory on random walks [20]. For a signed measureρ, we denote its
total variation measure by|ρ|. For two symmetric measuresρ, ρ′ on R, we say thatρ has abigger tail thanρ′, if
there isx0> 0 such thatρ((x,∞))� ρ′((x,∞)) for x > x0. A symmetric measureρ is said to bequasi-unimoda
if there isx0> 0 such thatρ((x,∞)) is convex forx > x0.

Theorem 4.1. Let {Xt } and{Yt } be symmetric Lévy processes onR with Lévy measuresνX andνY . When they are
transient, theirT sets are denoted byTX andTY , respectively.
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(i) Suppose that
∞∫

0

x2|νX − νY |(dx) <∞.

If {Xt } is transient, then{Yt } is transient andTX = TY .
(ii) Suppose thatνY has a bigger tail thanνX and thatνY is quasi-unimodal. If{Xt } is transient, then{Yt } is

transient andTX ⊂ TY .

Theorem 4.2. Let {Xt } be a symmetric Lévy process onR with Lévy measureν.
(i) Define

R(r, x)= ν
( ∞⋃
n=0

(
2nr + x,2(n+ 1)r − x]∩ (1,∞)

)
for r � x � 0.

Let c > 0 be fixed. Then{Xt } is transient if and only if
∞∫
c

( r∫
0

xR(r, x) dx

)−1

dr <∞. (4.1)

If {Xt } is transient, then it is necessary and sufficient forη ∈ T that
∞∫
c

r2η

( r∫
0

xR(r, x) dx

)−η−1

dr <∞. (4.2)

(ii) Assume thatν is quasi-unimodal. Define

N(x)= ν((x ∨ 1,∞)) for x � 0.

Then(4.1) is equivalent to
∞∫
c

( r∫
0

xN(x) dx

)−1

dr <∞; (4.3)

(4.2) is equivalent to
∞∫
c

r2η

( r∫
0

xN(x) dx

)−η−1

dr <∞. (4.4)

The results on transience in the two theorems above are given in [17] and Section 38 of [18]. Ba
Theorem 3.4, the assertions on the setT can be proved in the same way as the proofs of similar facts on s
transience in [17]. We omit the details.

Let us give an application of Theorem 3.5.

Proposition 4.3. Let {Xt } be a strongly non-lattice Lévy process onRd , d � 1. Suppose thatE[|Xt |2]<∞ and
EXt = 0. Then{Xt } is transient withT= [0, d2 − 1) if d � 3; it is recurrent ifd = 1 or 2.

This is a best result in the following sense: we can find a strongly non-lattice Lévy process{Xt } on Rd , d � 3,
satisfyingE[|Xt |β] <∞ for β ∈ (0,2), EXt = 0, andE[|Xt |2] =∞ for t > 0 such thatT is strictly larger than
[0, d − 1). See Example 4.5(ii) below withb < 1− 2 .
2 d
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there is

f [17];
Proof of Proposition 4.3. We use the generating triplet(A, ν, γ ). Note that, for anyβ > 0, E[|Xt |β ] <∞ for
t > 0 is equivalent to

∫
|x|>1 |x|β ν(dx) <∞ ([18], Theorem 25.3). Letd � 3. Letη � d

2 − 1. SinceEXt = 0, we
have

ψ(z)=−1

2
〈z,Az〉 +

∫
Rd

(
ei〈z,x〉 − 1− i〈z, x〉)ν(dx).

We usec1, c2, . . . for positive constants. Lettingψ1 andψ2 be as in the proof of Theorem 3.5, we have

−ψ1(z)= 1

2
〈z,Az〉 +

∫
Rd

(
1− cos〈z, x〉)ν(dx)� c1|z|2,

∣∣ψ2(z)
∣∣� ∫

Rd

∣∣sin〈z, x〉 − 〈z, x〉∣∣ν(dx)= o
(|z|2) asz→ 0.

The first one is because 1− cos〈z, x〉 � 1
2|z|2|x|2. The second one is because|sin〈z, x〉 − 〈z, x〉| �

1
2|sin(θ〈z, x〉)||z|2|x|2 with 0< θ < 1. Hence we have, for smallε,

∫
|z|<ε

|ψ|−η−1 dz� c2
∫

|z|<ε
|z|−2(η+1) dz= c3

ε∫
0

rd−3−2η dr =∞.

As is shown in the proof of Theorem 3.5, the strong non-lattice property implies nondegeneracy. Thus
ε > 0 such that−ψ1(z)� c4|z|2 for |z|< ε. We have

Re
(
(q −ψ)−η−1)= |q −ψ|−η−1 cos

(
(−η− 1)arg(q −ψ)).

Notice that, ifε is small, then

∣∣arg(q −ψ)∣∣= ∣∣∣∣arctan
−ψ2

q −ψ1

∣∣∣∣�
∣∣∣∣ −ψ2

q −ψ1

∣∣∣∣� |ψ2|
−ψ1

� π

3(η+ 1)

for |z|< ε. Thus∫
|z|<ε

Re
(
(q −ψ)−η−1)dz� 1

2

∫
|z|<ε

|q −ψ|−η−1 dz.

As q ↓ 0, the integral in the right-hand side increases to
∫
|z|<ε |ψ|−η−1 dz, which is infinite. Henceη /∈ T.

This, combined with Corollary 3.3, shows thatT = [0, d2 − 1). Recurrence ford = 1 or 2 is well-known ([18],
Theorems 36.7 and 37.14).✷

The following fact is of some interest. Its proof is a straightforward extension of that of Proposition 2.14 o
we do not need the strong non-lattice property as we can use Theorem 3.2. We omit the details.

Proposition 4.4. Let {Xt } and{Yt } be independent Lévy processes onRd .
(i) If {Xt } is transient and symmetric, then{Xt + Yt } is transient andTX ⊂ TX+Y .
(ii) Suppose that{Yt } is identical in law with{−Xt }. If {Xt + Yt } is transient, then{Xt } is transient and

TX+Y ⊂ TX .

We give a symmetric example which can be handled by Theorem 3.4.
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Example 4.5. Let S be the unit sphere{ξ ∈Rd : |ξ | = 1} andλ a uniform measure onS. We consider a symmetri
Lévy process onRd , d � 1, with an arbitrary Gaussian covariance matrix and with a Lévy measureν satisfying

ν(B)=
∫
S

λ(dξ)

∞∫
e

1B(rξ)
dr

r1+α(logr)b

wheneverB is a Borel set on{x ∈Rd : |x|> e}. Here 0� α � 2∧ d andb ∈R. Whenα = 0, we assumeb > 1.
(i) Let d = 1 or 2. Assume thatα = 2∧ d . Then,{Xt } is transient withT= {0} if b < d − 2; it is recurrent if

b � d − 2.
(ii) Let d � 3. Assume thatα = 2. Then{Xt } is transient withT= [0, d2 − 1) if b � 1− 2

d
; it is transient with

T= [0, d2 − 1] if b < 1− 2
d

.
(iii) Let d � 1. Let 0< α < d ∧ 2. Then{Xt } is transient withT = [0, d

α
− 1) if b �−α

d
; it is transient with

T= [0, d
α
− 1] if b <−α

d
.

(iv) Let d � 1. Assume thatα = 0 andb > 1. Then{Xt } is transient withT= [0,∞).
For a proof, note that

−ψ(z)=
∫
S

λ(dξ)

∞∫
e

(
1− cos

(
r|z||ξ1|

))
(logr)−br−1−α dr +O

(|z|2)

= |z|α
∫
S

λ(dξ)|ξ1|α
∞∫

e|z||ξ1|
(1− cosu)

(
log

u

|z||ξ1|
)−b

u−1−α du+O
(|z|2),

whereξ = (ξj )1�j�d ∈ S. The details are omitted.

5. One-dimensional Lévy processes with positive mean

We give some results on the setT and the set{η: E[L(−∞,a]η]<∞} for one-dimensional Lévy processes w
positive mean.

Theorem 5.1. Let {Xt } be a Lévy process onR such thatE[|X1|]<∞ andEX1> 0. Letη > 0 anda � 0. Then
the following three conditions are equivalent:

E
[|X1∧ 0|1+η]<∞, (5.1)

η ∈ T, (5.2)

E
[
L(−∞,a]η

]
<∞. (5.3)

Note that limt→∞Xt =∞ a.s. sinceEX1> 0. If we assumeEX1< 0 anda � 0 instead ofEX1> 0 anda � 0,
then we have the dual statement with (5.1) and (5.3) replaced byE[(X1 ∨ 0)1+η] <∞ andE[L[a,∞)η] <∞,
respectively. The condition (5.1) can be written in terms of the Lévy measureν of {Xt }. In fact, by [18]
Theorem 25.3 and Proposition 25.4, (5.1) holds if and only if∫

(−∞,−1)

|x|1+η ν(dx) <∞. (5.4)

If we assume thatE[|X1|1+δ] <∞ for someδ > 0 and that{Xt } is strongly non-lattice, we can prove th
equivalence of (5.1) and (5.2) in Theorem 5.1 by applying Theorem 3.5 with careful use of residue calclus
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rem 5.1

two

e

way we arrived at the condition (5.1) expressed in the form of (5.4). But we had not been able to prove Theo
in its generality until we came to know Janson’s work [8] on random walks.

Proof of Theorem 5.1. Let {Sn: n= 0,1, . . .} be the discrete skeleton of{Xt }. That is,{Sn} is the random walk
defined bySn =Xn. LetL0

B = sup{n� 0: Sn ∈ B}. Theorem 1 of Janson [8] tells us that each of the following
conditions is equivalent to (5.1):

E
[
(L0
(−∞,a])

η
]
<∞, (5.5)

∞∑
n=1

nη−1P(Sn � a) <∞. (5.6)

Thus, in order to show Theorem 5.1, it is enough to prove the equivalence of (5.2), (5.3), and (5.5).
First, assume (5.2) and let us prove (5.5). Letµt andU be as in Section 2. LetG be the smallest additiv

subgroup ofR that contains the supportΣ . If G= R, then letB = (−1/2,1/2]. If G= cZ with somec > 0, then
let B = (−c/2, c/2]. Using Lemma 2.3, we get

∞>

∞∫
0

tηµt (B) dt = η
∞∫

0

tη−1 dt

∞∫
t

µs(B) ds

= η
∞∫

0

tη−1 dt

∞∫
0

µt+s(B) ds

= η
∞∫

0

tη−1 dt

∞∫
0

ds

∞∫
−∞

µs(B − y)µt (dy)

= η
∞∫

0

tη−1 dt

∞∫
−∞

U(B − y)µt(dy).

If G = R, then the renewal theorem ([1], p. 38 or [18], p. 271) tells us thatU(B − y)→ 1/E[X1] asy→−∞.
Similarly, if G= cZ, thenU(B − y)→ c/E[X1] asy→−∞. In any case, there arec1> 0 andN > 0 such that
U(B − y)� c1 for all y �−N . It follows that

∞∫
0

tη−1µt(−∞,−N]dt <∞.

On the other hand, (5.2) implies that
∫∞

0 tηµt (−N,b]dt <∞ for anyb � 0 by Lemma 2.3. Hence,

∞∫
0

tη−1µt(−∞, b]dt <∞ for anyb � 0. (5.7)

Chooseb′ > 0 such thatP(sup0�s�1 |Xs |� b′) > 0. Denote this probability byc2. If n� t � n+ 1, then

µt(−∞, b+ b′] = P(Xn +Xt −Xn � b+ b′)
� P(Xn � b)P

(
sup

n�s�n+1
|Xs −Xn|� b′

)
= c2P(Xn � b).
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Thus it follows from (5.7) that
∞∑
n=1

nη−1P(Xn � b) <∞ for all b � 0.

In particular (5.6) is true. Hence we get (5.5) by Janson’s result mentioined above.
Next, assume (5.5) and let us prove (5.3). We useb′ andc2 in the discussion above. Since Janson’s result s

that the condition (5.5) does not depend ona, we have

E
[(
L0
(−∞,a′]

)η]
<∞ for all a′ � 0. (5.8)

Notice that

P(L(−∞,a] > t)= P(Xs � a for somes > t)=E[PXt (T(−∞,a] <∞)],
where, as before, the superscripty in Py denotes the starting point. For anyy ∈R we have, forT = T(−∞,a],

Py
(
T <∞ andXT+s � a + b′ for all s ∈ [0,1])
=Ey[PXT (Xs � a + b′ for all s ∈ [0,1]); T <∞]
� Pa

(
Xs � a + b′ for all s ∈ [0,1])Py(T <∞)

� c2Py(T <∞).
Hence

P(L(−∞,a] > t)� c−1
2 E

[
PXt

(
T <∞ andXT+s � a + b′ for all s ∈ [0,1])]

� c−1
2 P(Xn � a + b′ for some integern > t)

= c−1
2 P

(
L0
(−∞,a+b′] > t

)
.

It follows that

E(L(−∞,a]η)= η
∞∫

0

P(L(−∞,a] > t)tη−1 dt

� ηc−1
2

∞∫
0

P
(
L0
(−∞,a+b′] > t

)
tη−1 dt

= c−1
2 E

[(
L0
(−∞,a+b′]

)η]
,

which is finite by (5.8). Thus we get (5.3).
Assume (5.3). Then (5.5) holds, sinceL0

(−∞,a] � L(−∞,a]. Hence (5.8) holds. The proof that (5.5) implies (5
now shows thatE[L(−∞,a′]η] <∞ for all a′ � 0. If a′ > 0, thenL(−a′,a′) � L(−∞,a′]. Thus we get (5.2). Thi
completes the proof of the equivalence of (5.2), (5.3), and (5.5).✷

Using Remark 3.1 of [8], we can check that Theorem 5.1 remains true if we replacea � 0 by a ∈ R. Here we
defineLB = 0 wheneverXt /∈B for all t � 0.

As a direct consequence of Theorem 5.1 we get the following, which extends Proposition 3.2 of [16] to t
possible.

Corollary 5.2. (i) If {Xt } is a transient Lévy process onR satisfyingE[|X1|2]<∞, then it is strongly transient.
(ii) There is a weakly transient Lévy process{Xt } onR such that, for everyc ∈ (0,2),E[|X1|c]<∞.
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on
:

Here is an application in the multi-dimensional case.

Corollary 5.3. Let {Xt } be a transient Lévy process onRd , d � 2, such thatE[|X1|] < ∞. Suppose tha
EX1= τ �= 0. Letη > 0. If E[|〈τ,X1〉 ∧ 0|1+η]<∞, thenη ∈ T.

To see this, apply Theorem 5.1 to the processYt = 〈τ,Xt 〉.
The equivalence of (5.1), (5.2), and (5.3) fails to hold for some process withEX1=∞, as the example below

shows.

Example 5.4. Assume thatXt = Yt + Zt , where {Yt } and {Zt } are independent,{Yt } is a strictly α-stable
suborinator, 0< α < 1, and{Zt } is a strictlyβ-stable process, 1< β < 2, with Lévy measure concentrated
the negative axis. ThenEX1=∞ and thus limt→∞Xt =∞ a.s. Forη > 0 anda � 0, we can show the following

η ∈ T if and only if η < (1+ β)/α− 2; (5.9)

E
[
L(−∞,a]η

]
<∞ if and only if η < β/α − 1; (5.10)

E
[|X1∧ 0|1+η]<∞ if and only if η < β − 1. (5.11)

Proof is as follows. The Lévy measuresνY andνZ of {Yt } and{Zt} are concentrated on(0,∞) and(−∞,0),
respectively, and have the formνY (dx) = c1x−1−α dx and νZ(dx) = c2|x|−1−β dx with positive constantsc1
andc2. Hence (5.11) follows from (5.4). To show (5.9), we use Lemma 2.3. LetpXt (x), p

Y
t (x), p

Z
t (x), be the

densities of the distributions ofXt , Yt , Zt for t > 0. These are smooth bounded functions onR. Strict stability
implies that

pYt (x)= t−1/αpY
(
t−1/αx

)
, pZt (x)= t−1/βpZ

(
t−1/βx

)
,

wherepY (x)= pY1 (x) andpZ(x)= pZ1 (x). Thus

pXt (x)= t−1/α−1/β

x∫
−∞

pY
(
t−1/α(x − y))pZ(t−1/βy

)
dy

= t−1/α

t−1/βx∫
−∞

pY
(
t−1/αx − t−1/α+1/βy

)
pZ(y) dy.

It is known that, for anyγ > 0, x−γ pY (x)→ 0 asx ↓ 0 and that there are positive constantsc3, c4 such that

pY (x)∼ c3(1+ x)−1−α asx→∞, pZ(x)∼ c4
(
1+ |x|)−1−β asx→−∞

(see [18], p. 88). Let

qt (x)= t−1/α

t−1/βx∫
−t1/α−1/β

pY
(
t−1/αx − t−1/α+1/βy

)
pZ(y) dy.

Then, choosingγ > β , we can show that, for anya > 0, there isc5 such that

sup
|x|<a

qt (x)� c5t1−(1+β)/α for all larget .

Furthermore, there are positive constantsc6, c7 such that

c6t
1−(1+β)/α � pXt (x)− qt (x)� c7t1−(1+β)/α for all larget

uniformly in |x|< a. Hence, checking (1.6) or (1.7), we get (5.9).
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Proof of (5.10) is as follows. Let{Sn} be the discrete skeleton of{Xt } as in the proof of Theorem 5.1. We u
a result of Kesten and Maller [9]. They extended Janson’s work [8] and studied random walks with infinite
exploiting Erickson’s method [4]. Letη > 0 anda � 0. Define

A(x)=
x∫

0

P(X1> y)dy −
x∫

0

P(X1 �−y) dy for x > 0.

SinceSn→∞ a.s., Theorem 2.1 of [9] tells us thatE[(L0
(−∞,a])η]<∞ if and only if there isx0> 0 such that

A(x) > 0 for x � x0 and
∫

[x0,∞)

(
x

A(x)

)1+η
P (−X1 ∈ dx) <∞. (5.12)

By a result of Sgibnev [19], there are positive constantsc8, c9 such that

P(X1> x)∼ c8x−α asx→∞, P (X1< x)∼ c9|x|−β asx→−∞.
It follows thatA(x)∼ c10x

1−α asx→∞ with somec10> 0. Thus the integral condition in (5.12) is written as

∞∫
x0

x(1+η)αP (−X1 ∈ dx) <∞

or, equivalently,

∞∫
x0

P(−X1> x)x
(1+η)α−1dx <∞,

that is, η < β/α − 1. Thus we see thatE[(L0
(−∞,a])η] < ∞ if and only if η < β/α − 1. The condition

that E[(L0
(−∞,a])

η] <∞ does not depend ona. Arguing as in the proof of Theorem 5.1, we can show t

E[(L0
(−∞,a])η]<∞ if and only ifE[L(−∞,a]η]<∞.

Acknowledgement

The authors thank a referee for pointing out the relevance of the paper to the works of Janson [8] and
and Maller [9] on random walks. Section 5 was rewritten after the comment.

References

[1] J. Bertoin, Lévy Processes, Cambridge Univ. Press, Cambridge, 1996.
[2] R.M. Blumenthal, R.K. Getoor, Markov Processes and Potential Theory, Academic Press, New York, 1968.
[3] D.A. Dawson, L.G. Gorostiza, A. Wakolbinger, Occupation time fluctuations in branching systems, J. Theoret. Probab. 14 (2001)
[4] K.B. Erickson, The strong law of large numbers when the mean is undefined, Trans. Amer. Math. Soc. 185 (1973) 371–381.
[5] R.K. Getoor, Some asymptotic formulas involving capacity, Z. Wahrsch. Verw. Gebiete 4 (1965) 248–252.
[6] J. Hawkes, Moments of last exit times, Mathematika 24 (1977) 266–269.
[7] N. Jain, W.E. Pruitt, The range of random walk, in: Proc. Sixth. Berkeley Symp. Math. Statist. Probab., vol. 3, Univ. Calif. Press, B

1972, pp. 31–50.
[8] S. Janson, Moments for first-passage and last-exit times, the minimum, and related quantities for random walks with positive d

Appl. Probab. 18 (1986) 865–879.



K. Sato, T. Watanabe / Ann. I. H. Poincaré – PR 40 (2004) 207–225 225

6 (1996)

157–275

hematical

AP ’96,

ar, Japan,
[9] H. Kesten, R.A. Maller, Two renewal theorems for general random walks tending to infinity, Probab. Theory Related Fields 10
1–38.

[10] K. Petersen, Ergodic Theory, Cambridge Univ. Press, Cambridge, 1983.
[11] S.C. Port, Limit theorems involving capacities, J. Math. Mech. 15 (1966) 805–832.
[12] S.C. Port, Limit theorems for transient Markov chains, J. Combinatorial Theory 2 (1967) 107–128.
[13] S.C. Port, Hitting times for transient stable processes, Pacific J. Math. 21 (1967) 161–165.
[14] S.C. Port, C.J. Stone, Infinitely divisible processes and their potential theory, I and II, Ann. Inst. Fourier (Grenoble) 21 (2) (1971)

and (4) 179–265.
[15] R.T. Rockafellar, Convex Analysis, Princeton Univ. Press, Princeton, NJ, 1970.
[16] K. Sato, Criteria of weak and strong transience for Lévy processes, in: S. Watanabe, et al. (Eds.), Probability Theory and Mat

Statistics, Proc. Seventh Japan–Russia Symp., World Scientific, Singapore, 1996, pp. 438–449.
[17] K. Sato, Time evolution of Lévy processes, in: N. Kono, N.R. Shieh (Eds.), Trends in Probability and Related Analysis, Proc. S

World Scientific, Singapore, 1997, pp. 35–82.
[18] K. Sato, Lévy Processes and Infinitely Divisible Distributions, Cambridge Univ. Press, Cambridge, 1999.
[19] M.S. Sgibnev, Asymptotics of infinitely divisible distributions onR, Siberian Math. J. 31 (1990) 115–119.
[20] L.A. Shepp, Symmetric random walk, Trans. Amer. Math. Soc. 104 (1962) 144–153.
[21] F. Spitzer, Electrostatic capacity, heat flow, and Brownian motion, Z. Wahrsch. Verw. Gebiete 3 (1964) 110–121.
[22] J. Takeuchi, Moments of the last exit times, Proc. Japan Acad. 43 (1967) 355–360.
[23] J. Takeuchi, T. Yamada, S. Watanabe, Antei katei (Stable processes), in: Seminar on Probability, vol. 13, Kakuritsuron Semin

1962 (in Japanese).
[24] K. Yamamuro, On transient Markov processes of Ornstein–Uhlenbeck type, Nagoya Math. J. 149 (1998) 19–32.


