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Abstract If a field of positive definite symmetric matrices of order two and a field of symmetric
matrices of order two together satisfy the Gauß and Codazzi–Mainardi equations in a
connected and simply connected open subset of R2, then these fields are the first and second
fundamental forms of a surface in R3, unique up to isometries. It is shown here that a surface
defined in this fashion varies continuously as a function of its two fundamental forms, for
ad hoc metrizable topologies. To cite this article: P.G. Ciarlet, C. R. Acad. Sci. Paris, Ser. I
335 (2002) 609–614.
 2002 Académie des sciences/Éditions scientifiques et médicales Elsevier SAS

Une surface est une fonction continue de ses deux formes
fondamentales

Résumé Si un champ de matrices symétriques définies positives d’ordre deux et un champ de
matrices symétriques d’ordre deux vérifient ensemble les équations de Gauß et de Codazzi–
Mainardi dans un ouvert connexe et simplement connexe de R2, alors ces champs sont les
première et deuxième formes fondamentales d’une surface dans R3, unique aux isométries
près. On établit ici qu’une surface définie de cette façon varie continûment en fonction de
ses deux formes fondamentales, pour des topologies métrisables convenables. Pour citer
cet article : P.G. Ciarlet, C. R. Acad. Sci. Paris, Ser. I 335 (2002) 609–614.
 2002 Académie des sciences/Éditions scientifiques et médicales Elsevier SAS

1. Formulation of the problem

All spaces, matrices, etc., considered are real. The notations Md , Od , Sd , and Sd
> respectively designate

the sets of all square matrices of order d , of all orthogonal matrices of order d , of all symmetric matrices
of order d , and of all symmetric and positive definite matrices of order d .

Latin indices and exponents vary in the set {1,2,3} except when they are used for indexing sequences or
when otherwise indicated, Greek indices and exponents vary in the set {1,2}, and the summation convention
with respect to repeated indices or exponents is used in conjunction with these rules. Kronecker’s symbols
are designated by δij or δji according to the context.
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Let E3 denote a three-dimensional Euclidean space, let a · b denote the Euclidean inner product of
a,b ∈ E3, and let |a| = √

a · a denote the Euclidean norm of a ∈ E3. Let ρ(A) denote the spectral radius
and let |A| := {ρ(AT A)}1/2 denote the spectral norm of a matrix A ∈ M3.

Let there be given a two-dimensional vector space, identified with R2. Let yα denote the coordinates
of a point y ∈ R2 and let ∂α := ∂/∂yα and ∂αβ := ∂2/∂yα∂yβ . Let ω be an open subset of R2 and let
θ ∈ C2(ω; E3) be an immersion. The image θ(ω) is a surface in E3. The first and second fundamental forms
of the surface θ(ω) are defined by means of their covariant components

aαβ(y) := ∂αθ(y) · ∂βθ(y) and bαβ(y) := ∂αβθ(y) ·
{

∂1θ(y)∧ ∂2θ(y)

|∂1θ(y)∧ ∂2θ(y)|
}
, y ∈ ω.

We now recall two classical results from differential geometry, which are essential to the ensuing analysis.
Theorem 1.1 provides sufficient conditions guaranteeing that, given two smooth enough matrix fields
(aαβ) : ω → S2

> and (bαβ) : ω → S2, there exists an immersion θ : ω → E3 such that these fields are the first
and second fundamental forms of the surface θ(ω). Theorem 1.2 specifies how two such immersions differ
(a self-contained, complete, and essentially elementary, proof of these well-known results, which together
constitute the fundamental theorem of surface theory, is found in Ciarlet and Larsonneur [2]; a direct proof
of the fundamental theorem of surface theory is given in Klingenberg [5, Theorem 3.8.8]).

THEOREM 1.1 (Global Existence Theorem). – Let ω be a connected and simply connected open subset
of R2 and let (aαβ) ∈ C2(ω;S2

>) and (bαβ) ∈ C2(ω;S2) be two matrix fields that satisfy the Gauß and
Codazzi–Mainardi equations, viz.,

∂βCαστ − ∂σCαβτ +C
µ
αβCστµ −Cµ

ασCβτµ = bασbβτ − bαβbστ in ω,

∂βbασ − ∂σ bαβ +Cµ
ασ bβµ −C

µ
αβbσµ = 0 in ω,

where

Cαβτ := 1

2
(∂βaατ + ∂αaβτ − ∂τ aαβ) and Cσ

αβ := aστCαβτ , where
(
aστ

) := (aαβ)
−1.

Then there exists an immersion θ ∈ C3(ω; E3) such that

aαβ = ∂αθ · ∂βθ and bαβ = ∂αβθ ·
{

∂1θ ∧ ∂2θ

|∂1θ ∧ ∂2θ |
}

in ω. ✷
THEOREM 1.2 (Rigidity Theorem). – Let ω be a connected open subset of R2 and let θ ∈ C2(ω; E3)

and θ̃ ∈ C2(ω; E3) be two immersions such that their associated first and second fundamental forms satisfy
(with self-explanatory notations) aαβ = ãαβ and bαβ = b̃αβ in ω. Then there exist a vector a ∈ E3 and an

orthogonal matrix Q ∈ O3 such that θ(y)= a + Qθ̃(y) for all y ∈ ω. ✷
Together, Theorems 1.1 and 1.2 establish the existence of a mapping F that associates to any matrix

fields (aαβ) ∈ C2(ω;S2
>) and (bαβ) ∈ C2(ω;S2) satisfying the Gauß and Codazzi–Mainardi equations in ω

a well-defined element F((aαβ), (bαβ)) in the quotient set C3(ω; E3)/R, where (θ , θ̃) ∈ R means that there
exists a vector a ∈ E3 and a matrix Q ∈ O3 such that θ(y)= a + Qθ̃(y) for all y ∈ ω.

A natural question thus arises as to whether there exist ad hoc topologies on the space C2(ω;S
2
>) ×

C2(ω;S2) and on the quotient set C3(ω; E3)/R such that the mapping F defined in this fashion is
continuous.
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2. The analogous problem in “dimension three”

The purpose of this Note is to provide an affirmative answer to the above question through a proof that
relies in an essential way on the solution to an analogous question “in dimension three”, as given in Ciarlet
and Laurent [3,4]. In this section, we accordingly briefly review this analog problem.

Let there be given a three-dimensional vector space, identified with R3. Let xi denote the coordinates
of a point x ∈ R3 and let ∂i := ∂/∂xi . Let � be an open subset of R3. The notation K � � means
that K is a compact subset of �. If � ∈ C�(�; E3) or A ∈ C�(�;M

3), � � 0, and K � �, we let
‖�‖�,K := sup{

x∈K
|α|��

|∂α�(x)| and ‖A‖�,K := sup{
x∈K
|α|��

|∂αA(x)|, where ∂α stands for the standard multi-

index notation for partial derivatives, and | · | denotes the Euclidean vector norm or the matrix spectral
norm.

Let � ∈ C1(�; E3) be an immersion. Then the metric tensor field (gij ) ∈ C0(�;S3
>) of the set �(�) is

defined by means of its covariant components gij (x) := ∂i�(x) · ∂j�(x), x ∈ �. In geometrically exact
three-dimensional elasticity, the matrix (gij (x)) is usually denoted C(x) := (gij (x)), and is called the (right)
Cauchy–Green tensor at x .

We now recall two classical results from three–dimensional differential geometry. Theorem 2.1 provides
sufficient conditions guaranteeing that, given a smooth enough matrix field C = (gij ) : � → S3

>, there
exists an immersion � :� → E3 such that C is the metric tensor field of the set �(�), while Theorem 2.2
specifies how two such immersions differ.

THEOREM 2.1 (Global Existence Theorem). – Let � be a connected and simply connected open subset
of R

3 and let C = (gij ) ∈ C2(�;S
3
>) be a matrix field that satisfies

Rqijk := ∂j"ikq − ∂k"ijq + "
p
ij"kqp − "

p
ik"jqp = 0 in �,

where

"ijq := 1

2
(∂jgiq+∂igjq−∂qgij ) and "

p
ij := gpq"ijq , where

(
gpq

) := (gij )
−1.

Then there exists an immersion � ∈ C3(�; E3) such that C = ∇�T∇� in �. ✷
THEOREM 2.2 (Rigidity Theorem). – Let � be a connected open subset of R3 and let � ∈ C1(�; E3)

and �̃ ∈ C1(�; E3) be two immersions whose associated metric tensors C = ∇�T∇� and C̃ = ∇�̃T∇�̃
satisfy C = C̃ in �. Then there exist a vector a ∈ E3 and a matrix Q ∈ O3 such that �(x) = a + Q�̃(x)

for all x ∈ �. ✷
Together, Theorems 2.1 and 2.2 establish the existence of a mapping F that associates to any matrix

field C = (gij ) ∈ C2(�;S3
>) satisfying Rqijk = 0 in � a well-defined element F(C) in the quotient set

C3(�; E3)/R, where (�, �̃) ∈ R means that there exists a vector a ∈ E3 and a matrix Q ∈ O3 such that
�(x)= a + Q�̃(x) for all x ∈�.

As shown by Ciarlet and Laurent [3,4], the continuity of the mapping F for ad hoc topologies on the
space C2(�;S3) and on the quotient set C3(�; E3)/R is a consequence of the following crucial result,
which likewise plays a key role here (see the proof of Lemma 3.6 below).

THEOREM 2.3. – Let � be a connected and simply connected open subset of R3. Let C = (gij ) ∈
C2(�;S3

>), and Cn = (gnij ) ∈ C2(�,S3
>), n � 0, be matrix fields respectively satisfying Rqijk = 0 in �

and Rn
qijk = 0 in �, n � 0 (with self-explanatory notations), such that limn→∞ ‖Cn−C‖2,K = 0 for all

K � �. Let � ∈ C3(�; E3) be any mapping that satisfies ∇�T∇� = C in � (such mappings exist by
Theorem 2.1). Then there exist mappings�n ∈ C3(�; E3) satisfying (∇�n)T∇�n = Cn in �, n� 0, such
that limn→∞ ‖�n−�‖3,K = 0 for all K ��. ✷
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3. Main results

Let ω be an open subset of R3. The notation κ � ω means that κ is a compact subset of ω. If f ∈ C�(ω;R)

or θ ∈ C�(ω; E3), � � 0, and κ � ω, we let ‖f ‖�,κ := sup{
y∈κ

|α|��

|∂αf (y)| and ‖θ‖�,κ := sup{
y∈κ

|α|��

|∂αθ(y)|.
If A ∈ C�(ω;Md), �� 0, d = 2 or 3, and κ � ω, we let ‖A‖�,κ = sup{

y∈κ
|α|��

|∂αA(y)|.
The next theorem constitutes the key step towards establishing the continuity of a surface as a function

of its two fundamental forms (see Theorem 3.7).

THEOREM 3.1. – Let ω be a connected and simply connected open subset of R
2. Let (aαβ) ∈ C2(ω;S

2
>)

and (bαβ) ∈ C2(ω;S2) be matrix fields satisfying the Gauß and Codazzi–Mainardi equations in ω and let
(anαβ) ∈ C2(ω;S2

>) and (bnαβ) ∈ C2(ω;S2) be matrix fields satisfying for each n � 0 the Gauß and Codazzi–
Mainardi equations in ω. Assume that these matrix fields satisfy

lim
n→∞

∥∥anαβ−aαβ
∥∥

2,κ = 0 and lim
n→∞

∥∥bnαβ−bαβ
∥∥

2,κ = 0 for all κ � ω.

Let θ ∈ C3(ω; E3) be any mapping that satisfies

aαβ = ∂αθ · ∂βθ and bαβ = ∂αβθ ·
{

∂1θ ∧ ∂2θ

|∂1θ ∧ ∂2θ |
}

in ω

(such mappings exist by Theorem 1.1). Then there exist mappings θn ∈ C3(ω; E3) satisfying

anαβ = ∂αθ
n · ∂βθn and bnαβ = ∂αβθ

n ·
{

∂1θ
n ∧ ∂2θ

n

|∂1θ
n ∧ ∂2θ

n|
}

in ω, n� 0,

such that limn→∞ ‖θn−θ‖3,κ = 0 for all κ � ω. ✷
For clarity, the proof of Theorem 3.1 is broken into a series of five lemmas, the proofs of which are only

briefly sketched here. Complete proofs are found in Ciarlet [1].

LEMMA 3.2. – Let the matrix fields (gij ) ∈ C2(ω× R;S3) and (gnij ) ∈ C2(ω× R;S3), n� 0, be defined
by

gαβ := aαβ − 2x3bαβ + x2
3cαβ and gi3 := δi3,

gnαβ := anαβ − 2x3b
n
αβ + x2

3c
n
αβ and gni3 := δi3, n � 0

(the variable y ∈ ω is omitted, x3 designates the variable in R), where

cαβ := bταbβτ , bτα := aστbασ ,
(
aστ

) := (aαβ)
−1,

cnαβ := bτ,nα bnβτ , bτ,nα := aστ,nbnασ ,
(
aστ,n

) := (
anαβ

)−1
, n � 0.

Let ω0 be an open subset of R2 such that ω0 � ω. Then there exists ε0 = ε0(ω0) > 0 such that the symmetric
matrices C(y, x3) := (gij (y, x3)) and Cn(y, x3) := (gnij (y, x3)), n � 0, are positive definite at all points

(y, x3) ∈�0, where �0 := ω0×]−ε0, ε0[ .

Sketch of proof. – The matrices C(y, x3) := (gij (y, x3)) ∈ S3 and Cn(y, x3) := (gnij (y, x3)) ∈ S3 are of
the form:

C(y, x3)= C0(y)+ x3C1(y)+ x2
3C2(y) and Cn(y, x3)= Cn

0(y)+ x3Cn
1(y)+ x2

3Cn
2(y), n� 0.

First, it is deduced from the assumptions limn→∞ ‖anαβ−aαβ‖0,ω0 = 0 and limn→∞ ‖bnαβ−bαβ‖0,ω0 = 0
that there exists a constant M such that∥∥(

Cn
0

)−1∥∥
0,ω0

+ ∥∥Cn
1

∥∥
0,ω0

+ ∥∥Cn
2

∥∥
0,ω0

� M for all n � 0.
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This uniform bound implies in turn that there exists ε0 = ε0(ω0) > 0 such that the matrices C(y, x3) and
Cn(y, x3), n � 0, are invertible for all (y, x3) ∈ ω0 × [−ε0, ε0]. Since these matrices are positive definite
for x3 = 0 by assumption, they remain so for all x3 ∈ [−ε0, ε0]. ✷

LEMMA 3.3. – Let ω�, � � 0, be open subsets of R2 such that ω� � ω for each � and ω = ⋃
��0 ω�. By

Lemma 3.2, there exist numbers ε� = ε�(ω�) > 0, � � 0, such that the symmetric matrices C(x)= (gij (x))

and Cn(x) = (gnij (x)), n � 0 (defined for all x = (y, x3) ∈ ω × R as in Lemma 3.2), are positive definite

at all points x = (y, x3) ∈ ��, where �� := ω�×]−ε�, ε�[ , hence at all points x = (y, x3) of the open set
� := ⋃

��0 ��, which is connected and simply connected.

Sketch of proof. – The set � is connected since it is clearly arcwise connected. To show that � is simply
connected, let γ ∈ C0([0,1];R3) be a loop in �. Let the projection operator π : � → ω be defined by
π(y, x3) = y for all (y, x3) ∈ �. Then the mapping γ̃ := π ◦ γ ∈ C0([0,1];R2) is a loop in ω, which can
be reduced to a point y0 ∈ ω since ω is simply connected. It is then easy to construct a homotopy in � that
reduces the loop γ to the point (y0,0) ∈ �. ✷

LEMMA 3.4. – The set � being defined as in Lemma 3.3, let the functions Rqijk ∈ C0(�) and
Rn
qijk ∈ C0(�), n � 0, be constructed as in Theorem 2.1 from the matrix fields (gij ) ∈ C2(�;S3

>) and

(gnij ) ∈ C2(�;S3
>), n � 0. Then Rqijk = 0 in � and Rn

qijk = 0 in � for all n � 0. ✷
This result, due to Ciarlet and Larsonneur [2], is crucial. Its proof essentially relies on a series of

elementary, yet sometimes delicate and lengthy, computations. For details, see ibid.

LEMMA 3.5. – The matrix fields C = (gij ) ∈ C2(�;S3
>) and Cn = (gnij ) ∈ C2(�;S3

>) defined in
Lemma 3.3 satisfy limn→∞ ‖Cn−C‖2,K = 0 for all K � �.

Proof. – Given any compact subset K of �, there exists a finite set )K of integers such that K ⊂⋃
�∈)K

��. Since by assumption, limn→∞ ‖anαβ−aαβ‖2,ω�
= 0 and limn→∞ ‖bnαβ−bαβ‖2,ω�

= 0, � ∈ )K ,
it follows that limn→∞ ‖Cn

p−Cp‖2,ω�
= 0, � ∈ )k , p = 0,1,2, where the matrices Cp and Cn

p , n � 0,
p = 0,1,2, are defined as in the proof of Lemma 3.2, hence that limn→∞ ‖Cn−C‖2,��

= 0, � ∈ )K . The
conclusion then follows from the finiteness of the set )K . ✷

LEMMA 3.6. – There exist mappings θn ∈ C3(ω; E3) satisfying

anαβ = ∂αθ
n · ∂βθn and bnαβ = ∂αβθ

n ·
{

∂1θ
n ∧ ∂2θ

n

|∂1θ
n ∧ ∂2θ

n|
}

in ω, n� 0,

such that limn→∞ ‖θn−θ‖3,κ = 0 for all κ � ω.

Sketch of proof. – Given any mapping θ ∈ C3(ω; E3) that satisfies aαβ = ∂αθ · ∂βθ and bαβ = ∂αβθ ·{
∂1θ∧∂2θ|∂1θ∧∂2θ |

}
in ω, let the mapping � : � → E3 be defined by �(y, x3) := θ(y) + x3a3(y) for all

(y, x3) ∈ �, where a3 := ∂1θ∧∂2θ|∂1θ∧∂2θ | , and let gij := ∂i� · ∂j�. Then an immediate computation shows that

gαβ = aαβ − 2x3bαβ + x2
3cαβ and gi3 = δi3 in �, where aαβ and bαβ are the covariant components of the

first and second fundamental forms of the surface θ(ω) and cαβ = aστbασbβτ .
In other words, the matrices (gij ) constructed in this fashion coincide over the set � with those defined

in Lemma 3.2. Since Lemmas 3.3, 3.4, and 3.5 together show that all the assumptions of Theorem 2.3
are satisfied by the fields C = (gij ) ∈ C2(�;S3

>) and Cn = (gnij ) ∈ C2(�;S3
>), there exist mappings

�n ∈ C3(�; E3) satisfying (∇�n)T∇�n = Cn in �, n � 0, such that limn→∞ ‖�n−�‖3,K = 0 for all
K � �. It is then shown that the mappings θn(·) :=�n(·,0) ∈ C3(ω; E3) indeed satisfy

anαβ = ∂αθ
n · ∂βθn and bnαβ = ∂αβθ

n ·
{

∂1θ
n ∧ ∂2θ

n

|∂1θ
n ∧ ∂2θ

n|
}

in ω.
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The relations limn→∞ ‖θn−θ‖3,κ = 0 for all κ � ω follow from the relations limn→∞ ‖�n−�‖3,K = 0
for all K � �, combined with the observations that a compact subset of ω is also one of �, that�(·,0)= θ

and �n(·,0)= θn, and finally, that ‖θn−θ‖3,κ � ‖�n−�‖3,κ . ✷
Let (κi)i�0 be any sequence of subsets of ω that satisfy κi � ω and κi ⊂ intκi+1 for all i � 0, and

ω = ⋃∞
i=0 κi , and let

d�(ψ, θ) :=
∞∑
i=0

1

2i
‖ψ − θ‖�,κi

1 + ‖ψ − θ‖�,κi
.

Let Ċ3(ω; E3) := C3(ω; E3)/R denote the quotient set of C3(ω; E3) by the equivalence relation R, where
(θ, θ̃) ∈ R means that there exist a vector a ∈ E3 and a matrix Q ∈ O3 such that θ(y) = a + Qθ̃(y) for all
y ∈ ω. The set Ċ3(ω; E3) becomes a metric space when it is equipped with the distance ḋ3 defined by

ḋ3(θ̇ , ψ̇) := inf{
κ∈θ̇
χ∈ψ̇

d3(κ,χ) = inf{
a∈E3

Q∈O
3

d3(θ ,a+Qψ),

where θ̇ denotes the equivalence class of θ modulo R.
The announced continuity of a surface as a function of its two fundamental forms is then a corollary to

Theorem 3.1. If d is a metric defined on a set X, the associated metric space is denoted {X;d}.
THEOREM 3.7. – Let ω be connected and simply connected open subset of R

2. Let

C2
0

(
ω;S

2
> × S

2) := {(
(aαβ), (bαβ)

) ∈ C2(ω;S
2
>

) × C2(ω;S
2);

∂βCαστ − ∂σCαβτ +C
µ
αβCστµ −Cµ

ασCβτµ = bασbβτ − bαβbστ in ω,

∂βbασ − ∂σ bαβ +Cµ
ασ bβµ −C

µ
αβbσµ = 0 in ω

}
.

Given any element ((aαβ), (bαβ)) ∈ C2
0(ω;S2

> × S2), let F(((aαβ), (bαβ))) ∈ Ċ3(ω; E3) denote the
equivalence class modulo R of any θ ∈ C3(ω; E3) that satisfies

aαβ = ∂αθ · ∂βθ and bαβ = ∂αβθ ·
{

∂1θ ∧ ∂2θ

|∂1θ ∧ ∂2θ |
}

in ω.

Then the mapping

F : {C2
0

(
ω;S

2
> × S

2);d2
} → {

Ċ3(ω; E3); ḋ3}
defined in this fashion is continuous. ✷
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