The asymptotic distribution of the diameter of a random mapping
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Abstract
The asymptotic distribution of the diameter of the digraph of a uniformly distributed random mapping of an \( n \)-element set to itself is represented as the distribution of a functional of a reflecting Brownian bridge. This yields a formula for the Mellin transform of the asymptotic distribution, generalizing the evaluation of its mean by Flajolet and Odlyzko (1990). The methodology should be applicable to other characteristics of random mappings.


1. Introduction

Let \( F_n \) be a uniformly distributed random mapping from the set \([n] := \{1, 2, \ldots, n\}\) to itself, as studied in [4,1] and papers cited there, and applied to pseudo-random number generators [5], and cryptography [11]. In this paper we focus on the diameter of \( F_n \), that is the random variable \( \Delta_n := \max_{i \in [n]} T_n(i) \) where \( T_n(i) \) is the number of iterations of \( F_n \) starting from \( i \) until some value is repeated:

\[
T_n(i) := \min \{ j \geq 1 : F_n^j(i) = F_n^k(i) \text{ for some } 0 \leq k < j \},
\]

where \( F_n^0(i) = i \) and \( F_n^j(i) := F_n(F_n^{j-1}(i)) \) is the image of \( i \) under \( j \)-fold iteration of \( F_n \) for \( j \geq 1 \). Flajolet and Odlyzko [4, Theorem 7] showed by singularity analysis of generating functions that

\[
\lim_{n \to \infty} E \left( \frac{\Delta_n}{\sqrt{n}} \right) = \sqrt{\frac{\pi}{2}} \int_0^{\infty} \left( 1 - e^{-E_1(v) - I(v)} \right) dv,
\]

where \( E_1(v) \) and \( I(v) \) are the first and second incomplete gamma functions.
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where

\[ E_1(v) := \int_v^{\infty} u^{-1} e^{-u} \, du \quad \text{and} \quad I(v) := \int_0^v u^{-1} e^{-u} \left[ 1 - \exp \left( \frac{-2u}{e^{v-u} - 1} \right) \right] \, du. \]

According to our analysis [1] of the asymptotic distributions of various functionals of random mappings, there is the convergence in distribution

\[ \lim_{n \to \infty} P\left( \Delta_{1n} / \sqrt{n} \leq x \right) = P\left( \Delta \leq x \right) \tag{2} \]

for a limiting random variable \( \Delta \) which can be constructed as a function of a standard Brownian bridge and a sequence of independent uniform \([0, 1]\) random variables, as indicated in Section 2. The main purpose of this note is to present the following more explicit description of the law of \( \Delta_{1n} \), which gives probabilistic meaning to the function \( e^{-E_1(v) - I(v)} \) appearing in (1).

**Theorem 1.1.** – The distribution of \( \Delta_{1n} \) is characterized by the formula

\[ P\left( |B_1| / \Delta_{1n} \sqrt{n} \leq v \right) = e^{-E_1(v) - I(v)} \quad (v \geq 0), \tag{3} \]

where \( B_1 \) is a standard Gaussian variable independent of \( \Delta_{1n} \).

**Corollary 1.2.** – For each \( p > 0 \)

\[ \lim_{n \to \infty} E\left[ \left( \frac{\Delta_{1n}}{\sqrt{n}} \right)^p \right] = \frac{p}{E(|B_1|^p)} \int_0^\infty v^{p-1} \left( 1 - e^{-E_1(v) - I(v)} \right) \, dv. \tag{4} \]

Here \( E(|B_1|^p) = 2^{p/2} \Gamma((p+1)/2) / \sqrt{\pi} \), so (4) for \( p = 1 \) reduces to (1). Formula (3) yields the second equality in (4), which characterizes the distribution of \( \Delta \) by its Mellin transform. To justify the first equality in (4) we need uniform boundedness of each moment of \( \Delta_{1n} / \sqrt{n} \). But a well known bijection of Joyal bounds \( \Delta_{1n} \) by twice the height of a uniform random tree labeled by \([n]\), and the corresponding uniform boundedness for this height follows from estimates of Łuczak [6]. See also [7,9,10] for closely related Mellin transforms obtained by the technique of multiplication by a suitable independent random factor to introduce Poisson or Markovian structure. The asymptotics described here also apply to models of random mappings more general than the uniform model [2].

**2. A Brownian bridge representation of \( \Delta \)**

Let the connected components of the usual digraph associated with \( F_n \) be put in increasing order of their least elements. For \( j = 1, 2, \ldots \)

- let \( N_{j,n} \) be the number of elements of \([n]\) in the \( j \)th basin of \( F_n \),
- let \( C_{j,n} \) be the length of the unique cycle in the \( j \)th basin of \( F_n \),
- let \( H_{j,n} \) be the height above this cycle of the tallest tree in the \( j \)th basin of \( F_n \).

According to [1, Theorem 8], there is convergence of finite-dimensional distributions

\[ \left( \frac{N_{j,n}}{n}, \frac{C_{j,n}}{\sqrt{n}}, \frac{H_{j,n}}{\sqrt{n}} \right)_{j=1,2,\ldots} \xrightarrow{d} (\lambda_j, L_j, 2M_j)_{j=1,2,\ldots}, \tag{5} \]

where the elements in the limit can be constructed as follows from a standard Brownian bridge \( B^{br} \) and a sequence of independent uniform \([0, 1]\) variables \( U_1, U_2, \ldots \) assumed independent of \( B^{br} \). For \( 0 \leq v < 1 \) let

\[ D_v := \inf\{ t > v : B^v_t = 0 \}. \]
and note that \( D_0 = 0 \) almost surely. Let \( V(0) = 0 \) and let random times \( V(j) \) be defined inductively as follows for \( j = 1, 2, \ldots \) : given that \( V(i) \) has been defined for \( 0 \leq i < j \), let

\[
V(j) := D_{V(j-1)} + U_j (1 - D_{V(j-1)}),
\]

and let

\[
\lambda_j := D_{V(j)} - D_{V(j-1)}; \quad L_j := L_{D_{V(j)}}^{br} - L_{D_{V(j-1)}}^{br}; \quad M_j := \max_{D_{V(j-1)} \leq u \leq D_{V(j)}} |B_u^{br}|.
\]

(6)

Since \( \Delta_n = \max_i (C_{j,n} + H_{j,n}) \), the asymptotic distribution of \( \Delta_n / \sqrt{n} \) is the distribution of

\[
\Delta := \max_j (L_j + 2M_j).
\]

(7)

It follows easily from the construction (6), the strong Markov property of \( B^{br} \) at the times \( D_{V(j)} \), and Brownian scaling, that

\[
\lambda_j = W_j \prod_{i=1}^{j-1} (1 - W_i)
\]

(8)

for a sequence of independent random variables \( W_j \) with the beta\((1, \frac{1}{2})\) distribution \( P(W_j > x) = \sqrt{1-x}, 0 \leq x \leq 1 \), and that

\[
(L_j, M_j) = \sqrt{\lambda_j} (\tilde{L}_j, \tilde{M}_j)
\]

(9)

for a sequence of independent and identically distributed random pairs \( (\tilde{L}_j, \tilde{M}_j) \), independent of \( (\lambda_j) \). The common distribution of \( (\tilde{L}_j, \tilde{M}_j) \) is that of

\[
(\tilde{L}_1, \tilde{M}_1) := \left( \frac{L_1^{br} \sqrt{D_U}}{\sqrt{D_U}}, \frac{M_1^{br} \sqrt{D_U}}{\sqrt{D_U}} \right).
\]

(10)

where \( D_U \) is the time of the first zero of \( B^{br} \) after a uniform\([0, 1]\) random time \( U \) which is independent of \( B^{br} \), and \( M^{br} := \max_{0 \leq t \leq 1} |B_t^{br}| \) for \( 0 \leq t \leq 1 \). It follows from [8, Theorem 1.3] and [1, Proposition 2] that the process \( B^{br} = [0, D_U] \), obtained by rescaling the path of \( B^{br} \) on \( [0, D_U] \) to have length 1 by Brownian scaling, has the same distribution as a rearrangement of the path of the pseudo-bridge \( \tilde{B}^{br} := B_\cdot[0, \tau_1] \) where \( \tau_1 \) is an inverse local time at 0 for the unconditioned Brownian motion \( B \). Neither the maximum nor the local time at 0 are affected by such a rearrangement, so there is the equality in distribution

\[
(\tilde{L}_1, M_1) \overset{d}{=} (\tilde{L}^{br}, \tilde{M}^{br}),
\]

(11)

where \( L^{br} \) is the local time of the pseudo-bridge \( \tilde{B}^{br} \) at 0 up to time 1, and \( \tilde{M}^{br} := \max_{0 \leq u \leq 1} |\tilde{B}_u^{br}| \). According to the absolute continuity relation between the laws of \( \tilde{B}^{br} \) and \( B^{br} \) found in [3],

\[
P(\sqrt{\ell}L_1 \in d\ell, \sqrt{\ell}M_1 \leq y) = \sqrt{\frac{\ell}{\pi}} \frac{\sqrt{\ell}}{y} P(\sqrt{\ell}L_1^{br} \in d\ell, \sqrt{\ell}M_1^{br} \leq y),
\]

(12)

for \( \ell, \ell, y > 0 \), where the joint law of \( L_1^{br} \) and \( M_1^{br} \) is characterized by the following identity [10, Theorem 3, Lemma 4 and (36)] : for all \( \ell > 0 \) and \( y > 0 \)

\[
\int_0^\infty e^{-\ell t/2} dt \frac{\sqrt{\ell}}{2\pi} e^{-\ell^2 t} = \int_0^\infty e^{-\ell t} dt \frac{\sqrt{\ell}}{2\pi} e^{-\ell^2 t} = e^{-\ell^2 t} dt \exp \left( \frac{-2\ell}{e^{\ell^2} - 1} \right).
\]

(13)
3. A Poisson representation of Δ

It is known that for \( (\lambda_j) \) as in (8), assumed independent of \( B_1 \), the \( B_j^2 \lambda_j \) are the points (in size-biased random order) of a Poisson process on \( \mathbb{R}_{>0} \) with intensity measure \( \frac{1}{2} e^{-t/2} \, dt \) which is the Lévy measure of the infinitely divisible gamma \( (\frac{1}{2}, \frac{1}{2}) \) distribution of \( B_j^2 \). This yields:

**Lemma 3.1.** If \( B_1 \) is a standard Gaussian variable independent of the sequence of triples \( (\lambda_j, L_j, M_j)_{j=1,2,...} \) featured in (5) and (6), then the random vectors \( (B_j^2 \lambda_j, |B_1|L_j, |B_1|M_j) \) are the points of a Poisson process on \( \mathbb{R}_+^3 \) with intensity measure \( \mu \) defined by

\[
\mu(\mathrm{d}t \, \mathrm{d}\ell \, \mathrm{d}m) = \frac{e^{-t/2} \, \mathrm{d}t}{2t} \, P\left( \sqrt{t} \tilde{L}_1 \in \mathrm{d}\ell, \sqrt{t} \tilde{M}_1 \in \mathrm{d}m \right)
\]

for \( t, \ell, m > 0 \), where \( (\tilde{L}_1, \tilde{M}_1) \) is the pair of random variables derived from a Brownian bridge by (10), and the distribution of \( \Delta \) defined by either (2) or (7) is characterized by the formula

\[
|B_1|\Delta = \max_j (|B_1|L_j + 2|B_1|M_j).
\]

Using (14), (12) and (13), we deduce that the expected number of points \( |(B_1|L_j, |B_1|M_j) \) with \( |B_1|L_j \in \ell \) and \( |B_1|M_j \leq y \) is

\[
\int_0^\infty \frac{e^{-t/2} \, \mathrm{d}t}{2t} \, P\left( \sqrt{t} \tilde{L}_1 \in \ell, \sqrt{t} \tilde{M}_1 \leq y \right) = e^{-\ell} \exp\left( \frac{-2\ell}{e^{2y} - 1} \right).
\]

The conclusion of Theorem 1.1 is now evident.
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