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ANALYTIC THEORY OF NON-LINEAR SENGULAR 

DIFFERENTIAL EQUATIONS 

By W . J. TRJITZINSKY, 

Professor at the University of Illinois (U. S. A.). 

Introduction. — In this work we consider the non-linear diffe-
rential équation of order n 

(A.) xPyW(sc) = a(x, y, yM, . . . , j ^ - M ) ( p a positive integer), 

where 

i'o '«-il» 

[#o...o(#) = o], the dtQ..,in{°) a r e analytic for [ # [ < r and the séries 
involved in the second member of ( i) converges for 

( i a ) \x\±r9 \y\, | jr('> |, • •- , I J ^ H ^ P ( 1 ) . 

Our présent object is to investigate the character of solutions 
of (A) in the neighborhood of the singular point x = o. This 

(1) Without any loss of generality it may be assumed tliat not ail the numbers 
^0...1,,-^0) are zéro. In fact, if the contrary were the case p could be diminished. 
Throughout the paper, whenever a statement is made that a power séries converges 
in a closed circular région, it Vill be understood that the radius of the involved 
circle is sufficiently smallso that the function represented by the séries is analylic 
at every point of the région. That is, ail such statements are made for sufficiently 
small circles. A similar remark is made concerning power séries in several variables. 
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investigation will be given in the cornplex plane of the variable x. 
Only those solutions will be considered which vanish at x = o (1). 

It will be convenienl to write (A) in the form 

(A i ) xPyM(x) — ai(x,y,yM, . . . , y - 0 ) = a*(x9 y, yM, . . . , 7 ^ - D ) , 

where aK (x, y, y^\ . . . , yKn-x)) is the pari of the second member 
of (A) linear injK? JK(,)? • • • ? y{n~l). Accordingly, a 2 (# , y, y{i)

y . . . , 
^( / I_I )^ i s represented by a sumlike(i) with i0 -+-. . . -J- Ï W _ J > 2 . In the 
spécial instance when the second member of (Ai ) is identically zéro 
there is at hand a linear homogeneons différenciai équation of order n 

(A 2 ) xPy^(x) — ai(x, y, y{l\ . . . , / ^ ) ) = 0 

which at # = o possesses a singular point (regular or irregular). 
Essenlially complète developments of the iheory of such équations, 
inasmuch as ihey relate to the properties of solutions in the 
neighborhood of the singular point, hâve been recently given by 
W . J. Trjitzinsky [cf. [19 a] , in the sequel referred to as (T\ ) ; also, 
[19 6] which will be referred to as (Ta)]- Since some of thèse results 
will be needed in the présent work it will be assumed that the reader 
is acquainted with the developments just referred to. 

The équation (A2) possesses n linearly independent formai solu­
tions (2) 

Si(x) = é&Wxrxj^x) 
(2) . 

( [ Q i ( # ) polynomial in a?-1/**; integer a ^ i ; i = i , . . . , / i ) , 

w h e r e 

(2a ) <Si(œ) = ^i(x) •+• \*i{x) logx -4-...-+- mVi(x) log^a?, 

w i t h 

(2b) /ffi(#) = 2 / < r * : v # a t ( / = 0, i, . . . , m * ) -
V = 0 

Let R dénote any one of the aggregate of régions (extending to 
x = o) corresponding to which, according to (T<), (A3) possesses 
a set of n linearly independent solutions yi(x)t analytic in J\.(x ^é o) 

(1) The trivial solution y = o is to be disregarded of course. 
(2) That is, the power séries involved in thèse solutions may diverge for ail 
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and such that 

(3) yi{x)~st(x) (i = i, . . . , /i; x in R). 

If nothing is said regarding the number of terms to which an 
asymptotic relationship holds, such a relalionship will be understood 
to be in the ordinary sensé (that is, to infinitely many terms). A rela­
tion (3) signifies thatyi(x) is a certain function which can be obtai-
ned by replacing in si(x) the formai séries j<7i(x) [cf. (2 &)] by 
certain functions, analytic i n R ( # ^ o ) and correspondingly asymp­
totic to the j<Ti(x) when x is in R. 

In treating the case when n>2 it will be assumed that not ail 
the polynomials Q t ( # ) , involved in the formai séries (2). are 
identically zéro. 

In the theory of differential équations (and in the fields of certain 
other important types of équations) the study of the behaviour of 
solutions in the neighborhood of a singular point can be best effected 
on the basis of suitable formai séries solutions (the formai séries in 
gênerai involve divergent séries). By some analytic process " actual " 
solutions are found which are functions related in one way or another 
to the formai solutions. In this connection outstanding are (1) the 
methods based on what essentially amounts to u exponential summa-
bility " of the formai solutions ( this in volves factorial séries and 
Laplace intégrais leading to expressions involving convergent factorial 
séries) and (2) the asymptotic methods. At the basis of the methods 
of the first type to a large extentlie certain fundamenlal developments 
due to N. Nôrlund [15]. Whenever methods (1) are applicable the 
results are superior to those derived by asymptotic methods. Now, 
as pointed out in (T 2 ) , an équation (A2) may possess formai solu­
tions to which methods (1) are not applicable. The équation (A2) , 
however, constitutes a spécial case of (A<). Gonsequently, whith the 
problem formulated as above, it is observed that asymptotic methods 
are to be employed in so far as the gênerai problem on and is con-
cerned. 

It is essential to note that, generally speaking, a differential 
System of the form 

( I ) ^ = « e ( ^ ^ i , . . - , ^ / 1 ) (¢ = 1 , . . . , / 1 ) 
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is in a certain sensé équivalent to a single ordinary differential 

équation of finite order. In fact, let cp0= cpo(#? y\, . . . , yn) be an 
arbitrary function of the displayed variables. On writing 

( n ) 7 = ?o(#, 7*> . - . ,711)1 

by successive differentiations and at each step using the relations of 
the given differential System we obtain certain expressions 

7 ( v ) ( = gg-r) = ? v ( * , 7 i > - - - , 7 1 ) (v = 0> Ï» • • • ) • 

W i t h a suitable choice of the function cp0 the Jacobian of the <pv 

(v :~ o, 1, . . . , n — 1), with respect to y^ . . . , yn, will not vanish in 
some domain CD of the coinplex variables x, y^, . . . , yn- It is then 
possible to solve the first n équationsyW = cpv fory K , . . . , y n , 

( I I I ) 7 « = < r « ( * > 7 > 7 ( l î f - - . . 7 ( n " 1 ) ) (* = I> •••> *)• 

Substituting (III) in the relation y(n) = yn(x, 7 ^ . . . , 7 « ) oneobtains 
an équation of the form 

(IV) 7 (n ) = ^ ( * , 7 , 7 ( 1 ) , - - . , 7 ^ - ^ ) -

Hère the second member dépends on the aL of ( I ) and on the choice 
of (p0. Il is clear that, subject to the condition that the Jacobian men-
tioned above should not vanish in a suitable domain 6i, the function 
cp0 must be chosen as u simple " as possible in order to avoid those 
difficulties which intrinsically do not belong to the given problem. 
The solutions of (Y) are seen to be expressible with the aid o / ( I H ) 
in terms of a solution of ( I V ) . 

In the présent work we shall not go any further in the study of the 
connection between a system ( I ) and an équation ( I V ) . 

Some facts of interest will be pointed out. Suppose the systein (I) 
has a singular point at x = oo. Then one can form the corresponding 
single équation ( I V ) so that the lalter willposses at x = 00 a singular 
point of essentially the same type. The parlicular very important case 
of (1) , namely when the System is of a gênerai type occuring in dyna-
mics (x in the at absent; the at analytic i n y u . . ,,yn at 

7 i = " - = 7« = °; 

the a j = o for yK = . . . =yn= o) Ieads one to a single équation ( I V ) 
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with the foliowing property. If in g only the part linear in y, 
7 ( 1 ) , . . . , y^n-K) is retained, there is on hand an ordinary linear diffe­
rential équation which at x = oo has an irregular singular point 
generally of rank one. Analogous statements can be made when (I) 
is of a more gênerai or différent type. For instance, the a,- may be 
periodic in x, or the System (I) may be of the type considered in the 
highly significant researches of Bohl [4] , Cotton [7] and Perron 

If we fix our attention on that very important tradition in the 
investigation of gênerai problems of dynamics which goes back to 
the famous memoirs of Liapounoff [12] and Poincaré [18] and is 
receiving its culminating development in ihe profound investigations 
of Birkhoff [3] , we observe that it is possible to carry out the deve­
lopments which are of a purely analytic characler (in ihe small) with 
the aid of a corresponding équation (IV), provided a suitable ana­
lytic theory of the latter équation has been developed. 

Inala ter word the présent author intends to présent developments 
of ihe character just mentioned. 

W e note that équation (A) does not contain as a spécial case the 
équation (IV) corresponding to a System of dynamical type (whethcr 
following Birkhoff. Liapounoff and Poincaré or Bohl, Cotton and 
Perron). In fact, the présent work is not concerned directly with 
any dynamical aspects of the theory of differential équations. 
However, there is no doubt that, with suitable modifications, ana­
lytic methods of the type presented in the subséquent pages are 
adéquate for the treatment of micro-analytic dijjerential pro­
blems of dynamical character. This circonstance adds to the signi-
ficance of the présent work. 

The methods of the présent author on the whole do not follow any 
of the earlier patterns. Thèse methods consist in part of the following^ 
The problem (A) is resolved into a succession of linear problems* 
each with a singular point at x = o. Thèse problems are treated 
by asymptotic methods with the aid of some earlier results due to 
Trjitzinsky [19]. This is followed by a corresponding transfor­
mation. Finally, by a certain limiting process the transformed 
équation is shown to possess certain suitable solutions. 

First we shall treat the case of the problem (A) when n = i. 
Then (2) will consist of a single convergent séries (not involving 
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logarithms). There will be only one polynomial Q(x). When n = i 
it will not be neccessarily required that Q(x) should be distinct 
from zéro. The main resuit for this case is given in the Existence 
Theorem I (§ 6). The trealment of the firsl order problem is followed 
by that of the gênerai n-th order problem (n>2.). The main resuit in 
this connection is embodied in the Existence Theorem II (§ 10). 
The reason, for the separate treatment of the two cases is that when 
n = i results can be obtained which are more spécifie than those for 
the higher order problem. Moreover, in developing the first order 
case one can take advantage of certain previously established results 
due to Horn [ 9 ] , Picard [17] and Poincaré [18] . The higher order 
problem is treated in sections 7, 8, 9, 10. 
- When n = 1 équation (A) will be written in the form 

QO 

j(B) **MjrW)(*) t= a(x, y) = ] £ av(*)y», 
V = l 

00 

(&) a^(x) = 2 a v , z # ' ( V = I , 2 , . . . ) . 
1 = 0 

ï t will be assumed that the séries hère involved converge for 

(5a) | * | £ r , l y l ^ p . 

For the case when in (B) the integer k is zéro essentially complète 
results hâve been obtained previously. Accordingly, in treating 
this équation it will be assumed that k >> o. With k > o the deve­
lopments of Horn [9] would apply only of aK }0 7^ o. We impose no 
restrictions on a^o-

Problem (B) falls in the following two cases. 

CASE I. — In (B) we hâve not ail of the numbers 

( 6 ) «1,0, «1,1, • • - , a\»k—\ 

zéro. Thus 

(6a ) «i,o= «i,i = . . . = ^1,/-1 = 0, 0,1,17½ o (ogi^A: — 1}. 

CASE II, — In (B) ail the numbers (6) are zéro. 

In any case without any loss of generality it may be assumed 
that in (B) 

( 7 ) o = ai,&+-i = a l t4+a = 
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In fact, the transformation 

(8) 7 (^) = ^ (^ )7 (^ ) , 

where 

(8a) g(x) = \+ gyx-v- gtx* + ...= e • 

will yield the équation 

(B) x**iyM(x) = a(x9 y) = ^ «v(#)7v> 
V = ] 

in which 

(9) a t ( # ) = ai>a-h ai , t# -h...-+- alfkxk, 

(9«) âv(tf) = a v ( * ) ^ ^ ( a O = 2 « v i * ' ( V = 2 , 3, . . . ) , 
1=0 

the séries involved in(B) and (9 a ) being convergent for | # | _ r , 

2. Formai solution (case I). — Functions yj(x)(j= 1,2, . . , ) 
will be determined so that the formai séries 

(1) s(&) = Xj yj(x)cl (c an arbitrary constant). 
; = i 

will formally satisfy (B). W e note that 

(2) sv(x) = 2 v7;(x)cl (v7;(*) = ° for J < v)> 
; = i 

where îor j>v>2 

(aa) f 7 7 / ( ^ ) = 2 ^ ^ ^ ^ - - - ^ ^ 
l («t-i- /1,-1-...-4- / i v = / ; i-«i> "*, -.», iv^y — O-

When v>2 the inequalities n1? /i2, . . . , n^j—1 will necessarily 
hold in vievs of the following considérations. Suppose one of the 
numbers n^ n1. . . ., rav, say nu is >j then, since nK - r /ia + - . . + w v 

has more than one term (each being not less than unity). we would 
ha\é nK + . . . -+- ̂ v^7 H- 1 • Thus a contradiction would résulta 
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On substituting (i) in (B) and on using (2) it follows that 

(3) a?*** *(!)(*) — a[x9 s{x)] = 2 [x*+iyy)(x)—ai(x)yJ(x) — Wj(x)]c/ = o. 

Thus, the7/(0?) (y > i ) are to satisfy the équations 

(4) x^//\x)-a1(x)yJ(x)=W(x) ( 7 = 1 , 2 , . . . ) 

where tyi(x) = o and, for j = 2, 3, . * . , 

(4a) Wj(x) = %(x,y0, ...,7,--1) 

= 2 «v(*o v7;(̂ ) = 2 ttv(^)2 y^Wy^w- - -y*^*) 
7 = 2 7 = 2 

( # i i - H . . . H - / i v = y ; i ^ ^ i , • • - , w v ^ y —1) . 

Accordingly, for y = 1, (4) will yield 

where 

(6) ? ( # ) = ^ ^ - / ^ - ^ - ^ ) - 4 - . . . - 4 - ^ ^ - 1 , 
(6a) av = — - a i ^ - v (v = i ,2 , X:—0, 
(66) a*_/ * o (k-lli). 

Thus, in Case I, the polynomial q(x) is not identically zéro. 

DÉFINITION 1. — Let R ( r 0 ) , where o < r 0 < r , dénote a région 
satisfying the following conditions. 

i° 77ie boundary of R ( r 0 ) consists of an arc of the circle 
|a?| = r0 and of curves B1? B2 (eacA wi£/i a limiting direction at 
the origin) extending from the extremities of this arc to the 
origin. Except at the origin B1 and B2 hâve no points in common. 

20 The real partof q(x) [cf. (6 ) , (6 a ) , (6 6)] does not vanish 
interior R( / ' 0 ) ; moreover. 

(7) e<7(*)~o [« in R(r 0 ) ] . 

3° When x is in R ( r 0 ) every u on the rectilinear segment (o^x) 
is in R ( r 0 ) . 
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4° When x is in R(r0) and u is on the rectilinear segment (o, x) 
the upper bound of 

(7«) \t(u)u-*-*\ [cf. (5)] 

is attained at x* 

It will be shown that in the Case I régions satisfying the above 
définition always exist. On writing 

u = pe^^^9 qt=Lqt (* = i, . . . , # — / ) , 

b = ai$k— k — i = Ô'H- \/--îb\ 
it follows that 

(76) G(p,8) = lôg|*(i0i*-*-ij 
= ?*-/1 P"**-') c o s [ ( * - /)6 -qk-l] -4-.. . 

-4- | a41 p-1 cos(6 — ai) H- 6' logp — b"b 

and 

(7C) P5jjf = - ( * - / ) I ?*-/ I P"«*-fl cos[(*^- /)» - ? * - i J +• • • 
— | ai | p-i cos(ô — ai) -4- 6'. 

With E ( > O) a fixed number, however s m ail, define sectôrs W m ( r 0 ) 
with the aid of the inequalities 

^Lx<; \2.m + - J T-ZT, + / ! l / "~ £ (^ = o> l>**-î l^l^'o^o). 

For win W m ( r 0 ) 

(7«) l y * - / | c o s [ ( * - O 0 - ? * - i ] ^ - S K°)> 

where £ is independent of u, and £->o when s->o. Thus, by (7 c) 
and since (k — l)\ qk-i | > o, it is inferred that 

P ^ s - ( * - O l ^ * - i l p - ( ^ c o » [ ( * - / ) 0 - 5 w ] [ n - p ( p , 6 ) ] 

where |p(p, 0 ) |^ i for /i in Wm(r0) (r0 sufficiently small). Whence 
on taking account of (7 6) it is concluded that 

g^logl *(n)ir-A-i l^o [« in Wm(/-o)]. 
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Accordingly it is seen that W m ( r 0 ) satisfies conditions i°, 3°, 4% of 
Définition 1. Now 

(jf) Rq(u) = | qk-l\ p-l*-fl cos[(* -/)6 — ^ / ] -4-...-4- | qi I P"1 cos(e-^ qi) 

= | a*_/| pH*-iïco»[(A:-/)8 - ? * - / ] [i-4- *(p, 6)] 

where, by (7 e), | t/(p, 0) | < 1 /2 for u in W / n ( r 0 ) , provided r0 is suf­
ficiently small. Ry(w) can not then vanish in W m ( r 0 ) . Moreover, by 
( 7 / ) and (7c) 

) e<rW | ^c-p-t*-I»Ç.[i + ̂ (p,8)]^e-p-t*-,^> 

whenever & is in W m ( r 0 ) . Hence, in W m ( r 0 ) , (7) is satisfied. Thus it 
has been shown that régions exist, for instance in the form of sec-
tors W m ( r 0 ) [cf. (7 d)] which, when r0 is sufficiently small, 
satisfy ail the conditions of Définition 1. With the aid of more 
extended developments existence of more gênerai régions, satisfying 
Définition 1, can be established. 

From (4) it follows that 

(8) ^,(x) = a,(x)yUx) = t*(x) ç t(*), 

(8a) ?*(#) = ctt(x) = 2 ?ï,i^S 

thelatter séries being convergent for | # | < ï r . On writing (4) in the 
form 

(.9) ?;<*) = t(x)fXu-*-^j{u)^L {j = 2, 3, . . . ) 

and on using (8) it is seen that 

(10) yi(x) = t(x)f u-k—1t(u)oi(u)du 

=^t(x) i u-h-i+a£ke9(u)9i[u)du. 

In conséquence of the methods of asymptotic intégration developed 
in (T<) the following statement can be made. 

Let 

(u ) Q(a?) = Qp«-PH-Qp_ia?-(Mï-f-...H-QiJT-i ( Q p ^ o ; p^i) 

and let B. be a région] of the type specified by Définition 1 [with 
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q(x) = Q ( # ) , and the conditions (4°) possibly omitted\. Suppose 

cp(#) is analytic inJ\.(x^éo) and 

( u a ) 9 ( ^ ) ^ ^ , ?*#l (a? in R). 
1 = 0 

Then the intégral 

(12) •• / uaeQMy{u)du 

can be evaluated as a function of the form 

(12a) xa+P+ieQWÇ(x) 

where'ÇÇx) isr analytic in R ( # ^ o) and 

00 

(iaé) C(* )~2JÎ : .*« [*mR;Ç, = -?./(pQp)]. 

W i t h the above in view and on taking account of ( 6 ) , (6 b) it si 

concluded that the function y*(x) can be evaluated with the aid 

of (10) as an expression of the form 

(i3) 7s (#) = t(x)x-k-*+ai,**-k-l+*e9lx)-i\t{x) 
= x-et*(x)T\*(x)\ 

hère ^2(^) is analytic in R ( r ) ( # ^ o ) and 

(i3a) ^ ( # ) ^ 2 ¾ ^ 1 [« in R(r0)] (1). 

By(4) 
(i4) tys(x) = at(x) 2y±(x)yi(x)^az(x)y^{x). 

Thus, in conséquence of ( 5 ) and ( i 3 ) , ( i 3 a), 

(lia) 4*,(a?) = ar-*t*(x) ?3(#) 

where 
93(#) = 2a 2 (#) Tj2(a?) -+- az(x)xl 

(1) In the case corresponding to that treated by Horn we would hâve a^^o 
and / = o, 
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is a function analytic in R(r) , such that 

QO 

(i4&) ? s ( a O ~ 2 ! 9 3 ' z ^ | > i n R ( r ) ] . 
1=0 

Suppose now that 

(i5) { • r v - l ( a ? ) = ^ - ^ ^ ^ ^ ( ^ ) ^ - 1 ( ^ ) , 
U ; U v (x) = x-0-W (x)9, (x) (v = 2, . . . , y - l ) (*), 

where the functions ^^(a?) , <pv(#) are analytic in R(r) (x^éo) and 

1 °° 

|
?v (^)~2?v5 Ï a?1 

i — o 

( i5a) < ^ | > in R(r); v = 2, 3, . . . , / — 1]. 

For r̂ in R(r) , e w ' ^ o (ra = 1,2, . . . ) . Hence application of the 
statement in italics, following (10), is possible to enable évaluation of 
the intégral 

(16) ^(^^(«ijv^vii»)!) 
= t(x)l a-*-i-</-*)Jf/-î(a) ïj-i(u)du 

= * ( # ) / * ^ - ^ - 1 - ( 7 - 3 ) / + ( / - 4 ) 0 1 ^ ^ ( 7 - 1 ) 7 ( 1 1 ) ^ ^ ( ^ ) rfw 

= £ ( x ) a?-'-(7-3) /+(7-s)«i,* e(7-*M*} •/),_! ( # ) 
= # - ( / - • ) ' # - * (a?)7i;_i(a?) 

where Y}y-i (a?) is analytic in R(r) (o; ^é o) and 

(16a) ^ - 1 ( ^ ) ^ 2 ^ 7 - 1 ^ 1 [a? in R(r)]. 

With the aid of ( i5) , (i5 a) (16), (16 a) it follows from (4) that 

7 

(17) tyj(x) = 2 « v ( # ) 2 ^-(^i-^Mii-l)/ (* -l)/^i+"s+...+«.(^) 
V = 2 

X W ^ W ^ ) — W * ) [#li-4-...H-/lv=./i I^/ll, ..., / lv£/—*]• 

(1) For the présent it is assumed that y is a fixed integer > 3. 
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Thus 
J 

(l7a) ^(^)=2av(^)^y/+V^ /(^)2^ l ('r)'n, îs ( ir ) , , ,71' lv (a7) 

V = 2 

= 37-(7-*)J«/(a?)ç 7 (<p) f 

whefre 

1 7 

(/11-4-...-4-/iv = y; i g n i , . . . , wv^y — 1). 

Manifestly 9y(^?) is analytic in R ( r ) (x^o); moreover, 

(17c) 9 / ( ^ ) ^ 2 ?ysl^ |>inR(/-)]. 
1=0 

IJEMMA I. — Consider Case I (§ 1) of the équation (B) (§ 1), 

(B) x^yW(x) = a (a?, y) s j «v(^)7v(^). 
V = l 

Le£ t(x) be defined by (5) a/ia? fe£ R ( r ) 6<? a région as specified 
by Définition 1. Equation (B) possesses a formai solution, 

00 00 

(18) s(x)=^àyJ(x)cJ=^x-iJ-^tJ(x)'r\J(x)cJ. 

7 = 1 7 = 1 

Hère c is an arbitrary constant, the v\j(x) are functions analytic 
in R( r ) (# ^ o), $ac/i £Aa£ 

(18a) ^ 7 ( ^ ) ^ 2 ^ 7 , ^ 1 L/ = I , 2, . . . ; a? inR(r) ] , 
1=0 

nu (x) = 1 ; moreover, the rij(x) are defined in succession with the 
aid of the relations (9), (4) . 

Whenever the séries (18) converges, for x in a région 

R(7-o )o<7 0 <>o 

and for | c | < c 0 (c0 sufficiently small), it will represent an analytic 
solution of (B); moreover, te abovelemma would give detailed infor­
mation regarding the behaviour of this solution, for x in R(/ ,

0) , in 

MÉMORIAL DES SC. MATH — N° 9 0 . 2 
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the vicinity of the singular point. When l = o, convergence of (18) 
follows from the developments ofHorn in conséquence of the consi­
dération of an équation 

00 

(B*) a>***y*M(*) = a*(«, y*) = 2 <{x)y*", 
V = l 

which is of the same character as (B) but is so chosen that it has a 
convergent formai séries-solution of type (18); moreover, from the 
convergence of this séries convergence of the original séries may be 
inferred. Proceedings of this type appear to break dow for Z]>o. 
However, it is of interest to observe that the équation 

(i9) 1 * 1 ^ ^ = ^ ( 1 * 1 , 0 7 * 

- ^ (P<\x\^r0<r) 
( i - P i * l ) ( i - ï , r * ) 

is u dominant " with respect to (B) provided en, [3, y are suitable 
positive numbers and provided 

( « î ( l # l , Ç) = R ( « I , / * / H - a1 , /+i^^i-t- . . . -4-a l j /t_ia?*-1)-4- |^|*Rai>A: 

( (Rw = real part of u\ Ç angle of x) ( 1 ) . 

This équation, as can be easily observed, is of the same type in \x\ 
as the équation (B), whenever o <.\^\_r0. It has a formai solution 

00 

(20) ,*(| x |) =21 * M'-^'U * IK(I * l)c% 
j=\ 

where c* is an arbitrary positive constant and 

(20a) t*(\x \)=t*(\x\9 l) = ef * l^l-^rfd'I .ÇJrfl*! 

The following can be jdemonstrated. The YK ( | x |) are analytic in | x \ 
for o <C | x | _ r0 < r ; moreover, they are positive and 

(206) V ( l ^ l ) ~ 2 V , * l * i ' [ ° < l # l ^ ' v , -nod^l) = 1;7 = 2, 3, . . . ] , 

(1) When l = o (Horn's case) it is possible to simphfy (19 a) by letting a* = Rax 0. 
In the gênerai case, however, in (19 a) the numbers ax ^,, . . . , axk cannot be repla­
cée! by zéro. 
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provided (as is assumed throughout) that Ç is allowed to assume only 
the values of the angle of x, when x is restricted to the région 

R(ro)O). 
Furthermore, there exists a constant n, independent of x and Ç, 

such that the functions rij(x) occurring in Lemma I, salisfy the ine-
qualities 

(21) 1 ^(x) | < W (| x |) {j = 2, 3, . . . ; l = A*) 

for a? in R(r 0 ) . 

Thus, whenever the formai solution (20), of(19), converges for 
o < | # | ^ ' \ ) ^ r [C restricted as in the statement folio wing (20 6)], 
the formai solution ( 18) o/(B) will converge for x mR(r0) (o < r0^ r) 
and for \ c \ _c0(r0 or c0 sufficiently small). 

When the séries (20) diverges the « dominant » équation (19) is 
still useful, as with the aid of the ine qualities (21) and in conséquence 
of the spécial form of (19) it is always possible to obtain certain ine-
qualities for the absolute values of the v\j(x) occurring in (18) (2) . 
But inasmuch as construction of an « actual » solution is concerned 
we shall hâve to employ certain asymptotic methods {cf. §4, 6 below). 

3. A transformation (Case I). — Let n be a positive integer. In 
the transformation 

(1) y(x) = Y4#, c) -4- c*pn(x, c) 

let 
n — l 

( i a ) Yn(x,c)=^pj(x)d [pj(x)==yj(x)m,J = i,.>;n — i;cf.{i$),§% 

/ = 1 

P/i(#? c) will be a new variable. As a matter of convenience we shall 
write 

?j(*)=yj(x) (y =1,2, . . . , " - O ; 
(2) 

1
 9j(x) = o (j = n, n - t - i , . . . . ) . 

(1) Ç ( = angle of x) plays the rôle of a parameter of the équation (19), 
(2) For the présent thèse détails will be omitted. 
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Before applying ( i ) to the équation (B) the function 

(3) F»(a?, c)sa?*MYM>(*, c)-a(x, Y,) 

will be first considered in some détail. 
One taking account of ( 2 ) i t i s n o t e d that ¥n(x, c) canbe expressed 

in powers of c by means of an expression analogous to that involved in 
the second member of (3 ; § 2 ) , 

oo 

(4) Fn(*,c)^[x^?y>{x)-ai(œ)pj(x)-Wx)]ct; 
7 = 1 

hère 

(4a) tyj(x) = ty(x9 p0, . . . , p;-i) [cf. (4a), § 2J. 

In conséquence of (2) and ( 4 « ) b y ( 4 ; § 2 ) i t follows that 

l x**\ p^(x) — a1(x)pJ(x) — tyj(x) 

(5) =x*^y/)(x) — ai(x)yj(x) — ^f(x) = o 

( (7=i , 2, . . . , n — i); 

(5a) x^ p^Kx)-a,(x)pn(x)-^n{x)=-^l{x)', 

(5b) j œk+± py ) (^) — « i (^)py(^) — + / ( ^ ) = - 4 ^ / ( ^ ) 
( (y = n-4-i,4/i -4-2, . . . ) . 

The tyj(x) are known functions given by relations of the type of ( 1 7 a ; 
§ 2 ) . Thus 

(6) tyj(x) = X-V-V* t/(x)ôj(x) (/==/1, 71-4-1, . . . ) , 

where the <py(#) are analytic in R ( r ) (x yé o ) and 

(6a) ôf(x) ~ 2 ?/,«*' lin R(r)'> ?»(*) = ?»(*)]• 
1=0 

This follows from the fact that the c?j(x) are the same fonctions of 

the r\i(x) [the rn(x) are the counterpart of the rn(x) of § 2 ] as the 

Oj(x) are of the r)i(x), while ra(x) =im(x) (i = 1, 2 , . . . , /i — 1) and 

yjj(#) = o ( i = n, n H- 1 , . . . ) . Hence by virtue of ( 5 ) , ( 5 a ) , ( 5 6 ) 

and ( 6 ) , on writing 

(7) CX~'t(x) = T(x)9 
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it follows that 

(8) •F»(*,c) = ^ 2 ? y W ^ W [cf. (6a)]. 

The séries in the second member of (8) converges for | c | ^ c 0 . x in 
R( r 0 ) (o < r 0 ^ r ; c0 or r0 sufficiently small). 

Substituting (i) in (B) we get 

(9) x*"mK*, c) + c»M(x9 c)] 
= a(x, Yn-f-c»pre) = a(a?, Yu) -4- a1(^)^pn-4- a2(#)c2*p2-K. , 

where 

(9«) 
^ d*a(x9y)l 

* m W - m \ dym \y=Yn 

= am(x) -+-^0^ al+m(x)Yjl(xi c) 

= am(x)-+- $m(x, c) ( ^ = 1,2,.. .), 
On writing 

(io) cnpn(œ, c) = xlin(x)z(x, c) 

and on observing that 

(ioa) zi±)(X) —i m(x) —i . A , x 

x(#) a? £ ( # ) x 

it is concluded that 

(106) c^p^ar, c) 

= * ' T » ( * ) [ ( ^ + * l L ^ *(#, C) H- z(D(x, c)J 

= a?/xn(a7) I ( — (rc — i)--4- /ia?-*-1ai(a?)j *(#, c) 4- zM(x9 c) I. 

In conséquence of ( io) , ( 10b), (3) and (8) from (9) we obtain 

œt+k+ixn(x) (— ( / 1 - 1 ) - H- nx-*-i ai(x)\ z(x, 0)-4-^)(^, c) I 

= x2l-zn(x)2_, Oj(x)i'J—n(x) -4- a4(x)x lzn(x) z(x, c) 

-4- <Xi(x)x2i -z^(x) z*(x, c)-+-..., 

so that 

(il) £(!>(#, c) = a(x) -4- a'(#) *(#, c) *4- T[#, *(#, c)]. 




