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1. Introduction.

The equilibrium configurations of fluid masses have been studied in the last years in order to solve several problems related to surface tension phenomena. The point of view of the Calculus of Variations originates from the energy-minimizing character of the observed equilibrium configurations. By using a well known argument based on the principle of virtual work, one is lead to a variational formulation of the physical problems considered. Here, a certain functional $\mathcal{F}$ representing the global energy of the system under consideration has to be minimized, subject to some natural constraints, tipically concerning mass, angular momentum, center of mass and so on.

In general, the energy functional $\mathcal{F}$ consists of a surface integral and a volume integral, the first corresponding, e.g., to the forces acting on the interfaces between liquid and gas, while the second corresponds to body actions, such as gravity and kinetic forces:

$$(1.1) \quad \mathcal{F}(E) = |\partial E| (V) + \int_E H(x) \, dx$$

Boundary conditions of Dirichlet, Neumann or mixed type can be asso-
associated with such a functional (see [2], [3]). Constraints like

\[ \int_{E} g_{1} dx = V_1, \ldots, \int_{E} g_{k} dx = V_{k}, \]

\( g_{1}, \ldots, g_{k} \) being given functions can also be considered. In this paper we address precisely this latter issue. Here \( E \) is a subset of \( \mathbb{R}^{n} \), \( V \) is a fixed open subset of \( \mathbb{R}^{n} \) (a container), \( x = (y, z) \) with \( y \in \mathbb{R}^{n-1} \) and \( z \in \mathbb{R} \) denote an arbitrary point in \( \mathbb{R}^{n} \), \( |\partial E|(V) \) is the measure of the portion of the boundary of \( E \) contained in \( V \), \( H \) is a given function. The classical definition of surface area is rather inadequate for treating all the types of problems we will discuss, mainly because it applies only to smooth or Lipschitz-continuous surfaces. The difficulties arising from the presence of a surface integral become even more evident when compared with the relatively simple treatment of the corresponding volume integral. This is generally well-defined on measurable sets and enjoys, in the simplest case, nice variational properties. Using the general class of surfaces of codimension 1 in \( \mathbb{R}^{n} \) introduced by De Giorgi in the fifties [7], define the measure \( |\partial E|(A) \) of the portion of the surface \( \partial E \) contained in the open set \( A \subset \mathbb{R}^{n} \), as the only Radon measure in \( \mathbb{R}^{n} \) such that

\[ |\partial E|(A) = \sup \left\{ \int_{E} \text{div} \Phi dx, \quad \Phi \in C^{1}(\mathbb{R}^{n}; \mathbb{R}^{n}), \quad \|\Phi\|_{\infty} \leq 1 \right\} \]

for every open set \( A \subset \mathbb{R}^{n} \). For an extensive treatment of the theory of Perimeter and functions of Bounded Variation (BV) see the volumes of Giusti [18] and of Massari and Miranda [30].

Let first recall some of the problems that have been studied through this approach.

A) The sessile drop for which the total energy of an incompressible fluid with constant density contained inside a fixed set \( V \) can be written (up to multiplicative constant) as

\[ \mathcal{F}(E) = |\partial E|(V) + \nu|\partial E|(\partial V) + \int_{E} z dx \]

The variational problem consists of minimizing the functional (1.4) in the family of all subsets of \( V \) which have a fixed volume \( V \). This problem was studied by the first time by Gonzalez [19] in the case \( V = \{(y, z): z > 0\} \) (see also Gonzalez [20], Gonzalez and Tamanini [21]; a similar problem was studied by Giusti [17]). It is well known that for
\( \nu > -1 \) the sequences of admissible sets \( E_j \) such that \( \mathcal{F}(E_j) \leq \) constant are compact in the \( L^1_{\text{loc}}(\mathbb{R}^n) \)-topology. Moreover, for \( |\nu| \leq 1 \), the functional \( \mathcal{F} \) is lower semicontinuous (l.s.c.) in this topology. It is important to note that in most of the interesting interface problems like this the sets are restricted to have a prescribed volume. The main difficulty for proving existence of a minimum is that the \( L^1_{\text{loc}}(\mathbb{R}^n) \)-convergence does not preserve, in general, the volume constraint, i.e. measure of \( E = |E| = V \).

\[ \nu > -1 \] the sequences of admissible sets \( E_j \) such that \( \mathcal{F}(E_j) \leq \) constant are compact in the \( L^1_{\text{loc}}(\mathbb{R}^n) \)-topology. Moreover, for \( |\nu| \leq 1 \), the functional \( \mathcal{F} \) is lower semicontinuous (l.s.c.) in this topology. It is important to note that in most of the interesting interface problems like this the sets are restricted to have a prescribed volume. The main difficulty for proving existence of a minimum is that the \( L^1_{\text{loc}}(\mathbb{R}^n) \)-convergence does not preserve, in general, the volume constraint, i.e. measure of \( E = |E| = V \).

\( B) \) The pendent drop. This problem was studied by Gonzalez, Massari and Tamanini [22]. They considered a drop of liquid hanging from the fixed horizontal reference plane \( z = 0 \). In this particular case, the container is \( V = \{(y, z) : z > 0\} \), while the total energy is given by

\[ \mathcal{F}_g(E) = |\partial E|(V) + \nu|\partial E|(\partial V) + g \int_E z dx \]

\( g \) being a positive constant. As in the previous case, a volume constraint is imposed, namely \( |E| = V \). For the sessile drop it was possible to prove existence of the minimum for the energy functional. For the pendent drop, however, the situation is different. Clearly in this case \( \inf \mathcal{F}_g = -\infty \), so that we can only look for local solutions. \( E \) is a local minimum of the energy functional (1.5) if \( |E| = V \), and there exists \( T < 0 \) and \( \alpha \in (0, 1) \) such that \( E \subset \{\alpha T < z < 0\} \) and, for every \( F \subset \{T < z < 0\} \) with \( |F| = V \) inequality \( \mathcal{F}_g(E) \leq \mathcal{F}_g(F) \) holds. Existence of local minimum for sufficiently small \( g > 0 \) can be proved. A similar problem (following essentially the same approach) was considered by Giusti [16].

\( C) \) The rotating drop. Albano and Gonzalez [1] have studied the case of a liquid drop which rotates around a vertical axis \( z \) with constant angular velocity \( \Omega \), in the absence of gravity. In this situation the energy functional becomes

\[ \mathcal{F}_\Omega(E) = |\partial E|(\mathbb{R}^n) - \frac{1}{2} \Omega^2 \int_E |y|^2 dydz \]

For the class of admissible sets, in addition to the volume condition \( |E| = V \), a further condition is imposed on the center of mass of \( E \). Note that no symmetry assumption for \( E \) is a priori requested. Also in this case existence of a local minimum for the energy functional for small \( \Omega > 0 \) can be proved. Here the definition of local minimum is the following: \( E \) is a local minimum of the energy functional (1.6) if there exists a sufficiently large \( R \) such that \( E \subset B_R \) (i.e. the closure \( \overline{E} \) of \( E \) is a
compact subset of $B_R$) and, for every admissible $F \subset B_R$ satisfying the above constraint, inequality $\mathcal{F}_\Omega(E) \leq \mathcal{F}_\Omega(F)$ holds. Here $B_R = \{x \in \mathbb{R}^n : |x| < R\}$.

In this paper we present an approach to this type of problems based on the idea of eliminating the constraints by introducing a Lagrange parameter, $\lambda$, in the energy functional. The existence of Lagrange multipliers is not at all obvious; see the example presented by Barozzi and Gonzalez [3], where this kind of approach was introduced for the first time.

Our method works in all the problems we have considered. However, instead of applying the method to the general case, we shall present it by discussing the most significant problem. This is done primarily for a better understanding of all steps in the proof. In any case, the method can be applied in more general situations with very simple modifications.

For our purpose the most interesting example is the case of fluid masses rotating in space. Therefore this problem will be our model-problem. We shall first prove existence of the Lagrange multiplier ($\S$ 2) and existence of local minima ($\S$ 3). The regularity of the free boundary of a minimum value of the energy can finally be proved ($\S$ 4).

2. Existence of Lagrange multipliers.

Let $E \subset \mathbb{R}^n$ be a measurable set. Denote with $|\partial E|(A)$ the perimeter of $E$ in $A$, where $A$ is an open set in $\mathbb{R}^n$, and by $x = (y, z), y \in \mathbb{R}^{n-1}, z \in \mathbb{R}$, an arbitrary point in $\mathbb{R}^n$, $|E|$ standing for the Lebesgue measure of $E$. Consider the following functional

\begin{equation}
\mathcal{F}_\Omega(E) = |\partial E|(\mathbb{R}^n) - \frac{1}{2} \Omega^2 \int_E |y|^2 \, dy \, dz
\end{equation}

which represents the global energy of an incompressible fluid rotating around the $z$-axis with $\Omega \geq 0$ (the constant angular velocity). Here the first term represents the free surface energy, the second one the kinetic forces.

We study the energy functional (2.1) in the class of admissible sets $E$ under the constraints

\begin{equation}
\begin{cases}
|E| = V \\
\int_E x_i \, dx = 0 \quad (i = 1, \ldots, n)
\end{cases}
\end{equation}

that is, among the sets $E$ with prescribed volume and center of mass.
The energy functional being unbounded from below in such a class, \( \inf \{ \mathcal{I}_\Omega(E), \ E \text{ admissible} \} = -\infty \), we look for local minima for \( \mathcal{I}_\Omega \) (see the introduction for the definition of a local minima). Denote by \( B_r \) the sphere centered in \( 0 \), of radius \( r \), whose measure is \( V \), by \( B_R \) a larger sphere also centered in \( 0 \), but with radius \( R = 4r \). Set

\[
\mathcal{K}_\Omega(x) = \begin{cases} 
-\frac{1}{2} \Omega^2 |y|^2 & \text{inside } B_R \\
0 & \text{outside } B_R,
\end{cases}
\]

\[
\mathcal{J}_\Omega(E) = |\partial E|(\mathbb{R}^n) + \int_{E} \mathcal{K}_\Omega \, dx.
\]

**REMARK 1.1.** For every \( E \subset B_R \) equality \( \mathcal{J}_\Omega(E) = \mathcal{J}_\Omega(E) \) holds.

In order to introduce the Lagrange multipliers, we set

\[
\mathcal{L}_\lambda(E) = \lambda \left[ \left| E \right| - V \right] + \sum_{i=1}^{n} \int_{E} x_i \, dx
\]

We first prove the following

**THEOREM 2.1.** The functional

\[
\mathcal{J}_\Omega(E) + \mathcal{L}_\lambda(E)
\]

has a (free) minimum \( E_{\lambda, \Omega} \) for every \( \lambda \geq 0 \) and \( \Omega \geq 0 \). Moreover \( E_{\lambda, 0} = B_r \) for every \( \lambda > \lambda_1 \), where

\[
\lambda_1 = \frac{|\partial B_r|(\mathbb{R}^n)}{|B_r|(\mathbb{R}^n)} = \frac{n}{r}
\]

**PROOF.** It is easy to prove that the functional is bounded from below. In fact

\[
\mathcal{J}_\Omega(E) + \mathcal{L}_\lambda(E) \geq -\frac{1}{2} \Omega^2 R^2 |B_R|
\]

for every \( E \subset \mathbb{R}^n \). The only difficulty depends on the second term \( \mathcal{L}_\lambda(E) \) of the functional (2.6); \( \mathcal{L}_\lambda(E) \) is continuous in \( L^1(\mathbb{R}^n) \) but not even l.s.c. in the \( L^{1_{\text{loc}}}(\mathbb{R}^n) \)-topology. However, the existence result can be proved by simple modifications of the method used by Barozzi for the Plateau problem in unbounded domains[2].

The second statement easily follows from the isoperimetric property of the sphere. \( \blacksquare \)
REMARK 2.2. The following inequality holds:

\[ \mathcal{J}_\Omega(E_{\lambda,\Omega}) + \mathcal{E}_\lambda(E_{\lambda,\Omega}) \leq \mathcal{J}_\Omega(B_r) + \mathcal{E}_\lambda(B_r) = \mathcal{J}_\Omega(B_r) = c_0 \]

Moreover

\[ \left| \int_{E_{\lambda,\Omega}} \mathcal{K}_\Omega \, dx \right| \leq c_1, \]

both \( c_0 \) and \( c_1 \) being constants independent of \( \lambda \). From (2.8), (2.9) we can conclude that

\[ \mathcal{E}_\lambda(E_{\lambda,\Omega}) \leq c_2 \]

where \( c_2 \) is a constant depending on \( \Omega \) but not on \( \lambda \). For \( \Omega \leq \Omega_0 \) in (2.10) we can choose a universal constant.

It follows finally that

\[ \left| |E_{\lambda,\Omega}| - V \right| \leq \frac{c_2}{\lambda} \]

(2.12)

\[ \sum_{i=1}^{n} \left| \int_{E_{\lambda,\Omega}} x_i \, dx \right| \leq \frac{c_2}{\lambda}, \]

and therefore

\[ \lim_{\lambda \to +\infty} |E_{\lambda,\Omega}| = V \]

\[ \lim_{\lambda \to +\infty} \int_{E_{\lambda,\Omega}} x_i \, dx = 0 \]

Our aim is now to prove that there exists \( \lambda_2 \) such that

\[ |E_{\lambda,\Omega}| = V \quad \forall \lambda \geq \lambda_2, \]

and

\[ \int_{E_{\lambda,\Omega}} x_i \, dx = 0 \quad \forall \lambda \geq \lambda_2, \]

i.e.

\[ \mathcal{E}_\lambda(E_{\lambda,\Omega}) = 0 \quad \forall \lambda \geq \lambda_2. \]

We prove (2.17) by contradiction. Suppose that \( \mathcal{E}_\lambda(E_{\lambda,\Omega}) > 0 \). Then \( E_{\lambda,\Omega} \)
can be deformed into another set, \( G_{\lambda, \Omega} \), in such a way that

\[
\mathcal{E}_\Omega (G_{\lambda, \Omega}) + \mathcal{L}_\lambda (G_{\lambda, \Omega}) < \mathcal{E}_\Omega (E_{\lambda, \Omega}) + \mathcal{L}_\lambda (E_{\lambda, \Omega}) ,
\]

\[
\mathcal{E}_\Omega (G_{\lambda, \Omega}) - \mathcal{E}_\Omega (E_{\lambda, \Omega}) < \mathcal{L}_\lambda (E_{\lambda, \Omega}) - \mathcal{L}_\lambda (G_{\lambda, \Omega}) .
\]

Loosely speaking, the idea is to deform \( E_{\lambda, \Omega} \), decreasing the penalty term \( \mathcal{L}_\lambda \) without altering too much \( \mathcal{E}_\Omega \).

The main step is to prove the existence of a constant (independent of \( \lambda \) and \( \Omega \)) and of a family of sets, \( G_{\lambda, \Omega} \), satisfying the constraints and such that

\[
|\partial G_{\lambda, \Omega}|(\mathbb{R}^n) - |\partial E_{\lambda, \Omega}|(\mathbb{R}^n) \leq c \cdot v ,
\]

where

\[
v = |E_{\lambda, \Omega}| - V .
\]

To this aim prove first the following

**Lemma 2.1 (of deformation).** For \( \lambda \geq 0 \) and \( \Omega > 0 \), there exist two constants \( p, V_0, p < +\infty, V_0 > 0 \), and a family of sets \( N_{\lambda, \Omega} \subset E_{\lambda, \Omega} \) such that \( \forall E \subset N_{\lambda, \Omega} \):

a) \( |\partial N_{\lambda, \Omega}|(\mathbb{R}^n) \leq |\partial E|(\mathbb{R}^n) + \frac{p}{V_0} |N_{\lambda, \Omega} - E| , \)

b) \( |N_{\lambda, \Omega}| \geq \theta(p, V_0) > 0 , \)

where \( \theta(p, V_0) = \left( \frac{1}{c(n)} \right)^n \left( \frac{V_0}{p} \right)^n \) and \( c(n) = \frac{1}{n(c(n))^{1/n}} \) (see also [4], [33]).

**Proof.** Let \( V_0 > 0, p < +\infty \) such that, \( \forall \lambda \geq 0, \forall \Omega > 0 \)

\( |E_{\lambda, \Omega}| \geq V_0 \), \( |\partial E_{\lambda, \Omega}| \leq p \).

The existence of \( V_0 \) and \( p \) easily follows from the minimum property of \( E_{\lambda, \Omega} \) and from the isoperimetric property of the sphere. To prove the existence of such a \( V_0 \), note that

\[
n_\omega(n) r^{n-1} + \int_{E_{\lambda, \Omega}} 2c dx \leq \mathcal{E}_\Omega (E_{\lambda, \Omega}) + \mathcal{L}_\lambda (E_{\lambda, \Omega}) \leq
\]

\[
\leq n_\omega(n) r^{n-1} - \frac{1}{2} \Omega^2 \int_{B_r} |y|^2 dydz
\]
So

\begin{equation}
(2.23) \quad \int_{E_{\lambda,\Omega}} \mathcal{H}_{\Omega} \, dx \leq -\frac{1}{2} \Omega^2 \int_{B_r} |y|^2 \, dy \, dz
\end{equation}

Moreover, as

\begin{equation}
(2.24) \quad -\frac{1}{2} \Omega^2 R^2 |E_{\lambda,\Omega} \cap B_R| \leq \int_{E_{\lambda,\Omega}} \mathcal{H}_{\Omega} \, dx,
\end{equation}

we obtain, for $\forall \Omega > 0$, $\forall \lambda \geq 0$,

\begin{equation}
(2.25) \quad \int |y|^2 \, dy \, dz
\end{equation}

\begin{equation}
|E_{\lambda,\Omega} \cap B_R| \geq \frac{R^2}{R^2}
\end{equation}

and finally

\begin{equation}
(2.26) \quad |E_{\lambda,\Omega}| \geq V_0.
\end{equation}

The existence of $p$ easily follows from the inequality

\begin{equation}
(2.27) \quad \mathcal{J}_\Omega(E_{\lambda,\Omega}) + \mathcal{L}_\lambda(E_{\lambda,\Omega}) \leq \mathcal{J}_\Omega(B_r) + \mathcal{L}_\lambda(B_r) = \mathcal{J}_\Omega(B_r).
\end{equation}

Let now $N_{\lambda,\Omega}$ be a minimum of the functional

\begin{equation}
(2.28) \quad \mathcal{G}(E) = |\partial E|(\mathbb{R}^n) - \frac{P}{V_0} |E|
\end{equation}

with $E \subset E_{\lambda,\Omega}$.

Property a) is an immediate consequence of the property of minimum of the set $N_{\lambda,\Omega}$. To prove b), we note that, as $\mathcal{G}(N_{\lambda,\Omega}) \leq \mathcal{G}(\phi)$, it follows

\begin{equation}
(2.29) \quad |\partial N_{\lambda,\Omega}|(\mathbb{R}^n) \leq \frac{P}{V_0} |N_{\lambda,\Omega}| < +\infty.
\end{equation}

Using the isoperimetric property of the sphere, we then obtain

\begin{equation}
(2.30) \quad |N_{\lambda,\Omega}|^{\frac{n-1}{n}} \leq c(n) \frac{P}{V_0} |N_{\lambda,\Omega}|,
\end{equation}

i.e.

\begin{equation}
(2.31) \quad |N_{\lambda,\Omega}| \geq \left( \frac{1}{c(n)} \right)^{\frac{n}{n}} \left( \frac{P}{V_0} \right)^{\frac{n}{n}}.
\end{equation}
REMARK 2.3. It is easily seen that all sets \( N_{\lambda, \Omega} \) posses a (generalized) mean curvature (Barozzi, Gonzalez and Tamanini [6]), bounded from above by the constant \( \frac{p}{(n-1)V_0} \).

THEOREM 2.2. For \( \Omega_0 \) there exists \( \lambda_2 = \lambda_2(\Omega_0) \) such that

\[
\mathcal{L}_\lambda(E_{\lambda, \Omega}) = 0 \quad \forall \lambda \geq \lambda_2, \ 0 \leq \Omega \leq \Omega_0.
\]

Indeed, it suffices to take

\[
\lambda_2 \geq \frac{p}{V_0} + \frac{1}{2} \Omega_0^2 + 1
\]

PROOF: Let \( v = |E_{\lambda, \Omega} - V|, \ b = \sum \int_{E_{\lambda, \Omega}} x_i \, dx \). Suppose that \( v + b > 0 \).

Consider first the case \( v > 0 \).

If \( V - |E_{\lambda, \Omega}| = v \) (that is if \( E_{\lambda, \Omega} \) is «too small»), define \( F_{\lambda, \Omega} \) as the union of \( E_{\lambda, \Omega} \) with a convenient translation of \( N_{\lambda, \Omega} \) in such a way that

\[
(2.33) \quad V - |F_{\lambda, \Omega}| = \sigma
\]

(a suitable value for \( \sigma, 0 \leq \sigma < v \), will be chosen later).

If, instead, \( |E_{\lambda, \Omega}| - V = v \) (that is if \( E_{\lambda, \Omega} \) is «too big»), define \( F_{\lambda, \Omega} \) as the difference between \( E_{\lambda, \Omega} \) and a convenient translation of \( N_{\lambda, \Omega} \), in such a way that we get again relation (2.33). Let now, \( G_{\lambda, \Omega} \) be the union of \( F_{\lambda, \Omega} \) with two small spheres \( B_1 \) and \( B_2 \), with \( |B_1| > 0, \ |B_2| > 0 \), \( B_1 \cap B_2 = \phi \), with the following properties:

\[
|G_{\lambda, \Omega}| = V, \quad \int_{G_{\lambda, \Omega}} x_i \, dx = 0 \quad (i = 1, \ldots, n).
\]

(Not that it is possible to take \( B_1 \) and \( B_2 \) arbitrarily far away from the origin). Clearly \( \mathcal{L}_\lambda(G_{\lambda, \Omega}) = 0 \) and, moreover,

\[
(2.34) \quad \mathcal{J}_\Omega(E_{\lambda, \Omega}) + \mathcal{L}_\lambda(E_{\lambda, \Omega}) - \mathcal{J}_\Omega(G_{\lambda, \Omega}) \geq \frac{p}{V_0} (v - \sigma) - n(\omega(n)) - \frac{1}{2} \Omega^2 R^2 (v - \sigma) + \lambda v + \lambda b
\]

Choosing \( \sigma \) in such a way that \( n(\omega(n)) - \frac{1}{2} \Omega^2 R^2 < v \), we finally
Now, \((2.35)\) is incompatible with the property of minimum of the set \(E_{\lambda, \Omega}\). The case \(v = 0\) (i.e. \(b > 0\)) is even easier to handle.

3. Existence of local minima.

We begin by proving the following

**Theorem 3.1.** For \(\lambda > \lambda^* = \max \{\lambda_1, \lambda_2\}\), \(E_{\lambda, \Omega}\) converges to \(B_r\) in the \(L^1(\mathbb{R}^n)\)-topology, when \(\Omega\) goes to 0\(^+\). Moreover, convergence is uniform with respect to \(\lambda\), for \(\lambda > \lambda^*\).

**Proof.** The proof of the first part follows immediately using the same technique as in [1]. In fact, if \(G_k\) minimizes the functional \(\mathcal{F}_\Omega(E)\) with the constraints \((2.2)\), then, if \(\Omega_k\) goes to \(0^+\) as \(k \to +\infty\), we have, up to a subsequence, \(G_k \to B_r\) in \(L^1(\mathbb{R}^n)\) as \(k \to +\infty\). Suppose now that the convergence

\[
E_{\lambda, \Omega} \to B_r \quad \text{as} \quad \Omega \to 0^+
\]

is not uniform in \(\lambda\). Then there should be an \(\varepsilon > 0\) such that, \(\forall k \in \mathbb{N}\), it would be possible to find \(\lambda_k, \Omega_k \leq \frac{1}{k}\) with

\[
|E_{\lambda_k, \Omega_k} - B_r| + |B_r - E_{\lambda_k, \Omega_k}| \geq \varepsilon
\]

Then it would be impossible to extract from the sequence \(G_k = E_{\lambda_k, \Omega_k}\) of minima for \(\mathcal{F}_\Omega(E)\) a subsequence which converges to \(B_r\). This contradicts the first part of the theorem. This completes the proof.

We have now to prove that, at least for \(\Omega\) sufficiently small, the set \(E_{\lambda, \Omega}\) is actually a local minimum for the functional \(\mathcal{F}_\Omega\) (i.e. that \(E_{\lambda, \Omega} \subset B_R\)). To this aim, it will be useful the following technical result of Real Analysis:

**Lemma 3.1.** Let \(f \geq 0\) be a measurable function in the interval
\[ [A, B] \text{ and such that} \]

\[ (3.1) \quad \int_{\tau}^{B} f(\tau) \, d\tau \leq f^*(t) \quad \forall t \in [A, B] \]

where \( \alpha \) is a constant, \( \alpha > 1 \). If, moreover,

\[ (3.2) \quad w = \int_{A}^{B} f(\tau) \, d\tau < \frac{B - A}{3}, \]

then there exists \( t_0 \in (A, B) \) such that

\[ (3.3) \quad \int_{t_0}^{B} f(\tau) \, d\tau = 0. \]

**PROOF.** Let \( L = B - A \). From (3.1), (3.2) we get \( w \leq f^*(A) \). Let \( t_1 \in \left( A, A + \frac{L}{3} \right) \) such that \( \frac{L}{3} f(t_1) \leq w \), that is \( f(t_1) \leq \frac{3w}{L} \). It follows that

\[ (3.4) \quad \int_{t_1}^{B} f(\tau) \, d\tau \leq f^*(t_1) \leq \left( \frac{3}{L} \right)^\alpha w^\alpha \]

Let \( t_2 \in \left( t_1, t_1 + \frac{L}{3^2} \right) \) such that

\[ (3.5) \quad \frac{L}{3^2} f(t_2) \leq \int_{t_1}^{B} f(\tau) \, d\tau \leq \left( \frac{3}{L} \right)^\alpha w^\alpha, \]

that is \( f(t_2) \leq \frac{3^2}{L} \left( \frac{3}{L} \right)^\alpha w^\alpha \). Then

\[ (3.6) \quad \int_{t_2}^{B} f(\tau) \, d\tau \leq f^*(t_2) \leq \left( \frac{3^2}{L} \right)^\alpha \left( \frac{3}{L} \right)^2 w^2 = \frac{3^{2\alpha + 2}}{L^{\alpha + 2}} w^2 \]

Let now \( t_3 \in \left( t_2, t_2 + \frac{L}{3^3} \right) \) such that

\[ (3.7) \quad \frac{L}{3^3} f(t_3) \leq \int_{t_2}^{B} f(\tau) \, d\tau \leq \frac{3^{2\alpha + 2}}{L^{\alpha + 2}} w^2, \]
that is

\begin{equation}
(3.8) \quad f(t_3) \leq \frac{3^{3+2\alpha} + a^3}{L^{1+\alpha + a}} w^2. 
\end{equation}

Therefore,

\begin{equation}
(3.9) \quad \int_{t_3}^{B} f(\tau) d\tau \leq f^*(t_3) \leq \frac{3^{3+2\alpha} + a^3}{L^{\alpha + a^2 + a}} w^3, 
\end{equation}

and in general

\begin{equation}
(3.10) \quad \int_{t_3}^{B} f(\tau) d\tau \leq \frac{3^{ka + (k-1)a^2 + \ldots + 2a^{k-1} + a^k}}{L^{\alpha^2 + \ldots + \alpha^k}} w^{\alpha}. 
\end{equation}

Now, if

\begin{equation}
(3.11) \quad S_k = k\alpha + (k-1)\alpha^2 + \ldots + 2\alpha^{k-1} + \alpha^k, 
\end{equation}

it follows that

\begin{equation}
(3.12) \quad S_k(\alpha - 1) = \alpha^{k+1} + \alpha^k + \alpha^{k-1} + \ldots + \alpha^2 - k\alpha = \alpha^{k+1} - 1 \overset{\alpha}{\approx} - k\alpha, 
\end{equation}

and finally

\begin{equation}
(3.13) \quad S_k = \frac{\alpha^{k+2}}{a-1} - \frac{k\alpha}{a-1}. 
\end{equation}

From (3.13) we have

\begin{equation}
(3.14) \quad \int_{t_3}^{B} f(\tau) d\tau \leq \frac{3^{S_k}}{L^{a^{k+1} - 1} \alpha - 1} w^{\alpha}. 
\end{equation}

Taking \( \frac{3w}{L} < 1 \), (3.14) yields

\begin{equation}
(3.15) \quad \lim_{k \to +\infty} \int_{t_3}^{B} f(\tau) d\tau = 0
\end{equation}
Thus, it suffices to take
\[
(3.16) \quad t_0 = \lim_{k \to +\infty} t_k \leq A + \frac{L}{3} + \frac{L^2}{3^2} + \frac{L^3}{3^3} + \ldots
\]
\[= A + L \sum_{k=1}^{\infty} \left( \frac{1}{3} \right)^k = A + \frac{L}{2}
\]
in order to obtain
\[
(3.17) \quad \int_{t_0}^{B} f(\tau) \, d\tau = \lim_{k \to +\infty} \int_{t_k}^{B} f(\tau) \, d\tau = 0.
\]

Using Lemma 3.1, we can prove the existence of local minima:

**Theorem 3.2.** There exists \( \Omega_0 > 0 \) such that, for \( \lambda > \lambda^* = \lambda^*(\Omega_0) \), the set \( E_{\lambda,\Omega} \) is a rotating drop (i.e. \( E_{\lambda,\Omega} \subset B_R \) and \( \mathcal{L}(E_{\lambda,\Omega}) = 0 \)) \( \forall \Omega \leq \Omega_0 \).

**Proof.** We know from Theorem 2.2 that \( \mathcal{L}(E_{\lambda,\Omega}) = 0 \). So the only thing to prove is that \( E_{\lambda,\Omega} \subset B_R \). Let
\[
v = v(\lambda,\Omega) = |E_{\lambda,\Omega} - B_R|
\]
From Theorem 3.1 the convergence of \( v \) to 0 as \( \Omega \) goes to 0+ is uniform with respect to \( \lambda \), for \( \lambda > \lambda^* \).

For brevity in the following we write \( E \) instead of \( E_{\lambda,\Omega} \).

Define, for \( r \leq t \leq R \),
\[
f(t) = |\partial(E - B_t)\cap(\partial B_t)|,
\]
i.e. \( f \) is the «external trace» of \( E_{\lambda,\Omega} \) on \( \partial B_t \); see for example Giusti [18], Massari and Miranda [30].

Let \( 1 < \alpha < \frac{n}{n-1} \); if
\[
(3.18) \quad \int_{t}^{R} f(\tau) \, d\tau \leq f^*(t) \quad \forall t \in [r, R)
\]
and if we choose \( v < \frac{R - r}{3} \), then from Lemma 3.1 we obtain the existence of \( t_0 \in (r, R) \) such that \( \int_{t_0}^{R} f(\tau) \, d\tau = 0 \), that is \( |E - B_{t_0}| = 0 \) and hence \( E \subset B_{t_0} \subset B_R \).
Suppose on the contrary the existence of \( t_1 \in [r, R) \) such that

\[
\int_{t_1}^{R} f(\tau) \, d\tau > f^*(t_1),
\]

that is

\[
|E - B_{t_1}|^\gamma > f(t_1)
\]

where \( \gamma = \frac{1}{\alpha} \in \left( \frac{n-1}{n}, 1 \right) \). From (3.20) and the isoperimetric inequality we get

\[
|E - B_{t_1}|^{\frac{n-1}{n}} < c(n)[|E - B_{t_1}|^\gamma + |\partial E|(R^n - \overline{B}_{t_1})]
\]

and therefore

\[
|\partial E|(R^n - \overline{B}_{t_1}) - f(t_1) > \frac{1}{c(n)} |E - B_{t_1}|^{\frac{n-1}{n}} - 2|E - B_{t_1}|^\gamma.
\]

From (3.22) we obtain that, if \( |E - B_{t_1}| \) is small but strictly positive, we should have

\[
|\partial E|(R^n - \overline{B}_{t_1}) - f(t_1) > |E - B_{t_1}|^\gamma.
\]

For the sake of brevity put \( \epsilon = |E - B_{t_1}| \). If \( \epsilon > 0 \) we could substitute \( E = E_{\lambda, \omega} \) with the set \( F = F_{\lambda, \omega} \) obtained by a suitable homothety of \( E \cap B_{t_1} \) so that

\[
0 < V - |F| = \sigma < \epsilon.
\]

For the ratio \( \mu > 1 \) of the homothety the relation \( |F| = \mu^n |E \cap B_{t_1}| \) holds, i.e. \( V - \sigma = \mu^n (V - \epsilon) \), from which

\[
\mu = \left(1 + \frac{\epsilon - \sigma}{V - \epsilon} \right)^\frac{1}{n}.
\]

Choosing \( G = G_{\lambda, \omega}^2 \) as in Theorem 2.2 we have \( \mathcal{L}_1(G) = 0 \) and

\[
\mathcal{J}_D(E) - \mathcal{J}_D(G) \geq |\partial(E \cap B_{t_1})|(R^n) + |\partial E|(R^n - \overline{B}_{t_1}) - f(t_1) - |\partial F|(R^n) - n(\omega(n)) \frac{1}{n} \frac{1}{\sigma} \frac{n-1}{n}.
\]

From (3.23), (3.25) and the equality \( |\partial F|(R^n) = \mu^{n-1} |\partial(E \cap B_{t_1})|(R^n) \) we
obtain therefore

\begin{equation}
J_D(E) - J_D(G) > \left[ 1 - \left( 1 + \frac{\varepsilon - \sigma}{V - \varepsilon} \right)^{n-1} \right]\partial(E \cap B_t) (\mathbb{R}^n) + \\
+ \varepsilon^2 - n(\omega(n)) \frac{1}{n} \frac{1}{2} \frac{1}{\sigma} \frac{n-1}{n}
\end{equation}

By expanding in Taylor's series the coefficient of \( |\partial(E \cap B_t)| (\mathbb{R}^n) \), i.e.

\[ 1 - \left( 1 + \frac{\varepsilon - \sigma}{V - \varepsilon} \right)^{n-1} = -\frac{n-1}{n} \frac{\varepsilon - \sigma}{V - \varepsilon} + \ldots \]

we easily conclude from (3.27) that \( J_D(E) - J_D(G) > 0 \) for \( \varepsilon \) small but strictly positive and for a suitable choice of \( \sigma \), \( 0 < \sigma < \varepsilon \). Since \( \varepsilon \) goes to 0 as \( \Omega \) goes to \( 0^+ \) (uniformly with respect to \( \lambda \), for \( \lambda > \lambda^* \)), it follows that it must be \( \varepsilon = 0 \) for small \( \Omega \). This concludes the proof.

\[ \blacksquare \]

4. Regularity results.

In the previous sections we have seen that a local minimum for the functional \( J_D(E) \) with \( \Omega > 0 \) and the constraints

\[
\begin{align*}
|E| &= V \\
\int_E x_i \, dx &= c_i, \quad i = 1, \ldots, n,
\end{align*}
\]

where \( V > 0 \), \( c = (c_1, \ldots, c_n) \in \mathbb{R}^n \) are given, is a free minimum of the functional \( J_D(E) + \mathcal{L}_\lambda(E) \) for \( \lambda > \lambda^* \), where

\[
\begin{align*}
\lambda^* &= \max \left\{ \frac{n}{r} \frac{p}{V_0} + \frac{1}{2} \Omega_0^2 R^2 + 1 \right\} \\
n(\omega(n)) r^n &= V, \quad V_0 = \frac{B_r}{R^2}
\end{align*}
\]

(cfr. (2.25) and Theorem 2.2). Note that \( V_0 = V_0(V) \) is a positive strictly increasing function of \( V \in (0, \omega(n) R^n) \). Also note that \( \lambda \) decreases when \( V \) increases and that \( \lambda \) goes to \( +\infty \) as \( V \) goes to \( 0^+ \).

Due to the equivalence between the constrained problem and the penalty problem with the penalty term \( \mathcal{L}_\lambda \), the regularity of the free
boundary \( \partial E \) of the minimum can be easily obtained. Moreover some regularity results for the minimum value of the energy functional can also be proved.

First we prove the regularity of the free boundary \( \partial E \) of a local minimum \( E \) for \( \mathcal{J}_0 \) with the constraints (4.1). As we observed before, for \( \lambda > \lambda^* \), the set \( E \) minimizes without any constraints the functional \( \mathcal{J}_0 + \mathcal{L}_\lambda \).

Let \( B_\rho(x) \subset B_R(0) \), where \( B_\rho(x) \) is a sphere centered in \( x \) and of radius \( \rho \). Let \( L \) be a deformation inside \( B_\rho(x) \) of \( E \), that is

\[
(4.3) \quad L - B_\rho(x) = E - B_\rho(x)
\]

Then, from the trivial inequality

\[
(4.4) \quad \mathcal{J}_0(E) + \mathcal{L}_\lambda(E) \leq \mathcal{J}_0(L) + \mathcal{L}_\lambda(L),
\]

we easily obtain

\[
(4.5) \quad \left| \partial E(\mathbb{R}^n) - \partial L(\mathbb{R}^n) \right| \leq \frac{1}{2} \int_{B_\rho(x)} \left| \mathcal{K}_0 \right| dx + \left| \mathcal{O} \right| - \left| L \right| + 2\lambda \sum_{i=1}^{n} \int_{B_\rho(x)} |x_i| dx \leq \left( \Omega^2 R^2 + \lambda + 2\lambda n R \right) o(n) \rho^n
\]

i.e. there exists a constant \( M \) such that

\[
(4.6) \quad \left| \partial E(\mathbb{R}^n) - \partial L(\mathbb{R}^n) \right| \leq M \rho^n
\]

holds for every set \( L \) satisfying (4.3). It is known (Massari [29], Tamanini [32]) that from an inequality of type (4.6) follows that \( \partial E \) is a \( C^{1,\alpha} \)-hypersurface, except, possibly, for a closed singular set whose Hausdorff dimension does not exceed \( n - 8 \).

Finally, we study a property of the minimum value for the energy functional \( \mathcal{J}_0 \) (see also Barozzi and González [2] and Gurtin [25]). Let \( \mathcal{Y}(V,c,\Omega) \) be the minimum value of the functional \( \mathcal{J}_0 \) with constant angular velocity \( \Omega \), with positive volume \( V \), and center of mass \( c \). Let \( \delta \) and \( k \) be two positive constants. As we pointed out before, there exists \( \lambda > 0 \) such that for \( V > \delta \) and \( \Omega \in (0,k) \) the problem of minimizing \( \mathcal{J}_0 \) under the constraints (4.1) is equivalent the problem for a free minimum for the functional \( \mathcal{J}_0 + \mathcal{L}_\lambda \).

In order to study the regularity of the function \( \mathcal{Y}(V,c,\Omega) \) consider \( V_j, \Omega_j, c_j \) (\( j = 1,2 \)) with \( V_j > \delta, \quad \Omega_j \in (0,k), \quad c_j \in \mathbb{R}^n, \quad j = 1,2 \).
Let $E_1, E_2$ be sets with measures $V_1, V_2$ and centers of mass in $c_1, c_2$ respectively, and such that

\[ \psi(V_j, c_j, \Omega_j) = \mathcal{J}_{\Omega_j}(E_j), \quad j = 1, 2. \]

For $\lambda$ as asserted above, we have

\[
\psi(V_1, c_1, \Omega_1) = \mathcal{J}_{\Omega_1}(E_1) + \lambda \left( |E_1 - V_1| + \sum_{i=1}^{n} \left| \int_{E_1} (x_i - c_{1_i}) \, dx \right| \right) \leq \\
\leq \mathcal{J}_{\Omega_1}(E_2) + \lambda \left( |E_2 - V_1| + \sum_{i=1}^{n} \left| \int_{E_2} (x_i - c_{1_i}) \, dx \right| \right) = \\
\psi(V_2, c_2, \Omega_2) + \sum_{i=1}^{n} \left( \left| \int_{E_1} (x_i - c_{1_i}) \, dx \right| - \left| \int_{E_2} (x_i - c_{2_i}) \, dx \right| \right) \leq \\
\leq \psi(V_2, c_2, \Omega_2) + |\Omega_1 - \Omega_2| \frac{R^2}{2} |B_R| + \lambda |V_1 - V_2| + \lambda |B_R| \sum_{i=1}^{n} |c_{1_i} - c_{2_i}|
\]

i.e.

\[ |\psi(V_1, c_1, \Omega_1) - \psi(V_2, c_2, \Omega_2)| \leq \\
\leq \frac{R^2}{2} |B_R| |\Omega_1 - \Omega_2| + \lambda |V_1 - V_2| + \lambda |B_R| \sum_{i=1}^{n} |c_{1_i} - c_{2_i}|
\]

Thus for $\delta > 0$ and $k < +\infty$ $\psi$ is a Lipschitz continuous function in $(\delta, +\infty) \times \mathbb{R}^n \times (0, k)$. Obviously, the Lipschitz constant goes to $+\infty$ as $\delta$ goes to $0^+$ or $k$ goes to $+\infty$.
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