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1. There are two kinds of Dirichlet series in number theory. Among one kind of series there are $L$-functions with class- and Grössen-character and Dirichlet series defined by Hecke operators. They are defined as infinite sums, continued analytically throughout the whole plane, and satisfy functional equations of ordinary type. Let us call these $L$-functions of Hecke type. To the other kind of series belong Artin $L$-functions in algebraic number theory and zeta-functions of algebraic varieties defined over finite algebraic number fields. To get them one first defines their local factors and then the whole series as Euler products. We shall call such an $L$-function an $L$-function of Artin type.

In many cases one cannot obtain analytic properties of an $L$-function of Artin type immediately from its definition and it often comes as an important problem to prove that it is also of Hecke type. For example the fact that an Artin $L$-function with respect to a relatively abelian number field is also a Hecke $L$-function with a suitable class-character is known as reciprocity law and was proved by Artin. Hasse conjectured that the $L$-function of an elliptic curve defined over an algebraic number field would be of Hecke type and Weil [6] gave a more detailed conjecture about an elliptic curve over the ra-
tional number field $\mathbb{Q}$ in connection with Dirichlet series defined by Hecke operators with respect to $\Gamma_0(N)$.

In the previous papers [3] and [4] we showed that the canonical invariant differential on a (one-dimensional) algebraic formal group over $\mathbb{Z}$ has an intimate connection with the $L$-function of Artin type of this algebraic group. In the present article we try to connect this invariant differential directly with a suitable $L$-function of Hecke type and thus to get a «reciprocity law» for this algebraic group.

First we apply this idea to the group $x + y + Sxy$, where $S$ is a Gaussian sum with a quadratic character, and get a new interpretation and a proof of quadratic reciprocity law.

Secondly we confirm the Weil conjecture for several elliptic curves by this method. Although his conjecture for these curves has already been settled by other methods and our results are not new, one should note that in our method one needs formal groups and more analysis, but little algebraic geometry, and one has nothing to do with the number of rational points of reduced curves.

2. Let $q$ be a fixed odd prime number and choose $\varepsilon = \pm 1$ so that $\varepsilon q = 1 \pmod{4}$. If we denote by $p (\neq q)$ a variable odd prime, the famous law of quadratic reciprocity reads

\[
\left( \frac{p}{q} \right) = (-1)^{(p-1)/2 \cdot (q-1)/2}
\]

or

\[
\left( \frac{\varepsilon q}{p} \right) = \left( \frac{p}{q} \right).
\]

The equivalence of (2) to (1) follows immediately from

\[
\left( \frac{-1}{p} \right) = (-1)^{(p-1)/2}.
\]

Put $K = \mathbb{Q}(\sqrt{\varepsilon q})$. Then the left hand side of (2) is Artin symbol and indicates the behaviour of the prime $p$ in $K$. We get the Artin $L$-function

\[
L(s, K) = \prod_p \left( 1 - \left( \frac{\varepsilon q}{p}, p^{-s} \right)^{-1} \right)
\]
which is the simplest $L$-function of Artin type, noting
\[ \left( \frac{\varepsilon q}{2} \right) = (-1)^{\frac{q-1}{2}} \quad \text{and} \quad \left( \frac{\varepsilon q}{q} \right) = 0 \]
as Artin symbol.

On the other hand the right-hand side of (2) is the quadratic character mod $q$. By putting
\[ \chi(n) = \left( \frac{n}{q} \right), \quad \text{for} \ q \nmid n, \]
\[ = 0, \quad \text{for} \ q \mid n, \]
we have the $L$-function of Hecke type
\[ L(s, \chi) = \sum_{n=1}^{\infty} \chi(n) n^{-s}. \]

Since it is obvious that $L(s, \chi)$ has the Euler product
\[ \prod_p (1 - \chi(p)p^{-s})^{-1}, \]
(2) is equivalent to the fact that the two $L$-functions are the same thing (possibly except for 2-factors).

Now put $\zeta = \exp \left[ \frac{2\pi i}{q} \right]$ and define the Gaussian sum:
\[ S = \sum_{n=1}^{q} \chi(n) \zeta^n. \]

As it is well known, one can easily see that
\[ \begin{cases} S^2 = \varepsilon q, \\ \sum_{n=1}^{q} \chi(n) \zeta^{mn} = \chi(m) S, \quad \text{for} \ m \in \mathbb{Z}. \end{cases} \]

From (6) we get $S = \pm \sqrt{\varepsilon q}$. To determine this sign is not so easy. But we do not need to know the sign of $S$ in the following. Consider the formal group $F(x, y) = x + y + Sxy$. The canonical invariant differential on $F$ (cf. [3]) is $dx/(1 + Sx)$. Let $\mathfrak{O}$ be the ring of integers in $K$. 
THEOREM 1. Let \( q(x) \in K[[x]] \) be the (unique) solution of the differential equation

\[
\frac{dy}{1 + Sy} = \sum_{n=1}^{\infty} \chi(n) x^{n-1} dx
\]

such that \( q(x) \equiv x \pmod{\text{deg } 2} \). Then \( q(x) \in \mathcal{O}[[x]] \).

PROOF. Put \( P(x) = \prod_a (1 - \zeta^a x) \) and \( Q(x) = \prod_b (1 - \zeta^b x) \), where \( a \) (resp. \( b \)) ranges over all quadratic residues (resp. non-residues) mod \( q \). First we shall show that

\[
q(x) = (Q(x) - P(x))/SP(x).
\]

Since \( S = \sum_a \zeta^a - \sum_b \zeta^b \), it is obvious that \( q(x) \equiv x \pmod{\text{deg } 2} \). Now

\[
q'(x) = S^{-1}(Q/P)'
\]

\[
= \frac{Q}{SP} \left( \log \frac{Q}{P} \right)'
\]

\[
= \frac{Q}{SP} \left( \sum_a \frac{-\zeta^a}{1 - \zeta^a x} - \sum_b \frac{-\zeta^b}{1 - \zeta^b x} \right)
\]

\[
= \frac{Q}{SP} \left( \sum_{n=1}^{q} \frac{\chi(n) \zeta^n}{1 - \zeta^n x} \right)
\]

\[
= (Q/SP) \sum_{n=1}^{q} \chi(n) \sum_{m=1}^{\infty} \zeta^{mn} x^{m-1}
\]

\[
= (Q/SP) \sum_{m=1}^{\infty} \left( \sum_{n=1}^{q} \chi(n) \zeta^{mn} \right) x^{m-1}
\]

\[
= (Q/P) \sum_{m=1}^{\infty} \chi(m) x^{m-1}.
\]

Therefore

\[
\frac{d\varphi(x)}{1 + S\varphi(x)} = \frac{(Q/P) \sum_{m=1}^{\infty} \chi(m) x^{m-1} dx}{1 + S(Q - P)/SP}
\]

\[
= \sum_{m=1}^{\infty} \chi(m) x^{m-1} dx.
\]
To complete the proof we have only to show that the coefficients of \( \varphi \) are integral at the prime divisor of \( q \) in \( K \). Let \( \sigma \) be the generator of \( \text{Gal}(K/Q) \). By (6), \( K \) is a quadratic subfield of \( \mathbb{Q}(\zeta) \), and it is easy to see that \( P(x), Q(x) \in K[[x]] \) and \( P^\sigma = Q, Q^\sigma = P \). Consequently \( (Q - P)^\sigma = -(Q - P) \), and the coefficients of \( Q - P \) are of the form \( c\sqrt{eq} \), where \( c \in \mathbb{Z} \). By (6) this shows that \( \varphi(x) \in \mathbb{Q}[[x]] \), which completes the proof of our theorem.

Let \( \wp \) be a prime divisor of \( p \) in \( K \). We get the quadratic reciprocity law (2) easily from the fact that \( \varphi \) is \( p \)-integral. From our theorem follows:

\[
\sum_{n=1}^{\infty} (-S)^{n-1} q(x)^n / n = \sum_{n=1}^{\infty} \chi(n) x^n / n.
\]

From (9) we easily see that \( (-S)^{p-1}/p - \chi(p)/p \) is \( p \)-integral. But this implies

\[
(\varepsilon q)^{(p-1)/2} \equiv \chi(p) \mod p,
\]

which is equivalent to (2) by Euler’s criterion.

3. Let \( C \) be an elliptic curve over \( \mathbb{Q} \), defined by the equation

\[
Y^2 + \lambda XY + \mu Y = X^3 + \alpha X^2 + \beta X + \gamma \quad (\lambda, \mu, \alpha, \beta, \gamma \in \mathbb{Z})
\]
in affine form. We may assume that \( C \) is a Weierstrass minimal model, namely a model whose discriminant is as small as possible in absolute value ([5]). For this model the reduction \( C_p \) of \( C \) mod \( p \) is an irreducible curve for every prime \( p \). Following Weil [6] we define the local \( L \)-function \( L_p(s, C) \) of \( C \) as follows:

(1) If \( C_p \) is non-singular, it has genus 1. We put

\[
L_p(s, C) = (1 - a_p p^{-s} + p^{1-2s})^{-1},
\]

where \( 1 - a_p U + p U^2 \) is the numerator of the zeta-function of \( C_p \).

(II) If \( C_p \) has a node, we put \( a_p = \pm 1 \) or \(-1\) according as the tangents at this node are rational over \( GF(p) \) or not, and define

\[
L_p(s, C) = (1 - a_p p^{-s})^{-1}.
\]
If \( C_p \) has a cusp, we put

\[ L_p(s, C) = 1. \]

Now the \( L \)-function of \( C \) is the product of all \( L_p(s, C) \);

\[ L(s, C) = \prod_p L_p(s, C). \]

Write \( L(s, C) = \sum_{n=1}^{\infty} a_n n^{-s} \) and form

\[ g(x) = \sum_{n=1}^{\infty} a_n x^n/n, \quad G(x, y) = g^{-1}(g(x) + g(y)). \]

Furthermore, let \( F(x, y) \) be the formalization of the abelian variety \( C \) with respect to the parameter \( t = X/Y \). We know that \( F, G \in \mathbb{Z}[[x, y]] \) and that \( F \approx G \) (strongly isomorphic) over \( \mathbb{Z} \) (see [4], Theorem 9).

Let \( f(x) \) be the transformer of \( F(x, y) \), namely let \( f(x)Q \in [[x]] \) be such that \( f(x) = x \pmod{\text{deg } 2} \) and \( F(x, y) = f^{-1}(f(x) + f(y)) \). Then we know that \( \omega = f'(t)dt \) is the \( t \)-expansion of a differential of the first kind on \( C \) and that the differential equation

\[ f'(y)dy = \sum_{n=1}^{\infty} a_n x^{n-1} dx \]

has a solution \( y = \psi(x) = x + \ldots \) in \( \mathbb{Z}[[x]] \).

Now take a new parameter \( v = t + \ldots \in \mathbb{Z}[[t]] \). Then \( t = v + \ldots \in \mathbb{Z}[[t]] \). Let \( h(v)dv \) be the \( v \)-expansion of \( \omega \). On the other hand, let \( L(s) = \sum_{n=1}^{\infty} a'_n n^{-s} (a'_n \in \mathbb{Z}) \) be an \( L \)-function (of Hecke type) with an Euler product of the form

\[
L(s) = \prod_p L_p(s),
\]

\[
L_p(s) = \prod_p \left( 1 - a'_p p^{-s} + \eta'_p p^{1-2s} \right)^{-1}.
\]

**Theorem 2.** Suppose a formal power series \( \varphi(u) = u + \ldots \in [[\mathbb{Z}u]] \) to satisfy

\[ h(\varphi(u)) \varphi(u) = \sum_{n=1}^{\infty} a'_n u^{n-1} du. \]
PROOF. We use the results of [4]: By the assumptions the formal group whose canonical invariant differential is strongly isomorphic to $F$ over $\mathbb{Z}$. Therefore the formal group $H(x, y)$ obtained from $L(s)$ ([4], § 6) is strongly isomorphic to $F$ over $\mathbb{Z}$. Thus we see that $G \approx H$ over $\mathbb{Z}$. Now we consider $G$ and $H$ over $\mathbb{Z}_p$, the ring of $p$-adic integers. They correspond to special elements $p - a_p T + \eta_p T^2$ (where $\eta_p = 1$ in case (I), $\eta_p = 0$, $a_p = \pm 1$ in case (II) and $\eta_p = a_p = 0$ in case (III)) and $p - a'_p T + \eta'_p T^2$ respectively ([4], Theorem 8). By Proposition 2.6 of [4], $p - a_p T + \eta_p T^2$ must divide $p - a'_p T + \eta'_p T^2$ for every $p$. Our theorem follows from this immediately.

4. In this Section we apply the above theorem to two simplest curves:

$$C_1: Y^2 = X(X^2 - 1),$$

$$C_2: Y^2 = X^3 + 1.$$ 

First we recall some basic properties of the following three theta-functions:

$$\vartheta_2 = \sum_{n=-\infty}^{\infty} q^{n^2}, \quad \vartheta_3 = \sum_{n=-\infty}^{\infty} q^n, \quad \vartheta_4 = \sum_{n=-\infty}^{\infty} (-1)^n q^n.$$

We treat them only as formal power series of $q$. Consider

$$Q_0 = \prod_{n=1}^{\infty} (1 - q^{2n}), \quad Q_1 = \prod_{n=1}^{\infty} (1 + q^{2n}),$$

$$Q_2 = \prod_{n=1}^{\infty} (1 + q^{2n-1}), \quad Q_3 = \prod_{n=1}^{\infty} (1 - q^{2n-1}).$$

Then it is easy to see that

$$Q_1 Q_2 Q_3 = 1.\quad (12)$$

The $\vartheta_i$ can also be written as infinite products:

$$\vartheta_2 = 2 q^2 Q_0 Q_1^2, \quad \vartheta_3 = Q_0 Q_2^2, \quad \vartheta_4 = Q_0 Q_2^2.\quad (13)$$
Now we have the famous identity of Jacobi:

\[ \vartheta^4_3 + \vartheta^4_4 = \vartheta^4_3. \]

It is also known that

\[ \vartheta^4_3 = \left( \sum_{n=-\infty}^{\infty} q^n \right)^4 = 1 + 8 \sum_{n=1}^{\infty} a_4(n) q^n, \]

where \( a_4(n) = \sum_{d \mid n} d \). For a positive integer \( n \), put \( \sigma(n) = \sum_d d \) and \( \sigma_2(n) = \sum_{d \mid n} d \). Write \( n = 2^r m \), with \( r > 0 \) and an odd integer \( m \). If \( r = 0 \), then \( a_4(n) = \sigma(n) = \sigma_2(n) \). But if \( r > 0 \), then

\[ a_4(n) = \sigma(m) + 2\sigma(m) = 3\sigma_2(n). \]

Summing up, we get

\[ \vartheta^4_3 = 1 + 8 \sum_{n=1}^{\infty} \left\{ 2 + (-1)^n \right\} \sigma_2(n) q^n. \]

By replacing \( q \) by \(-q\) in (15) we get

\[ \vartheta^4_4 = 1 + 8 \sum_{n=1}^{\infty} \left\{ 1 + (-1)^n 2 \right\} \sigma_2(n) q^n. \]

From (14), (15) and (16) follows

\[ \vartheta^4_2 = 16 \sum_{n=1}^{\infty} \sigma(2n-1) q^{2n-1}. \]

Now we consider the curve \( C_1 \). Its conductor is \( 2^4 \) (Ogg [5]). By a simple transformation \( C_1 \) is isomorphic to

\[ C'_1: Y^2 = X(X^2 - 2^4) \]
over \( \mathbb{Q} \). It is a minimal model at every odd \( p \) and hence we can apply Theorem 2 to \( C_1' \) for \( p \neq 2 \). Take a parameter \( v \) such that \( v^{-2} = x \). Then

\[
\frac{t}{Y} = \frac{X}{\sqrt{X(X^2 - 2^4)}} = \frac{v}{\sqrt{1 - 2^4 v^4}} \in \mathbb{Z}[v[0]],
\]

as is easily checked; and \( dv/\sqrt{1 - 2^4 v^4} \) is a differential of the first kind on \( C_1' \).

We shall show that

\[
\varphi(u) = u \prod_{n=1}^{\infty} (1 + u^{8n})^2 (1 + u^{4(2n-1)})^{-2}
\]

satisfies

\[
\frac{dq(u)}{\sqrt{1 - 2^4 q(u)^4}} = \prod_{n=1}^{\infty} (1 - u^{4n})^2 (1 - u^{8n})^2 du.
\]

To apply theta-functions, we use the parameter \( q \). We have

\[
\frac{q \varphi'(q)}{\varphi(q)} = 1 + 8 \sum_{n=1}^{\infty} \frac{2n q^{8n}}{1 + q^{8n}} - 8 \sum_{n=1}^{\infty} \frac{(2n - 1) q^{8n-4}}{1 + q^{8n-4}}
= 1 + \sum_{m,n=1}^{\infty} (-1)^{m-1} 2n q^{8mn} - 8 \sum_{m,n=1}^{\infty} (-1)^{m-1} (2n - 1) q^{4(2n-1)m}.
\]

Let \( C_n \) be the coefficient of \( q^{4n} \). Then

\[
C_n = 8 \sum_{d|\frac{n}{d}, d= (d|d)} (-1)^{(\frac{n}{d})-1} d - 8 \sum_{d|\frac{n}{d}, d= (d|d)} (-1)^{(\frac{n}{d})-1} d.
\]

If \( n \) is odd, then \( C_n = -8 \sum_d d = -8 \sigma(n) = -8 \sigma_d(n) \). If \( n \) is even, write \( n = 2^\nu m \) (where \( \nu > 0 \), \( m \) odd). Then, for \( \nu = 1 \),

\[
C_n = 8 \times 2 \sigma(m) + 8 \sigma_d(n) = 24 \sigma_d(n).
\]

For \( \nu \geq 2 \),

\[
C_n = 8 \left( 2^\nu - \sum_{\mu=1}^{\nu-1} 2^\mu \right) \sigma_d(n) + 8 \sigma_d(n) = 24 \sigma_d(n).
\]
In each case

\[ C_n = 8\{1 + (-1)^n 2\} \sigma_2(n). \]

Thus we get

\[ g\varphi'(q)/\varphi(q) = \vartheta_4^4(q^4) \]

from (16), (19).

Now, by (13),

\[ \varphi(q) = qQ_1(q^4)/Q_2(q^4)^2, \]

and

\[ 2q\varphi(q)^4 = (2q)^4Q_1(q^4)/Q_2(q^4)^8 = \vartheta_2(q^4)/\vartheta_3(q^4)^4. \]

Therefore, instead of (18), we have only to prove

\[ \frac{\vartheta_2^4Q_1^2/Q_2^2}{\sqrt{1 - (\vartheta_2/\vartheta_3)^4}} = \prod_{n=1}^{\infty} (1 - q^n)^2(1 - q^{2n})^2. \]

By (12), (13) and (14) the left hand side of (21) is

\[ \vartheta_2^2\vartheta_4^2Q_1^2/Q_2^2 = Q_0^4Q_1^2Q_2^2Q_3^2 = Q_0^4Q_3^2 \]

\[ = \prod_{n=1}^{\infty} (1 - q^{2n})^4(1 - q^{2n-1})^2 = \prod_{n=1}^{\infty} (1 - q^n)^2(1 - q^{2n})^2, \]

which was to be proved.

Now put

\[ \Gamma_0(N) = \left\{ \begin{pmatrix} a & b \\ c & d \end{pmatrix} \in SL(2, \mathbb{Z}); \ c \equiv 0 \ (\text{mod } N) \right\} \]

as usual, and denote by \( g(\Gamma_0(N)) \) the genus of the field of automorphic functions with respect to \( \Gamma_0(N) \). It is perhaps known and can be shown without difficulty that

\[ q \prod_{n=1}^{\infty} (1 - q^{4n})^2(1 - q^{8n})^2 \quad (q = \exp[2\pi i \tau]) \]
is a cusp form of dimension $-2$ with respect to $\Gamma_0(2^s)$. Since $g(\Gamma_0(2^s)) = 1$ (see [1]), the Dirichlet series $L(s)$ with the same coefficients as (22) has an Euler product of the form (11) by Hecke [2]. Therefore, by Theorem 2 and (18) we have

$$L_p(s) = L_p(s, C_1) \quad \text{for } p \neq 2.\,$$

Moreover,

$$L_a(s, C_1) = 1 = L_a(s),$$

since $C_1 \mod 2$ has a cusp. Hence we have

$$L(s, C_1) = L(s),$$

and the conjecture of Weil has been proved completely for $C_1$.

As for $C_2$ its conductor is 36, $g(\Gamma_0(36)) = 1$ and $q \prod_{n=1}^{\infty} (1 - q^{6n})^4$ is a cusp form of dimension $-2$ with respect to $\Gamma_0(36)$. We take a curve

$$C_2': Y^2 = X^3 + 2^s$$

which is isomorphic to $C_2$ over $\mathbb{Q}$, and a parameter $v$ such that $v^{-2} = x$. Here we will prove that

$$\varphi(u) = u \prod_{n=1}^{\infty} (1 + u^{6n})^4$$

satisfies

$$\frac{d\varphi(u)}{\sqrt{1 + 2^s \varphi(u)^4}} = \prod_{n=1}^{\infty} (1 - u^{6n})^4 \, du$$

and omit all the other details, which will be left to the reader.

We have

$$\frac{uv'(u)}{\varphi(u)} = 1 + \sum_{n=1}^{\infty} \frac{24nu^{6n}}{1 + u^{6n}}$$

$$= 1 + 24 \sum_{m,n=1}^{\infty} (-1)^{m-1} nu^{6mn}$$

$$= 1 + 24 \sum_{n=1}^{\infty} \sigma_4(n) x^{6n},$$
since $\sum_{d|n} (-1)^{(n/d)-1}d = \sigma_4(n)$, which can be checked as before. Thus (23) is equivalent to

$$\frac{1 + 24 \sum_{n=1}^{\infty} \sigma_2(n) q^n}{\sqrt{1 + 24^4 q \prod_{n=1}^{\infty} (1 + q^n)^{24}}} = \prod_{n=1}^{\infty} \left(\frac{1 - q^n}{1 + q^n}\right)^4.$$  

Since

$$\prod_{n=1}^{\infty} (1 - q^n)^4 (1 + q^n)^{-4} = (Q_0 Q_3/Q_1 Q_2)^4, \quad = (Q_0 Q_2^3)^4, \quad = \theta_4^4,$$

(24) is transformed into

$$\left(\left(1 + 24 \sum_{n=1}^{\infty} \sigma_2(n) q^n\right)\theta_4^4\right)^2 - 1 = 2^8 q(Q_1 Q_4)^{24}.$$ 

Recalling (15), (16) and (17),

$$\left(1 + 24 \sum_{n=1}^{\infty} \sigma_2(n) q^n\right)^2 - \theta_4^8$$

$$= \left(1 + 24 \sum_{n=1}^{\infty} \sigma_2(n) q^n + \theta_4^4\right)\left(1 + 24 \sum_{n=1}^{\infty} \sigma_2(n) q^n - \theta_4^4\right)$$

$$= \left[2 + 16 \sum_{n=1}^{\infty} \{2 + (-1)^n\} \sigma_2(n) q^n\right] \times 32 \sum_{n=1}^{\infty} \sigma(2n - 1) q^{2n-1}$$

$$= 2^8 \theta_2^4 \theta_4^4.$$ 

Therefore the left hand side of (25) is

$$2^8 \theta_2^4 \theta_2^4 / \theta_4^8 = 2^8 q(Q_1 Q_2/Q_3^2)^8$$

$$= 2^8 q(Q_1 Q_4)^{24},$$

which completes the proof of (23).

It is known that $g(I_\sigma'(14)) = g(I_\sigma'(15)) = 1$ (Fricke [1]). In his book the equations satisfied by the generators of automorphic func-
tion fields with respect to \( I^4(14) \) and \( I^4(15) \) are given in the form

\[
Y^2 = P(X),
\]

where \( P(X) \) has coefficients in \( \mathbb{Z} \) and is of fourth degree in each case. But in his book everything which appears in Theorem 2 is explicitly given for these curves (though parameters may not be normalized). So our method will be applicable to the curves (26) with a slight modification.
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