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1. Introduction

Let $A$ and $B$ be two sparse square matrices of size $p$. It is well known that the number of operations (including additions and multiplications), denoted NOP, required to compute the product matrix $C = AB$ and the structure of this latter (i.e., distribution of its non-zero elements) depend on both the densities (i.e., ratios of non-zero elements) and the structures of $A$ and/or $B$ [12,15,16]. If we consider square dense (i.e., full) and lower/upper triangular matrices in which we are interested in this paper, we can summarize as given in Table 1, the trivial results as far as the structure of matrix $C$ and the required NOP for computing it are concerned. We precise that in the remainder, $D$ will denote a dense matrix and $L$ (resp. $U$) will denote a lower (resp. an upper) triangular matrix.

Notice that when $p$ is large, the above NOP formulae may be simplified by keeping only cubic terms. From Table 1, we can make the following remarks.

- The product matrix $C$ is an $L$ (resp. a $U$) matrix only when both $A$ and $B$ are $L$ (resp. $U$) matrices, otherwise it is a $D$ matrix. Furthermore, matrices $A$ and $B$ play symmetric roles i.e. given the structures of $A$ and $B$, the structures of $C = AB$ and $C' = BA$ are identical as well as the required NOP’s for computing $C$ or $C'$.
- The NOP required by a DD (resp. an LL or a UU) product is the highest (resp. lowest). More precisely, for large $p$, we have the following relations:

\[
\text{NOP}_{\text{DD}} = 2 \times \text{NOP}_{\text{DU}} = 2 \times \text{NOP}_{\text{DL}} = 3 \times \text{NOP}_{\text{LU}} = 6 \times \text{NOP}_{\text{LL}} = 6 \times \text{NOP}_{\text{UU}}
\]

Now, given $n$ square matrices $A_1, \ldots, A_n$ of size $p$, the variant of the matrix chain product (MCP) problem we address here is a combinatorial optimization problem (COP) consisting in optimally computing the product matrix $A = A_1 \ldots A_n$, where $A_i$ may be either dense or upper/lower triangular. Indeed, the total number of operations required to compute $A$ greatly depends on the product sequence i.e. the order in which the matrices are multiplied. Assume for instance that $A_1$ is dense and both $A_2, \ldots, A_n$ are upper (or lower) triangular. The Left-Right Parenthesization (LRP) i.e. $(A_1 A_2) A_3 \ldots A_n$ requires $(n-1)p^3 + O(np^2)$ operations whereas the (optimal) Right-Left Parenthesization (RLP) i.e. $A_1 (\ldots (A_{n-2} (A_{n-1} A_n)$ only requires $((n+1)/3)p^3 + O(np^2)$ operations i.e. about 3 times less. Therefore, the point we address is to determine an optimal parenthesization (OP) corresponding to the minimum number of operations to compute $A = A_1 A_2 \ldots A_n$. The combinatorial property of our problem is due to the fact that, for a chain of $n$ matrices, we may exhibit an exponential number of parenthesizations equal to the Catalan number which increases in $\Omega(4^n/n^{3/2})$ [3].

We recall that the (standard) well known MCP problem considers a chain involving dense rectangular matrices. As far as this problem is concerned, an optimal $O(n^3)$ dynamic programming algorithm (DPA) due to Godbole, is known since 1973 [7]. In 1984, Hu and Shing [9] proposed an optimal $O(n \log n)$ algorithm based on polygon partitioning, a problem proved to be equivalent to the MCP one. Particular instances that may be solved in $O(n)$ time are discussed in [6]. $O(n)$
time algorithms for finding sub-OP’s are also known in the literature [2,8,14]. So far, the case of sparse matrices has received, to our knowledge, little attention. We may particularly cite [12] where the extension of the MCP problem to sparse square matrices is briefly mentioned. For this purpose, the authors first introduced a formula for the number of multiplications required to compute the product of two sparse square matrices, namely $d_1 d_2 p^3$ [15], where $d_1$ and $d_2$ are the two matrices densities and $p$ their size, the density being the ratio of non zero elements. Before going further, let us analyse the above formula which is basic for the remainder. Consider for instance a chain of three sparse rectangular matrices $A_1, A_2, A_3$ whose dimensions are denoted $(p_{i-1}, p_i)$: $i = 1, 2, 3$. Assume that $A_i$ has $n_i$ non zeros, thus $d_i = n_i / (p_{i-1} p_i)$. If we want to determine the minimum number of operations (including additions and multiplications) and an OP for computing $A = A_1 A_2 A_3$, we first have to study the product $A_{12} = A_1 A_2$. Here, two main points arise, namely the determination of (i) the (minimum) number of operations to compute $A_{12}$ and (ii) the structure of $A_{12}$ namely the distribution and number of its non zeros, denoted $n_{12}$, and its density $d_{12} = n_{12} / (p_{0} p_{2})$. In fact, (i) as well as (ii) requires knowing the structures of both $A_1$ and $A_2$. Indeed, particular distributions of non zeros in a couple of very sparse matrices may lead to a dense product matrix. To be convinced, assume for sake of simplicity, that both $A_1$ and $A_2$ are square i.e. $p_i = p$ ($i = 0, 1, 2$), and that the whole elements of $A_1$ (resp. $A_2$) are zeros except those of columns (resp. rows) 1 and $p$ (see Fig. 1). Thus we have $n_1 = n_2 = 2p$, $d_1 = d_2 = 2/p$ and $d_1 d_2 p^3 = 4p$. It is easy to remark that $A_{12}$ is dense and $2p^2$ multiplications (or additions) are required to compute it. Notice, however, that $A_{21} = A_2 A_1$ has four non zero elements and only $4p$ multiplications (or additions) are required to compute it.

Hence, stating according to [12,15] that $d_1 d_2 p^3 = 4p$ multiplications (and the same number of additions) are required here for computing $A_{12}$ is wrong (though
true for computing $A_{21}$). Obviously, the formula is not always true and may lead to a non OP when solving the considered MCP problem.

Now, going back to the case we address, consider for example a chain of three square matrices $A_1, A_2, A_3$ of size $p$ where $A_1$ (resp. $A_2$) is an L matrix (resp. a U matrix) and $A_3$ is a D matrix. According to the above formula, the Left-Right Parenthesization i.e. $(A_1 A_2) A_3$ would be wrongly considered as an OP whereas the Right-Left one i.e. $A_1 (A_2 A_3)$ is the true OP. This is due to the fact that $A_1 A_2$ is a dense matrix, thus its density is equal to 1 and not $1/4 = d_1 d_2$.

To conclude, we think that the sparse MCP problem cannot be correctly addressed without solving the two-point problem mentioned above. For this reason, we restrict our study here to the case of square dense and triangular matrices for which the associated two-point problem is trivial as previously seen (see Tab. 1). Studying this MCP variant, denoted SDT-MCP, is obviously easier than the general sparse MCP problem where randomly structured sparse matrices are considered.

The remainder of the paper is organized as follows. In Section 2 we present an optimal dynamic programming algorithm (DPA) of $O(n^3)$ complexity. Section 3 is devoted first to the description of two optimal $O(n)$ greedy algorithms, leading in general to different optimal solutions namely chain parenthesizations. We then present a comparative study between the two algorithms whose aim is to choose the more suitable solution for computing in parallel the matrix chain product through intra and inter-subchains parallelism. Then follows an experimental study illustrating the theoretical coarse grain parallel performances of the two greedy algorithms. We finally conclude our work in Section 4 and detail some perspectives.

2. The Dynamic Programming Algorithm (DPA)

We first recall the well known optimization formula for the standard MCP problem. Consider a chain of $n$ matrices $A_1, A_2, \ldots, A_n$ where $(p_{i-1}, p_i)$, $i = 1 \ldots n$, are the dimensions of $A_i$. Let $A_{ij} = A_i A_{i+1} \ldots A_j$ and $m(i, j)$ the minimum number of operations, denoted MNO, to compute $A_{ij}$. We have the following [3,7,9]:

$$\min(i, j) = \min_{i \leq k \leq j-1} (m(i, k) + m(k+1, j) + f(p_{i-1}, p_k, p_j)) \quad (2.1)$$

where $m(i, k)$ (resp. $m(k+1, j)$) is the minimum number of operations to compute $A_{ik} = A_i A_{i+1} \ldots A_k$ (resp. $A_{k+1,j} = A_{k+1} A_{k+2} \ldots A_j$) and $f(p_{i-1}, p_k, p_j)$ is the number of operations required to compute $A_{ij} = A_i A_{k+1,j}$. The classical optimization formula restricts operations to only multiplications i.e. $f(p_{i-1}, p_k, p_j) = p_{i-1} p_k p_j$ whereas the total number involving both multiplications and additions is $2p_{i-1} p_k p_j$. We prefer using, for sake of consistency, the latter expression as given for square matrices in Table 1.

From (2.1), it is easy to derive the optimization formula when the $n$ matrices are square of size $p$ and either D, L or U. For this purpose, let $s_{ik}$ be the structure
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of $A_{ik}$ (i.e. either D, L or U), $s_{k+1,j}$ the structure of $A_{k+1,j}$ and $s_{i,j}$ the structure of $A_{ij}$. Hence, we get the following:

$$
\min_{i,j} = \min_{i \leq k \leq j - 1} \left( m(i, k) + m(k + 1, j) + c(s_{ik}, s_{k+1,j}) \right).
$$

(2.2)

Here, $c(s_{ik}, s_{k+1,j})$ is the number of operations required for computing $A_{ij} = A_{ik}A_{k+1,j}$ (see Tab. 1).

Notice that the structure of matrix $A_{ij}$, denoted $s_{i,j}$ which depends on both $s_{ik}$ and $s_{k+1,j}$ (see Tab. 1), has to be saved for the remainder. Thus, the derived DPA may be formally written as follows.

1. $DO$ $l = 2, n$ (/1st loop, $l$ is the subchain length/)
2. $DO$ $i = 1, n - l + 1$ (/2nd loop, $i$ is the number of subchains of length $l$/)
3. $j = i + l - 1$ (/3rd loop: $k = i, j - 1$/)

$$
\min_{i,j} = \min_{i \leq k \leq j - 1} \left( m(i, k) + m(k + 1, j) + c(s_{ik}, s_{k+1,j}) \right)
$$

save the “cut” index $k$ where the minimum is reached
save the structure $s_{i,j}$ of the product matrix $A_{ij}$

ENDDO
ENDDO

As the DPA involves three nested loops, it obviously has an $O(n^3)$ complexity. We will see below that better algorithms may be designed.

**Remark.** Is it possible to derive, as done by Hu and Shing for the standard MCP problem [8,9], an $O(n \log n)$ algorithm based on polygon partitioning? The answer is in fact negative as proven below. As a matter of fact, Hu and Shing proved the following lemma resulting from the equivalence between the MCP and the polygon partitioning (PP) problems.

**Lemma HS.** The minimum numbers of operations to evaluate the $(n+1)$ following matrix chain products are identical: $A_1A_2\ldots A_{n-2}A_{n-1}A_n, A_{n+1}A_1\ldots A_{n-2}A_{n-1}, A_2A_3\ldots A_nA_{n+1}$ where $A_i$ has dimensions $(p_{i-1}, p_i)$: $i = 1 \ldots n+1$ and $p_{n+1} = p_0$.

In other words, let $S_0 = p_0, p_1, \ldots, p_n$ be a sequence of $n+1$ positive integers and $S_1, \ldots, S_n$ be the $n$ sequences deduced from $S_0$ by cyclic permutations. The minimum numbers of operations to compute the matrix chain products whose dimensions correspond to any sequence $S_i$ ($i = 1 \ldots n$) are identical.

Applied to our SDT-MCP problem of a chain involving square dense and triangular matrices, the above lemma reduces to the following. "The minimum numbers of operations to evaluate the $n$ following matrix chain products are identical: $A_1A_2\ldots A_{n-2}A_{n-1}A_n, A_{n+1}A_1\ldots A_{n-2}A_{n-1}, \ldots, A_2A_3\ldots A_nA_{n+1}$ where $A_i$ is a square den-se or lower/upper triangular matrix”.

It is easy to remark that this lemma is in general no longer true. Indeed, consider for instance a chain of three matrices $A_1, A_2, A_3$ of size $p$ where $A_1$ and $A_3$ are L
matrices and $A_2$ is a U one. An OP for computing $A_1A_2A_3 = LUL$ is $(A_1A_2)A_3$ (or $A_1(A_2A_3)$) and the MNO is $(5/3)p^3 + O(p^2)$, whereas the (unique) OP for computing $A_3A_1A_2 = LLU$ is $(A_3A_1)A_2$ and the MNO is $p^3 + O(p^2)$. Notice, however, that the (unique) OP for computing $A_2A_3A_1 = ULL$ is $A_2(A_3A_1)$ and the MNO is $p^3 + O(p^3)$ i.e. the same as for $A_3A_1A_2 = LUL$.

As lemma HS does no longer hold, a direct consequence is that the SDT-MCP and the Polygon Partitioning problems are not equivalent. Hence, an $O(n \log n)$ algorithm based on polygon partitioning cannot be derived for the SDT-MCP problem.

3. Optimal greedy algorithms

3.1. First algorithm description

A two-fold idea is behind the (first) greedy algorithm (GA) we designed, the rationale being the choice of the more adequate couple of matrices to first process. It consists in first combining similar matrices (D with D, L with L, U with U). This permits to obtain a so called compressed chain. This latter is then processed in such a way that avoids, whenever it is possible, increasing the number of D matrices (a new D matrix is created when combining an L one with a U one, see Tab. 1). Consider for instance a DLU chain. It is obvious that an OP is the Left-Right Parenthesization (LRP) i.e. $(DL)U$ and the MNO is $2p^3 + O(p^2)$, whereas the Right-Left Parenthesization (RLP) i.e. $D(LU)$ creates a new D matrix and costs $(8/3)p^3 + O(p^2)$. However, if we consider an LUL chain, the (LU)L parenthesization as well as the L(UL) one will unavoidably create a new D matrix. We detail below the greedy algorithm (GA) which involves two phases. An alternative algorithm will be presented afterwards.

i) Phase 1: Compression phase Compute the product of every subchain involving matrices of same structure (D with D, L with L, U with U), according to either the LRP (−→) or the RLP (←−). Let $C_c$ be the obtained compressed chain. Remark that in $C_c$ any two successive matrices are necessarily of different structures.

ii) Phase 2: Two cases have to be considered.

- Case 1. $C_c$ involves no D matrix: compute $C_c$ according to either the LRP (−→) or the RLP (←−). Let $C_c$ be the obtained compressed chain. Remark that in $C_c$ any two successive matrices are necessarily of different structures.

- Case 2. $C_c$ involves at least one D matrix. Clearly $C_c$ may be written as follows:

$$C_c = C_1DC_2$$

(3.1)

where $C_1$ involves no D matrix but $C_2$ may involve. Three subcases may be considered here.

- $C_1 = \phi$: compute $DC_2$ according to the LRP (−→).
- $C_2 = \phi$: compute $C_1D$ according to the RLP (←−).
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– $C_1 \neq \emptyset$ and $C_2 \neq \emptyset$: compute $C_1 D$ according to the RLP ($\leftarrow$). Then, the result being a D matrix, compute $DC_2$ according to the LRP ($\rightarrow$). Another way consists in first computing $DC_2$ according to the LRP. Then, the result being a D matrix, compute $C_1 D$ according to the RLP.

Notice that in Phase 1, combining successive D matrices is not necessary and may be postponed to Phase 2 (see remark on Ex. 3.1 given below). Notice in addition that Phase 1 vanishes when the original chain is already compressed i.e. is such that any two successive matrices are of different structures.

3.2. Optimality of the Greedy Algorithm (GA)

As already precised, the main ideas that are behind the GA are (i) performing products of matrices of similar structures, thus requiring the lowest costs if we restrict to L and U matrices (see remarks on Tab. 1); and (ii) avoiding the creation of a new D matrix (if possible). We precise that for sake of notation simplicity, we will use below the simplified NOP formulae taken from Table 1 (i.e. restricted to cubic terms). The optimality proof is based on the following two lemmas.

**Lemma 3.1.** In an OP, successive L matrices (resp. U matrices) are necessarily combined together.

*Proof.* Assume, without loss of generality, that the chain to process may be written as follows: $C = C_1 LL C_2$ where either $C_1$ or $C_2$ may be empty. The negation of Lemma 3.1 states that an OP for $C$ is necessarily one among the three following: ($(C_1 L)L)$, $(L L C_2)$ and $(C_1 L)(L C_2)$. We may assume now again, without loss of generality, that $C_2$ is empty and $C_1$ reduces to one matrix. Hence, two cases may be considered.

- Case 1. $C_1$ is a D matrix thus $C = DLL$ and $(DL)L$ costs $2p^3$ whereas $D(LL)$ only costs $(4/3)p^3$.
- Case 2. $C_1$ is a U matrix thus $C = ULL$ and $(UL)L$ costs $(5/3)p^3$ whereas $U(LL)$ only costs $p^3$.

Therefore the negation of Lemma 3.1 leads to a non OP. It is easy to notice that assuming $C_1$ empty and $C_2$ non empty leads to the same result. \[\square\]

**Lemma 3.2.** If the chain $C$ to process is such that any two successive matrices are of different structures, then an OP consists in proceeding as follows.

- (i) If $C$ involves no D matrix, then the RLP ($\leftarrow$) as well as the LRP ($\rightarrow$) are optimal.
- (ii) If $C$ involves at least one D matrix, then an OP consists in never combining an L matrix with a U one but in combining a D matrix with either an L, a U or a D matrix.

*Proof.* Let us first notice that cases (i) and (ii) are closely related. Indeed, in (i), any OP will necessarily begin by combining a U matrix with an L one, thus creating a D matrix. The new chain is then processed according to (ii). Let us
now assume, without loss of generality, that $C = C_1LU C_2$ where either $C_1$ or $C_2$ may be empty. The negation of (ii) states that an OP for $C$ is necessarily either $(C_1(LU)) C_2$ or $C_1((LU) C_2)$. Here, we may also assume, without loss of generality, that $C_2$ is empty and $C_1$ reduces to one matrix, namely a D one. Thus only one case has to be considered i.e. $C = D(LU)$ which costs $(8/3)p^3$ whereas $(DL)U$ only costs $2p^3$. Hence, the negation of Lemma 3.2 leads to a non OP. Clearly, assuming $C_1 = \phi$ and $C_2 \neq \phi$ leads to the same result. □

3.3. Complexity analysis

- Phase 1 may be achieved in one or two steps where each step requires scanning the original chain. In the first step, the subchains involving matrices of same structure are detected. The second step consists in extracting the subchains and constructing the compressed chain. Remark that the second step is needless if the original chain is already compressed, thus may be merged with the first step if we choose to process the subchains as soon as they are detected. In all cases, obviously a linear time i.e. $O(n)$ is required.
- Phase 2 consists, once the first occurrence of a D matrix is detected, in scanning and computing the left subchain, then processing the right one. Clearly, this may be done in linear time i.e. $O(n)$. Therefore GA requires an $O(n)$ time.

Remark. The high $O(n^3)$ complexity of the Dynamic Programming algorithm seen in Section 2 is due to the fact that it constructs an OP not only for the input $n$-chain but for any sub-chain of length $2 \ldots n-1$ as well (namely $n - k + 1$ chains of length $k$, for $k = 2 \ldots n$) i.e. $O(n^2)$ OP’s. In the opposite side, the Greedy algorithm constructs only one OP i.e. for only the $n$-chain. Constructing as many OP’s as does the DPA would need in this case an $O(n^3)$ time.

Illustrative examples are given below (for sake of simplicity, the MNO is restricted to cubic terms).

**Example 3.1.** $n = 10, C = LLDDDLUULD$

- Phase 1: $LLDDDLUULD \Rightarrow (LL)((DD)D)L(UU)LD \Rightarrow C_c = LDLULD \Rightarrow C_c = C_1 D C_2$.
- Phase 2: $LDLULD \Rightarrow (((LD)(U)L)D) \text{ or } L(((DL) U)L)D)$.
  $\text{MNO} = (10 + 2/3)p^3$.
- We have to add that GA generates the same OP when using either the complete or the simplified NOP formulae (i.e. restricted to cubic terms) as given in Table 1 (see Sect. 1).
- As to the Dynamic Programming algorithm (DPA, see Sect. 2), the generated OP in general depends on the formulae used for NOP. However, the interesting feature is that the OP generated with one is also an OP for the
other. For the above chain, the OP generated by the complete (resp. simplified) formulae is “((((((LL)D)D)(DL)(UU))L)D)” (resp. “((((((LL)(DD)) D)(UU))L)D”). Notice that in the first OP, the DPA first combines L matrices together as well as U matrices, but not D matrices as their combination is not necessary for optimality (see remark in Sect. 3.1 on Phase 1 of algorithm GA).

Example 3.2. \( n = 10, \ C = DLUDULLD \)

- **Phase 1**: \( DLUDULLD \Rightarrow DLU(DD)U(LL)D \Rightarrow C_c = DLUDULD \Rightarrow C_c = DC_2 \): \( C_1 = \phi \).
- **Phase 2**: \( DLUDULD \Rightarrow ((((((DL)U)D)U)L)D) \) or \( (((((DL)L)U)D)D) \).
- **Alternative OP’s**: \( ((((((DL)L)U)D)D)U)D \).
- **MNO** = \( (10+2/3)p^3 \).


3.4. **Alternative Greedy Algorithm (AGA)**

We now present an alternative greedy algorithm (AGA) which also involves two phases, the first being a compression one too. It may be described as follows.

**(i) Phase 1.** Compression phase (as previously decribed in Sect. 3.1) The compressed chain \( C_c \) may be written as follows:

\[
C_c = C_1 DC_2 D \ldots C_i D \ldots C_{r-1} D C_r \tag{3.2}
\]

where each subchain \( C_i, i = 1 \ldots r \), involves no D matrix i.e. only L and/or U matrices.

**(ii) Phase 2.** Two cases have to be considered

- **\( C_c \)** involves no D matrix (i.e. \( r = 1 \)): the LRP (\( \rightarrow \)) as well as the RLP (\( \leftarrow \)) are optimal.

- **\( C_c \)** involves at least one D matrix. Here four subcases may be considered.

  (a) \( C_1 = C_r = \phi \) i.e. \( C_c = DC_2 D \ldots DC_{r-1} D \): compute (\( DC_i \)), \( i = 2 \ldots r - 1 \), according to the LRP (\( \rightarrow \)). Then compute the resulting chain involving \((r - 1)\) D matrices according to either the LRP or the RLP (\( \leftarrow \)). Another symmetric alternative consists in first computing \((C_i D), i = 2 \ldots r - 1\), according to the RLP, then computing the resulting chain of \((r - 1)\) D matrices according to either the LRP or the RLP.

  (b) \( C_1 = \phi \) and \( C_r = \phi \) i.e. \( C_c = DC_2 D \ldots DC_r \): compute (\( DC_i \)), \( i = 2 \ldots r \), according to the RLP. Then compute the resulting chain involving \((r - 1)\) D matrices according to either the LRP or the RLP.

  (c) \( C_1 = \phi \) and \( C_r = \phi \) i.e. \( C_c = DC_2 D \ldots DC_{r-1} D \): compute (\( C_i D), i = 1 \ldots r - 1\), according to the RLP. Then compute the resulting chain involving \((r)\) D matrices according to either the LRP or the RLP.
(d) $C_i \neq \phi$ and $C_r \neq \phi$, i.e. $C_c = C_1 D C_2 D \ldots C_{r-1} D C_r$: compute $(C_i D)$, $i = 1 \ldots r - 1$, according to the RLP. Then compute the resulting chain constituted by $(r - 1)$ D matrices followed by $C_r$ according to the LRP. Another alternative consists in computing $(D C_i)$, $i = 2 \ldots r$, according to the LRP, then computing the resulting chain involving $C_1$ followed by $(r - 1)$ D matrices according to the RLP.

Remark.

- Optimality: the optimality proof of AGA may be easily deduced from the proof already seen for GA. Just remark that from expression (4):
  
  \[ C_c = C_1 D \ldots C_{r-1} D C_r \Rightarrow C_c = C_1 D (C_2 D \ldots C_{r-1} D C_r) \equiv C_1 D C_{21} \]

  where $C_{21} = (C_2 D \ldots C_{r-1} D C_r)$; $C_{21} = C_2 D (C_3 D \ldots C_{r-1} D C_r) \equiv C_2 D C_{22}$ where $C_{22} = (C_3 D \ldots C_{r-1} D C_r)$; etc. These successive transformations leading to a series of expressions similar to (3.1) permit to see that we can follow a similar proof argument as done for GA. We think it is useless to detail it again.

- Complexity: Phase 1 requires as in AG an $O(n)$ time. As to Phase 2, it may be designed in two steps. The first one consists in detecting the D matrices and the corresponding $C_i$ subchains. The second consists in processing each subchain then combining the whole. This obviously may be done in $O(n)$ time. Therefore AGA requires as GA an $O(n)$ time.

Illustrative examples are presented below (the MNO is restricted to cubic terms).

**Example 3.3** (Example 3.1 revisited). $n = 10$, $C = LLDDDLUULD$

- Phase 1: $LLDDDLUULD \Rightarrow (LL)((DD)D)L(UU)LD \Rightarrow C_c = LDLULD \Rightarrow C_c = C_1 D C_2 D C_3 \phi$.
- Phase 2: $LDLULD \Rightarrow (LD)(L(U(LD)))$.

**Example 3.4** (Example 3.2 revisited). $n = 10$, $C = DLLUDDULLD$

- Phase 1: $DLLUDDULLD \Rightarrow D(LL)U(DD)U(LL)D \Rightarrow C_c = DLUDULD \Rightarrow C_c = D(C_2 D C_3 D): C_1 = \phi$.
- Phase 2: $DLUDULD \Rightarrow (((DL)U)((DU)L))D$ or $D((LU)D)((UU)(LD)))$.

### 3.5. Comparing the two greedy algorithms and parallelism

Although the two greedy algorithms GA and AGA are both optimal, we can however notice from the examples seen above, that the constructed OP’s are in general different. We may ask about the interest of the second algorithm AGA which seems more elaborate and less direct (in its second phase). In fact, it is easy
to remark that this latter is more adequate for computing the product matrix in parallel as detailed in the following.

- **Phase 1** (common to the two algorithms). Obviously, the subchains involving matrices of same structure may be processed independently *i.e.* in parallel. In addition to this **inter-subchains parallelism** (provided that there are at least two subchains), each subchain involving at least four matrices may be processed in parallel by using the so-called **associative fan-in algorithm** [11]. This algorithm adopts a divide-and-conquer strategy consisting in processing the matrices of the subchain couple by couple. Thus **intra-subchain parallelism** may also be achieved. We precise that computing in parallel a (sub)chain constituted by $m$ matrices of same structure) may be achieved in $\lceil \log_2 m \rceil$ steps instead of $m - 1$ when done serially [4].

- **Phase 2.** In the first algorithm GA, the compressed chain written under the form $C_c = C_1 D C_2$ is processed serially and cannot be processed in parallel *i.e.* $C_1 D$ is first computed according to the RLP (---), then the resulting $D$ matrix is combined with $C_2$ according to the LRP (→→). However, in the second algorithm AGA, $C_c$ is written in a more suitable form for parallel computing *i.e.* $C_c = C_1 D C_2 D \ldots C_{r-1} D C_r$. If we analyse the last case (d) *i.e.* where $C_1 \neq \phi$ and $C_r \neq \phi$ (see Sect. 3.4), obviously the $(r - 1)$ subchains $C_1 D, \ldots, C_{r-1} D$ may be processed independently *i.e.* in parallel when $r \geq 3$. Thus we have inter-subchains parallelism. Notice that here each subchain is and must be processed serially according to the RLP (---). On the other hand, processing these $(r - 1)$ subchains leads to a chain of $(r - 1)$ $D$ matrices that may be processed in parallel when $r \geq 3$, by using the above mentioned associative fan-in algorithm. Thus, we have intra-subchain parallelism. Remark that as far as the three other cases (a), (b) and (c) of Phase 2 in AGA are concerned, a similar argumentation permits to easily exhibit intra-subchain parallelism as well as inter-subchains parallelism.

Let us add that an OP may be represented by a binary tree (BT) where each node corresponds to the product of two matrices and is weighted by the number of operations (NOP) required by this product [12]. If we adopt a level representation of this BT [4] such that the root (corresponding to the final matrix product) is at the bottom, we may define (i) the height (or depth) $h$ which corresponds to the number of levels, and (ii) the width $w$ which corresponds to the maximum number of nodes per level. It is known that, in general, the larger the width and the smaller the height, the higher the parallelism [4,13] as the nodes of each level may be processed in parallel. Therefore, analysing the structures of the BT’s representing the different optimal parenthesizations is important and permits to extract the inherent parallelism.

On the other hand, given a BT, it is also known [4,13] that if we dispose of an unlimited number of identical processors, the optimal (*i.e.* minimal) parallel time to execute the BT tasks (corresponding to the nodes), *i.e.* compute the associated
product matrix, is equal to the cost of a critical path (CCP) of the BT. We precise that a critical path in a weighted graph is a path whose cost is maximal, the cost being the sum of the weights of its nodes. It is also known [4] that $w$ processors ($w$ being the width of the BT) are sufficient to execute the BT tasks in optimal time.

An illustrative example is presented below (MNO is given according to the simplified formulae).

Example 3.5. $n = 16$, $\mathcal{C} = ULLDDDLUDUUUUDLD$

- Phase 1: $ULLDDDLUDUUUUDLD$ 
  $\Rightarrow U(LL)((DD)D)LUD((UU)(UU))DLD \Rightarrow \mathcal{C}_c = ULDLUDULD$
  Both intra-chain parallelism and inter-chains parallelism may be achieved i.e. $LL // DD // UU // UU$.
- Phase 2 of GA: $\mathcal{C}_c = C_1D_2C_3 = ULDLUDULD$ 
  $\Rightarrow ((((((U(LD))L)(U))D)(U))L)D$ 
  No intra-chain parallelism nor inter-chains parallelism.
- OP: $(((((U(LL))((DD)D))L)((UU)(UU))D)L)D$; 
  MNO = $(17 + 1/3)p^3$
  For the associated binary tree, we have $h = 11$ and $w = 4$. The cost of a critical path (CCP) is equal to $(16+1/3)p^3$.
- Phase 2 of AGA: $\mathcal{C}_c = C_1D_2C_3D_4C_4 = ULDLUDULD$ 
  $\Rightarrow (((((U(LD))(U))D))((U))L)D$ 
  Inter-chains parallelism may be achieved i.e. $LD // UD // UD // LD$.
- OP: $((U(LL)((DD)D))((U))D))((U))D)L)D$; 
  MNO = $(17 + 1/3)p^3$.

For the associated binary tree, we have $h = w = 6$ and CCP = 9$p^3$ i.e. parallel AGA is $(16+1/3)/9 = 1.81$ faster than parallel GA. Thus AGA leads to a higher parallelism. The two binary trees are depicted in Figure 2 (dotted arcs correspond to node entries and do not belong to the graph).

We have to mention that the above described parallelism may be called coarse-grain parallelism (CGP) [10] where the grain size of computation corresponds to the cost (amount of computation) of one matrix product i.e. the weight of a node of the BT.

A higher parallelism may be obtained by using fine-grain parallelism (FGP) [10] where the grain size may be the cost of computing either a column block, a row block or a submatrix of each product matrix. Such procedure consists in first splitting each node of the BT into a set of independent sub-nodes (i.e. arc-free set) where the sub-nodes are of equal cost (in order to achieve load balancing) and may be processed independently i.e. in parallel. Notice that the number of sub-nodes per level, induced by the grain size, may be fitted to the number of available processors. However, the main drawback of FGP is that it generally induces an overhead, particularly due to inter-processor communication delays [5]. Remark that sometimes fine-grain parallelism may be the unique possible choice. Indeed, no coarse-grain parallelism can be exhibited if the width $w$ of the binary tree (BT) is equal to 1. In this case, the height $h$ of the latter is equal to $n - 1$ i.e.
the BT is a ‘chain’ structured graph. Thus, the only alternative consists in using fine-grain parallelism.

An illustrative example is given below.

**Example 3.6.** $n = 10$, $C = DLLLULULUL$

- Phase 1: $DLLLULULUL \Rightarrow D(LL)LULULUL \Rightarrow C_c = DLLLULULUL = Dc_2$:
  $C_1 = \phi$
  No intra-chain parallelism nor inter-chains parallelism.
- Phase 2: (identical in both AG and AGA):
  $C_c = DLULULUL \Rightarrow ((((((DL)U)L)L)L)U)L$  
  No intra-chain parallelism nor inter-chains parallelism.

The associated binary tree is a chain structured graph where $h = 9$ and $w = 1$. Therefore no coarse-grain parallelism may be extracted.

3.6. **Experimentations**

A series of experimentations (see Tab. 2 below) were achieved and permit to illustrate the interest of AGA when compared with GA as far as the parallel computing of the chain product is concerned. For sake of simplicity, both MNO (minimal number of operations) and CCP (cost of a critical path, denoted $CCP_{GA}$ for algorithm GA and $CCP_{AGA}$ for algorithm AGA, are given in terms of $p^3$ and according to the simplified formulae (see Tab. 1).

On the other hand, in order to deepen our comparative performance analysis, we give in addition to MNO, $h$ (height of the binary tree), $w$ (its width), $CCP_{GA}$, $CCP_{AGA}$, the following speed-ups $S_1 = MNO/CCP_{GA}$, $S_2 = MNO/CCP_{AGA}$ and $S_{12} = CCP_{GA}/CCP_{AGA}$. We precise that the processed chains were randomly generated.
Table 2. Structures of the BT’s and parallel performances of GA and AGA.

<table>
<thead>
<tr>
<th>n</th>
<th>MNO</th>
<th>h</th>
<th>w</th>
<th>CCP</th>
<th>$S_1$</th>
<th>h</th>
<th>w</th>
<th>CCP</th>
<th>$S_2$</th>
<th>$S_{12}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>9+2/3</td>
<td>7</td>
<td>3</td>
<td>9</td>
<td>1.07</td>
<td>5</td>
<td>4</td>
<td>7</td>
<td>1.38</td>
<td>1.29</td>
</tr>
<tr>
<td>15</td>
<td>17</td>
<td>12</td>
<td>3</td>
<td>15+1/3</td>
<td>1.11</td>
<td>8</td>
<td>5</td>
<td>11</td>
<td>1.50</td>
<td>1.35</td>
</tr>
<tr>
<td>20</td>
<td>26+2/3</td>
<td>13</td>
<td>6</td>
<td>18</td>
<td>1.48</td>
<td>7</td>
<td>8</td>
<td>12</td>
<td>2.22</td>
<td>1.50</td>
</tr>
<tr>
<td>25</td>
<td>34+2/3</td>
<td>16</td>
<td>5</td>
<td>24</td>
<td>1.44</td>
<td>10</td>
<td>6</td>
<td>18</td>
<td>1.93</td>
<td>1.33</td>
</tr>
<tr>
<td>30</td>
<td>31+2/3</td>
<td>19</td>
<td>10</td>
<td>23</td>
<td>1.36</td>
<td>10</td>
<td>12</td>
<td>14</td>
<td>2.24</td>
<td>1.64</td>
</tr>
<tr>
<td>35</td>
<td>35+1/3</td>
<td>21</td>
<td>7</td>
<td>24+1/3</td>
<td>1.45</td>
<td>15</td>
<td>9</td>
<td>18</td>
<td>1.96</td>
<td>1.35</td>
</tr>
<tr>
<td>40</td>
<td>48</td>
<td>28</td>
<td>9</td>
<td>36</td>
<td>1.33</td>
<td>11</td>
<td>13</td>
<td>18</td>
<td>2.67</td>
<td>2.00</td>
</tr>
<tr>
<td>45</td>
<td>48</td>
<td>29</td>
<td>12</td>
<td>38</td>
<td>1.26</td>
<td>12</td>
<td>16</td>
<td>21</td>
<td>2.29</td>
<td>1.81</td>
</tr>
<tr>
<td>50</td>
<td>60+1/3</td>
<td>36</td>
<td>9</td>
<td>47+2/3</td>
<td>1.27</td>
<td>19</td>
<td>18</td>
<td>30+2/3</td>
<td>1.97</td>
<td>1.55</td>
</tr>
<tr>
<td>60</td>
<td>77+2/3</td>
<td>43</td>
<td>14</td>
<td>59</td>
<td>1.32</td>
<td>18</td>
<td>21</td>
<td>34</td>
<td>2.28</td>
<td>1.74</td>
</tr>
<tr>
<td>65</td>
<td>86+2/3</td>
<td>44</td>
<td>13</td>
<td>60</td>
<td>1.44</td>
<td>21</td>
<td>21</td>
<td>36+2/3</td>
<td>2.39</td>
<td>1.65</td>
</tr>
<tr>
<td>70</td>
<td>84</td>
<td>43</td>
<td>18</td>
<td>57</td>
<td>1.47</td>
<td>23</td>
<td>23</td>
<td>37</td>
<td>2.27</td>
<td>1.54</td>
</tr>
<tr>
<td>75</td>
<td>86</td>
<td>42</td>
<td>20</td>
<td>55</td>
<td>1.56</td>
<td>20</td>
<td>24</td>
<td>33</td>
<td>2.61</td>
<td>1.67</td>
</tr>
<tr>
<td>80</td>
<td>102+2/3</td>
<td>55</td>
<td>15</td>
<td>73</td>
<td>1.41</td>
<td>22</td>
<td>23</td>
<td>38</td>
<td>2.70</td>
<td>1.92</td>
</tr>
<tr>
<td>85</td>
<td>105</td>
<td>60</td>
<td>15</td>
<td>85</td>
<td>1.24</td>
<td>29</td>
<td>27</td>
<td>54</td>
<td>1.94</td>
<td>1.57</td>
</tr>
<tr>
<td>90</td>
<td>110+1/3</td>
<td>59</td>
<td>25</td>
<td>77</td>
<td>1.43</td>
<td>22</td>
<td>30</td>
<td>41</td>
<td>2.69</td>
<td>1.88</td>
</tr>
<tr>
<td>95</td>
<td>104+2/3</td>
<td>62</td>
<td>20</td>
<td>79</td>
<td>1.32</td>
<td>19</td>
<td>26</td>
<td>36</td>
<td>2.91</td>
<td>2.19</td>
</tr>
</tbody>
</table>

The analysis of Table 2 leads to the following remarks.

- The height (resp. width) of the binary tree (BT) corresponding to the OP generated by AGA is always lower (resp. larger) than the height (resp. width) of the BT associated to the OP generated by GA. Hence, AGA exhibits a higher parallelism.
- The parallel speed-up of GA ($S_1$) is in the range [1.07, 1.56].
- The parallel speed-up of AGA ($S_2$) is in the range [1.38, 2.91].
- Parallel AGA is always faster (sometimes more than twice) than parallel GA and the inter-algorithms speed-up $S_{12}$ is in the range [1.29, 2.19]. This confirms the first point seen above.

Hence, AGA outperforms GA i.e. it is more suitable for parallel computing.

4. Conclusion

In this paper we studied a specific variant of the matrix chain product problem where the chain involves square dense and lower/upper triangular matrices. We designed, after adapting a Dynamic Programming algorithm of cubic complexity, two optimal greedy algorithms of linear complexity. A comparison between the two latter who generally permit to derive different optimal chain parenthesizations (OP’s), raised the interest of computing the matrix chain product in parallel for which the second greedy algorithm more efficient. This leads us to precise some
attracting perspectives we intend to study in the future. We may particularly cite the following points.

- Given an OP and adopting a coarse grain parallelism, determine (i) the minimum number of processors to compute the matrix chain product in minimum parallel time i.e. equal to the cost of a critical path in the binary tree (a hard problem [4,13]) and (ii) design an efficient scheduling when a given number of processors is available.
- Given an OP and adopting a fine grain parallelism (particularly when no coarse grain parallelism may be exhibited), choose an adequate grain size fitted to the number of available processors and design an efficient parallel algorithm achieving a good load balancing and where inter-processor communication delays overhead is reduced.
- Achieve an experimental study on a target parallel computer.
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