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Abstract. — We give a new formulation for the problem of task scheduling into unrelated processors under precedence constraints. This formulation has a polynomial number of variables and does not require that the processing times be integer valued.

Keywords: Parallel processing, scheduling, unrelated processors, precedence constraints, makespan.

Résumé. — Nous donnons ici une formulation nouvelle du problème de l'ordonnancement des tâches utilisant des processeurs indépendants sous contraintes de cette formulation à un nombre polynomial de variables et n'exige pas que les temps de traitement aient des valeurs entières.
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1. MOTIVATION

Let $T = \{t_1, \ldots, t_n\}$ be a set of partially ordered tasks and $P = \{p_1, \ldots, p_m\}$ a set of processors. We are also given an (acyclic directed) precedence graph $G = [T, A]$ associated with the set of tasks $[1, 4]$, such that $(t_i, t_j) \in A$ if and only if task $t_i$ must be executed before task $t_j$. Each task has to be assigned to exactly one processor, in which it is entirely executed.

(*) Received September 1996.
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without preemption. For each task $t_j \in T$ and each processor $p_k \in P$, we denote by $d_{jk}$ the total processing time of task $t_j$ in case it is assigned to processor $p_k$. Three situations may occur:

- identical processors: $d_{jk} = d_{j,k_2}, \forall t_j \in T, \forall p_{k_1}, p_{k_2} \in P$
- uniform processors: $d_{j_1,k_1}/d_{j_1,k_2} = d_{j_2,k_1}/d_{j_2,k_2}, \forall t_{j_1}, t_{j_2} \in T, \forall p_{k_1}, p_{k_2} \in P$
- unrelated processors: arbitrary processing times $d_{jk} \forall t_j \in T, \forall p_k \in P$.

The task scheduling problem under precedence constraints consists in finding an optimal assignment of the tasks in $T$ to the processors in $P$ minimizing the makespan, i.e., the maximum completion time among all tasks in $T$. The minimization of the makespan on two uniform processors (problem $Q2||C_{\text{max}}$ in the notation of [8]) is already NP-hard [5, 6].

An application of this problem arises in the context of scheduling tasks of parallel programs. Parallel programs can be represented as a set of interrelated tasks which are sequential units. In a heterogeneous multiprocessor system, we not only have to determine how many, but also which processors should be allocated to an application, as well as which processors are going to be assigned to each task. Greedy algorithms for processor assignment of parallel applications modeled by task precedence graphs in heterogeneous multiprocessor architectures have been proposed by Menascé and Porto [9], while Porto and Ribeiro [11, 12] have studied sequential and parallel algorithms based on the tabu search metaheuristic.

The only known exact formulation [2] for this problem is due to Blazewicz et al. [3] and is based on the discretization of the schedule horizon into unit time-periods. Even regardless of more practical issues concerning its solvability as a large scale integer programming problem, this formulation has two main drawbacks. First, it requires that the processing times be integer valued. Second a non-polynomial number of 0-1 variables is used, due to the splitting of the schedule horizon into unit time-periods. Other works, such as Lasserre and Queyranne [7] and Queyranne and Schulz [13], deal with special cases or similar problems (such as single machine scheduling or multiple machine scheduling without precedence constraints) whose formulations cannot be extended to the more general problem considered in this paper.

In the next section we give a new formulation for the problem of task scheduling into unrelated processors under precedence constraints, involving only a polynomial number of 0-1 variables. Some final remarks are drawn in the last section.
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2. FORMULATION WITH A POLYNOMIAL NUMBER OF VARIABLES

For ease of notation, we define the sets of indices \( N = \{1, \ldots, n\} \) and \( M = \{1, \ldots, m\} \) associated, respectively, with the sets \( T \) of tasks and \( P \) of processors. We define the following class of 0-1 variables:

\[
y_{j,k}^s = \begin{cases} 1, & \text{if task } t_j \text{ is the } s-\text{th task executed by processor } p_k, \\ 0, & \text{otherwise,} \end{cases}
\]

for all \( j \in N, k \in M, \) and \( s = 1, \ldots, n. \) For every task \( t_j \in T, \) we denote by \( w_j \geq 0 \) the starting time of its execution. Moreover, we denote by \( \Gamma(j) \) the set of the indices of the immediate predecessors of task \( t_j, \) i.e. \( \Gamma(j) = \{i \in N | (t_i, t_j) \in A\}. \) Then, the scheduling problem consisting in the minimization of the makespan \( C_{\text{max}} \) under precedence constraints may be formulated as:

\[
\text{minimize } C_{\text{max}}
\]

subject to:

\[
\sum_{k=1}^m \sum_{s=1}^n y_{j,k}^s = 1, \quad \forall j \in N
\]

\[
\sum_{j=1}^n y_{j,k}^1 \leq 1, \quad \forall k \in M
\]

\[
\sum_{j=1}^n y_{j,k}^s \leq \sum_{j=1}^n y_{j,k}^{s-1}, \quad \forall k \in M, \quad \forall s = 2, \ldots, n
\]

\[
w_j \geq w_i + \sum_{k=1}^m \sum_{s=1}^n d_{ik} \cdot y_{i,k}^s, \quad \forall i \in \Gamma(j), \quad \forall j \in N
\]

\[
w_j \geq w_i + d_{ik} - \alpha \cdot \left[2 - \left(y_{i,k}^s + \sum_{r=s+1}^n y_{i,k}^r\right)\right],
\]

\( \forall k \in M, \forall s = 1, \ldots, n-1, \forall (i, j) \in N \times N \)
\[ C_{\text{max}} \geq w_j + \sum_{k=1}^{m} \sum_{s=1}^{n} d_{jk} \cdot y_{js}, \quad \forall j \in N \]  

(7)

\[ y_{jk}^s \in \{0, 1\}, \quad \forall j \in N, \quad \forall k \in M, \quad \forall s = 1, \ldots, n \]  

(8)

\[ w_j \geq 0, \quad \forall j \in N, \]  

(9)

where \( \alpha \gg 0 \) is a sufficiently large penalty coefficient.

Equations (2) ensure that each task is assigned to exactly one processor. Inequalities (3-4) state that each processor can not be simultaneously used by more than one task. The first of those (3) means that at most one task will be the first one to be executed by any given processor \( p_k \in P \). If a task is the \( s \)-th one (with \( s \geq 2 \)) assigned to processor \( p_k \), then there must be another one assigned as the \((s-1)\)-th of this same processor, as stated by inequalities (4). Inequalities (5) express precedence constraints (no task may be started unless all its predecessors have already completed their execution), while constraints (7) define the maximum completion time, i.e. the makespan.

We now turn our attention to constraints (6), which define the sequence of starting times of the set of tasks assigned to the same processor. They express the fact that task \( t_j \) must start at least \( d_{ik} \) time units after the beginning of task \( t_i \), whenever it is executed after task \( t_i \) in the same processor \( p_k \), i.e.

\[ y_{ik}^s = \sum_{r=s+1}^{n} y_{jk}^r = 1 \text{ for some } s = 1, \ldots, n - 1. \]

3. FINAL REMARKS

The success of integer programming methods is known to be very dependent on the bound given by the linear relaxation provided by the formulation. To improve this bound, we seek for stronger inequalities to add to the model. The formulation given in the previous section may be improved further.

One way to measure the “strength” of an inequality is to compute the amount of (affine independent) integer solutions satisfying it at equality. The larger this amount is, the stronger is the inequality (see [10] for details). Inequalities (6) may be strengthened, in such as way that the number of integer solutions satisfying these inequalities at equality increases. To do so, we add new terms to these inequalities, in a process usually called lifting. Assuming that \( i, j, k, \) and \( s \) are fixed, we notice that for a solution to
verify inequality (6) at equality, tasks \( t_i \) and \( t_j \) have to be respectively the \( s \)-th and \( (s + 1) \)-th tasks executed by processor \( p_k \) and, moreover, this processor cannot remain idle between the execution of these two tasks. Lifting inequalities (6) leads to the stronger valid inequalities (6') below:

\[
w_j \geq w_i + d_{ik} - \alpha \cdot \left[ 2 - \left( \sum_{r=1}^{s} y_{ik}^{r} + \sum_{r=s+1}^{n} y_{jk}^{r} \right) \right] + \sum_{l \neq i \neq j, l=1}^{n} d_{lk} \left( y_{ik}^{s} + y_{jk}^{s+1} + \sum_{r=s+1}^{n} y_{jk}^{r} - 1 \right) \tag{6'}
\]

\( \forall k \in M, \quad s = 1, \ldots, n - 1, \quad \forall (i, j) \in N \times N. \)

We do not claim that the original formulation or the new one are directly amenable to be solved by standard integer programming techniques, such as branch-and-bound or branch-and-cut. However, as already mentioned, the original formulation already has two main drawbacks. First, it requires that the processing times be integer valued. Second, a non-polynomial number of 0-1 variables is used, due to the splitting of the schedule horizon into unit time-periods. Both of these difficulties are overcome by the new formulation.

We have developed in this paper a new, more suitable formulation for the problem of task scheduling into unrelated processors under precedence constraints. This formulation makes use of only a polynomial number of 0-1 variables. Moreover, the assumption of integer valued processing times is no longer necessary. Current research and further extensions of this work consist in (1) finding good relaxations of this formulation, which could generate sharper lower bounds for the optimal value of the makespan; (2) solving practical applications on regularly structured precedence graphs, corresponding to real-life processor configurations; (3) deriving preprocessing procedures for variable fixation and coefficient reduction; and (4) its application to the problems already solved by Porto and Ribeiro [11, 12], which would allow the evaluation of the quality of the approximate solutions given by tabu search.
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