P. Richard
C. Proust

Solving scheduling problems using Petri nets and constraint logic programming

RAIRO. Recherche opérationnelle, tome 32, n° 2 (1998), p. 125-143

<http://www.numdam.org/item?id=RO_1998__32_2_125_0>


L’accès aux archives de la revue « RAIRO. Recherche opérationnelle » implique l’accord avec les conditions générales d’utilisation (http://www.numdam.org/legal.php). Toute utilisation commerciale ou impression systématique est constitutive d’une infraction pénale. Toute copie ou impression de ce fichier doit contenir la présente mention de copyright.
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Abstract. — This paper presents an approach to solve scheduling problems from a Petri net model. A timed Petri net describes feasible sequences and schedules of operations. The net is then translated into a CHIP program. Build-in solver of the constraint logic programming language is used to solve the associated scheduling problem. The implementation of the OPTNET software and some results are described. © Elsevier, Paris
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1. INTRODUCTION TO SCHEDULING PROBLEMS

Carlier et al. (1987) say that we deal with a scheduling problem when "we must program the execution of a realisation by assigning resources to tasks and by fixing their execution dates [...]. The tasks are the common denominator of scheduling problems, their definitions are neither always immediate, nor trivial". These problems are hard to solve, most of them are NP-hard (Lawler et al., 1989).

Traditional approaches is made through a mathematical classification of problems as Baker (1974), GOThA (1993). The notation of problems is: n/m/A/B, where n is the number of jobs, m is the number of machines, A (*) Received October 1995.
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is the flow of pieces and internal rules of processing, and B is the measure of performance. Of course, we can model analytically those problems in a classical operational research way (see for instance, for the flowshop problem, Stafford et al. (1990)) to use standard resolution tools. But, on one hand, that does not necessarily allow to use the properties of the studied problem to face its resolution complexity (a specific branch and bound approach allows it), and on the other hand, the initial model can’t be easily extended to take new constraints into account. The efficiency is then synonym of a lack of genericity even if we actually see some attempts to remedy it, as Foure et al. (1993). Classical methods used to solve these problems are enumerative methods (branch and bound, dynamic programming...), and neighborhood methods (tabu search, simulated annealing, genetic algorithms...).

But previous approaches failed to bridge the gap between the theory and practice of scheduling (Bauer et al., 1991). In consequence, other approaches have been made: simulation techniques, artificial intelligence methods... The readers can refer to Bauer et al. (1991) and the special number of IJPR (1988) for a review of these techniques. More recently, the development of constraint programming seems to be interesting in the modelling of scheduling problems (Le Pape, 1994a). Constraints are added to a programming language through an extension of the language as CHIP (Van Hentenryck, 1989) or Prolog III (Colmerauer, 1990), or as a library, as the Ilog Solver C++ library (Le Pape, 1994b). In order to deal with scheduling problems, CHIP and the Ilog library introduce symbolic constraints to represent resources, Aggoun et al. (1993) with CHIP and Le Pape (1994b) with Ilog schedule. The modelling power of these kind of tools is very important, but the resolution abilities are not well known. But those approaches reduce the gap between theory and practice.

All approaches reviewed before are bottom-up, in the sense that a resolution tool is applied to a scheduling problem. Another category of approach is to determine the set of feasible solutions of the scheduling problem without any optimization concern (Baptiste et al. (1991), Roubellat et al. (1994), Levy et al. (1994)). For example in Baptiste et al. (1994), feasible sequences are modeled with a P-Q-R tree, and then exploited with an extension of a CLP language designed by Zidoum et al. (1994), but without any optimization objective.

Our approach to solve scheduling problem is top-down. The first step is the modelling of the scheduling problem with Petri nets (Murata, 1989). The modelling is independant from any resolution tool. In a second step, among emerging resolution tools, we gainst interest with CLP.
First, we recall the basis of Petri nets. In second, we present relation between Petri nets and the scheduling theory. The third part concerns the modelling of scheduling problems with Petri nets. Without lost of generality, we take our examples in the classical flow-shop problem (Johnson, 1954) and its extensions (Proust, 1992). After deduction of the properties of the model, we describe the transcription of the obtained net into a CLP program in CHIP, and the resolution step. Then we present the software implementation and some results.

2. PETRI NETS RECALLED

A Petri net (PN) is a bipartite graph in which the vertices are places and transitions. Weighted edges link places and transitions. More formally, a Petri net is a 4-tuple \(<P,T,\text{In},\text{Out}\rangle\) where:

- \(P\) a finite set of places \(|P| = m\)
- \(T\) a finite set of transitions \(|T| = n\)
- \(\text{In}\) an input function \(P \times T \rightarrow \mathbb{N}\)
- \(\text{Out}\) an output function \(P \times T \rightarrow \mathbb{N}\)

\[\text{In}(p, t) = 0\] if \(p\) does not precede \(t\) else the weight of the edge

\[\text{Out}(p, t) = 0\] if \(p\) is not behind \(t\) else the weight of the edge.

The dynamical behaviour of a PN is made by the flow of marks (or tokens) in its places. The marking function is \(M : P \rightarrow \mathbb{N}\). \(M(p)\) is the number of marks in the place \(p\).

A transition \(t\) is enabled if and only if every input place of \(t\) has a number of marks greater or equal to the weight of the corresponding edge. Firing a sequence of transitions follows the state equation below:

\[M' = M + C\sigma\]

\(C\) is the incidence function: \(C = \text{Out} - \text{In}\)

\(\sigma\) is the firing vector of the (firing) sequence. It is an \(n\) vector in which a \(k\) in \(i^{th}\) position indicates that transition \(i\) is fired \(k\) times.

We note \(\{\bullet p\}\) (respectively \(\{p \cdot\}\)) the set of input (respectively output) transitions of the place \(p\).

An extension of the basic model adds a firing time \((d_t)\) to each transition \((t)\) (called Timed Petri Nets: TPN). A transition is enabled if places are marked at time \(u\). The firing of a transition is decomposed in two phases: instantaneous withdrawal of tokens in input places of \(t\) at time \(u\); instantaneous addition of tokens in output places of \(t\) at date \(u + d_t\). Below, we deal with a particular class of TPN: timed marked graphs (TMG). Adding time to transitions of
a PN was made by Ramchandani (1974). In the following, we assume that no transition is firing at the date $t = 0$.

**Définition:** A timed marked graph is a 3-tuple $G =< R, d, M^0 >$ in which:

- $R$ is a marked graph, *i.e.* every place has exactly one input and one output $|p_*| = |*p| = 1$ and all weights are equal to one.
- $d$ is the time mapping $d : T \rightarrow \mathbb{N}^*$
- $M^0$ is the initial marking. We note $p_{ij}$ the place between the transition $t_i$ and $t_j$, and $M_{ij}$ the initial marking of $p_{ij}$.

The firing time of a transition is no longer atomic in this model, but we assume that no transition can have more than one fire in progress (it is usually ensure by associating places, in input and output of each transition, marked by one token). The parallelism of transition firing is effective. The marking at date $u$ of the PN is not sufficient to describe the state of the net. It is necessary to know the date of firing of transitions in progress (the residual firing times). Thus, the notion of firing sequence is not sufficient to determine the net evolution for a span of time. For that, Chrétienne (1983) introduces the notions of controlled execution and state. Before defining the notion of state, we must define the residual firing time of a transition $R_t(u)$ where $x^n_t$ is the date of the $n$-th fire of transition $t$:

- $R_t(u) = 0$ if $0 \leq u \leq x^n_t$;
- $R_t(u) = x^n_t + d_t - u$ if $x^n_t < u < x^n_t + d_t$;
- $R_t(u) = 0$ if $x^n_t + d_t < u < x^{n+1}_t$.

**Définition:** a state is a couple $(M(u), R(u))$ in which

- $M(u) = (M_p(u))_{p \in P}$ the marking vector at date $u$
- $R(u) = (R_t(u))_{t \in T}$ the residual time vector at date $u$.

**Définition:** a controlled execution is the step function of the firing dates series.

The characteristic vector $N = (N_t)_{t \in T}$ of a controlled execution stores the number of initiations at date $u$. A controlled execution is said feasible if the behaviour of the net insures that the marking remains nonnegative at any date $u$. A controlled execution can be represented by a Gantt diagram (fig. 1).
Chrétienne (1983) has shown that constraints on firing dates in a TMG are potentials constraints:

**Theorem 1:** A controlled execution of a TMG is feasible iff the firing dates follow the inequalities

\[
\forall t_i, N_{t_i} > 0, x_{t_i}^{\frac{1}{t_i}} \geq 0, \forall p_{ij} \in P, N_{t_j} \geq 0,
\forall n \begin{cases} 
n \geq 1 \\
n + M_{ij} \leq N_{t_j}
\end{cases} \Rightarrow \begin{cases} 
n \leq N_{t_i} \\
x_j^n + M_{ij} \geq x_i^n + d_i
\end{cases}
\]  

This result is easy to understand. Let us consider an elementary part of a marked graph (a place \( p_{ij} \) with its two transitions \((t_i, t_j)\)), its form follows necessary \( |p_0| = |p| = 1 \). \( t_j \) can be simultaneously fired \( M_{ij} \) times, at date \( t = 0 \), unless \( t_i \) was fired once. Afterwards, every firing of \( t_j \) must be preceded by a firing of \( t_i \), to bring a mark in \( p_{ij} \) (enabling \( t_j \)).

3. SCHEDULING AND PETRI NETS

Petri nets (PN) allows the modelling of scheduling problems constraints with a homogenous graphical formalism. They define central problems of the scheduling theory. For instance, TMG generalize the PERT/CPM methods
to cyclic problems (DiCesare et al. (1993). Usually, the places ($P$) represent stocks and resources; the transitions ($T$) represent operations; the tokens (or marks) are tasks and amount of resources.

Petri nets have been used to deal with cyclic scheduling. For instance Ramchandani (1974), Chrétienne (1983), Hillion et al. (1989), Munier (1993), Julia et al. (1995). They have been also used to study acyclic scheduling, for instance Chu (1993), Lee (1994), Cheng et al. (1994), Proth (1994), Richard et al. (1994). The optimized performance criterion is not modeled with the TPN, as it is the case with other models (i.e. mathematical programming). The total completion time ($C_{\text{max}}$) is defined by ending time of firing transition: $C_{\text{max}} = \max_{t \in T} (x_t^{N_t} + d_t)$ where $N = (N_t)$ is the characteristic vector (the fire number of transitions) to consider for the scheduling period. A scheduling criterion is regular, in scheduling theory, if it is non-decreasing in function of the tasks ending dates. $C_{\text{max}}$ is obviously regular since a controlled execution is a non-decreasing step function.

In order to deal with due dates, an integer $p_t$ can be associated to each transition, as Richard et al. (1995a). Thus, the following criteria can be defined: lateness ($L_{\text{max}}$), $L_{\text{max}} = \max_{t \in T} (n \max_{n=1...n_t} (x_t^n + p_t - n \cdot d_t))$, and tardiness ($T_{\text{max}}$), $T_{\text{max}} = \max_{t \in T} (\max_{n=1...n_t} (x_t^n + p_t - n \cdot d_t), 0)$. These performance criteria are very used in industrial problems (Baker, 1974, and French, 1982).

Carlier et al. (1988) study the scheduling of firing sequences of TPN. In that paper, the parallel is made between the notions of tasks sequences and firing sequences on one hand, and the notions of schedules and controlled executions on other hand. Classically, in scheduling theory, the study of performance criterion allows to limit the search space of feasible solutions. For instance, for any regular criterion, it is only necessary to consider the schedules for which the operations execute as early as possible on each machine (semi-active schedules). That allows to associate one schedule to each sequence. Carlier et al. (1988) say that the same reasoning is applicable for TPN when the criterion studied is regular. The set of feasible solutions is then the set of earliest controlled executions associated to each feasible firing sequence.

The generalization of scheduling algorithms is obtained by showing equivalence between performance criteria. For instance, minimizing $C_{\text{max}}$ is equivalent to maximize the average number of processing machines ($\bar{N}_p$) during the scheduling period. We show the same result with TPN concepts.
Property 1: Following performance criteria are equivalent:

(i) \( \min C_{\text{max}} \); (ii) \( \max \bar{R}_t \); (iii) \( \max N_p \)

where

\[ \bar{R}_t = \frac{1}{C_{\text{max}}} \int_0^{C_{\text{max}}} R_t(u) \, du, \quad N_p(u) = \sum_{t \in T} \delta_t(u) \]

and \( \delta_t(u) = 1 \) if \( R_t(u) > 0 \) and 0 otherwise.

Proof: (a) \( \min C_{\text{max}} \Leftrightarrow \max \bar{R}_t \), \( \forall t \bar{R}_t = \frac{1}{C_{\text{max}}} \int_0^{C_{\text{max}}} R_t(u) \, du = \frac{1}{C_{\text{max}}} \sum_{i=1}^{N_t} \int_{x_i}^{x_i+d_i} (x_i + d_i - u) \, du = \frac{N_t d_i^2}{2 C_{\text{max}}} \).

(b) \( \min C_{\text{max}} \Leftrightarrow \max \bar{N}_p \), \( \bar{N}_p = \frac{1}{C_{\text{max}}} \sum_{t \in T} \int_0^{C_{\text{max}}} \delta_t(u) \, du = \frac{1}{C_{\text{max}}} \sum_{t \in T} N_t d_t \).

Those results allow us to think that PN constitutes a homogenous model to study scheduling problems, both on modelling and theoretical point of view.

4. MODELLING OF SCHEDULING PROBLEMS – THE FLOWSHOP EXAMPLE

The modelling of scheduling problems with TPN consists on a design of a net where only the feasible schedules are reachable (feasible controlled executions). Then, come two choices: using high level PN or elementary PN. The former gives abstractions that are usually obtained with a loss of properties (DiCesare et al. 1993). For example Valentin et al. (1994) uses a high level Petri net to study the job-shop problems. Thus, the use of elementary PN is often preferred. But the model is too large to be wholly designed without a method. We have decided to model each constraint and extension of the basic flowshop problem (Proust, 1992) by different nets. The global net is obtained by a synthesis of all the set of designed nets. The constraints modelling of the flowshop problem family is given below. Note that, since for all regular performance criterion, it is only necessary to consider earliest controlled executions, we can add transitions with nought delay to model particular events (starting or ending of operations). The modelling of constraints is given Figure 2.

Two synthesis techniques of PN have been proposed: the bottom-up and the top down techniques. The first technique merges the two parts of independant nets into one. The second technique makes a decomposition
(a) A task $i$ viewed as a single operation outside the shop

$$\forall i = 1..n$$

(b) A task is a sequence of operations. Places symbolize stocks between machines

$$t_{i1} \rightarrow \cdots \rightarrow t_{im}$$

(c) Machines are mutual exclusion places.

$$\text{M}_j \bigcirc \hspace{1cm} t_{i1} \rightarrow (d_{i1})$$

(d) In a permutation problem, the tasks pass in the same order on every machines. (stocks between machines are fifo managed).

$$t_{ij \rightarrow o} \rightarrow (o) \rightarrow (o) \rightarrow t_{ij}$$

(e) Delays between operations.

- Start lag $D_i$; the start of $t_{ij+1}$ can’t occur before the starting time $t_{ij} + D_i$.
- Stop lag $E_i$; the end of $t_{ij+1}$ can’t happen before the end of $t_{ij} + E_i$.
- Transport time $a_{ij}$ between the machine $j$ and $j+1$ for task $i$.

(f) Limited stock capacity between machines $j$ and $j+1$ ($b_{ij,j+1}$). The places $b_{ij,j+1}$ are initialized with $b_{ij,j+1}$ tokens. $M_j$ and $M_{j+1}$ are the machine constraints.

(g) General precedence constraint. We insert a place between the two transitions (operations) in precedence relation.

(h) Setup $s_{ij}$ and remove time $r_{ij}$ of tools which are not sequence dependent.

Figure 2. – The modelling of shop scheduling constraints.

(Stepwise refinements) of places and/or transitions in subnets. Those principal techniques are summarized by DiCesare et al. (1993).

In presence of highly shared resources, modelling with one of those approaches is impossible. A combination of those two techniques must be used (hybrid approach), but then the systematic feature of the modelling
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requires a synthesis procedure. It expresses the order and the use of synthesis rules. We give below the rules which we are going to use (fig. 3). The origin of the rule is indicated between brackets without mentioning the exact references. In the following N1 N2 represents the merge of the nets N1 and N2.

**bottom-up techniques**

R1 merging of places
(Agerwala, Choed-Amphai 78)

R2 merging of elementary paths
(Beek, Krogh 86)

R3 extension with a path
(Datta, Gosh 84)

**top-down techniques**

R4 refinement of transitions
(N2 is a well-formed block)
(block in N2 represents a subnet.
(Valette 79)

R5 refinement of places
(permits to use the R4 rule after)
(Suzuki, Murata 83)

---

Example 1: The necessity to use the two techniques is illustrated for the modelling of limited buffer capacity between machines (fig. 4). Since the net is timed, that modelling means that the two machines are serialized. It can

---

Figure 3. – Synthesis techniques of Petri nets.

![Diagram of Petri nets](image)

Figure 4. – The need of an hybrid synthesis approach.
be corrected if $t_1$ and $t_2$ are decomposed to set the events: start of operation $t_2$ and end of operations $t_1$ (using the R4 rule).

The same approach must be used to model fifo stocks. The modelling of problem $n/m/F$, constraints/Cmax follows the synthesis procedure given hereafter:

**Synthesis procedure**

step 1: modelling each task as in (a)

step 2: setting the sequence of operations for each task as in (b)

step 3: modelling resource constraints with R2 (c)

step 4: modelling setup time and remove time of tools with R4 (h)

step 5: modelling constraints of limited stocks capacity (f)

- 5.1. building the limitation of the stock with R2
- 5.2. decomposing the input and output transitions of the stock with R4

step 6: modelling fifo stocks (d)

- 6.1. using R4 to insert a transition with a zero duration after $t_1$
- 6.2. decomposing the place between $t_0$ and $t_1$ to insert the stock (f) with R5
- 6.3. placing mutual exclusion loop of stocks parts with R2

step 7: modelling the lateness with R2 (e)

step 8: modelling precedence constraints with R3 (g)

step 9: merging resource places and stock places with RL.

**Example 2**: modelling of $n/3/F$, $b_{j,j+1}$, $a_{ij}/Cmax$ with the above synthesis procedure. For each job $i$, we have following steps (fig. 5).

**Property 2**: The global net, after synthesis, can be decomposed into:

- **timed marked graph**,

- **shared resources constrained by $n$ processes**, (i.e. structure of figure 6).

These kinds of shared resources are also used in the modelling approach of flexible manufacturing system by Zhou *et al.* (1991), and are called “parallel mutual exclusion” resources. But these authors focus on the validation of the properties as deadlock, liveness and reversibility.

The introduction of renewable resource constraints modify the structure of the net, *i.e.* it is no longer a marked graph. We show with an example that the sufficient condition, of the theorem 1, is no longer true. If $t_i$ and $t_j$
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step 1

\[ \square \: T_i \]

- \( t_{i1} \)
- \( M_1 \)

step 2 and 3

- \( t_{i2} \)
- \( M_2 \)
- \( t_{i3} \)
- \( M_3 \)

step 5.1

- \( t_{i1} \)
- \( t_{i2} \)
- \( t_{i3} \)
- \( M_1 \)
- \( b_{12} \)
- \( M_2 \)
- \( b_{23} \)
- \( M_3 \)

step 5.2

- \( t_{i1} \)
- \( b_{12} \)
- \( t_{i2} \)
- \( b_{23} \)
- \( t_{i3} \)
- \( M_1 \)
- \( M_2 \)
- \( M_3 \)

step 7

- \( t_1 \)
- \( (a_1) \)
- \( t_{i1} \)
- \( t_{i2} \)
- \( M_1 \)
- \( b_{12} \)
- \( t_{i3} \)
- \( M_2 \)
- \( b_{23} \)
- \( t_{i4} \)
- \( M_3 \)

For each transport constraint

step 9: merging of places \( M_1 \), \( M_2 \), \( M_3 \), \( b_{12} \), \( b_{23} \) of the n nets gives the final one. For instance, the obtained net with two generic jobs \( i \) and \( j \) is:

\[
\begin{align*}
&i_1 \quad (a_{i1}) \quad i_2 \quad (a_{i2}) \quad i_3 \\
&b_{12} \quad b_{23} \quad M_i \quad M_j \\
&i_4 \quad (a_{j1}) \quad i_5 \quad (a_{j2}) \quad i_6 \\
&b_{12} \quad b_{23} \quad M_i \quad M_j
\end{align*}
\]

Figure 5. - Example using the synthesis procedure.

\[
\begin{align*}
t_1 & \quad M_i \\
t_2 & \quad t_3
\end{align*}
\]

Figure 6. - Net structure of a shared renewable resource.
verify the linear inequalities, we have \( x_j^n \geq \nu_j \) and \( x_i^n \geq \nu_i \) where \( \nu_i \) and \( \nu_j \) are the bounds of the \( n \)-th fire of \( t_i \) and \( t_j \). If \( t_i \) is fired first, the bound \( \nu_j \) becomes \( \nu_j + d_i \) and conversely, if \( t_j \) is fired first, \( \nu_i \) becomes \( \nu_i + d_j \). Therefore, there is no linearity of the inequalities according to the ordering of the allocation of the resources on the jobs. Besides, the necessary condition still holds since \( \forall t_i, d_i \in \mathbb{N} \). In fact, resource conflicts delay firing dates.

5. SOLVING WITH CONSTRAINT LOGIC PROGRAMMING

Solving scheduling problems consists on the computation of optimal controlled execution with a given characteristic vector. Among emergent resolution techniques we focus our interest on logic programming with constraint propagation (CLP). We use the CHIP language (Van Hentenryck, 1989, and Cosytec, 1993).

CLP does not restrict itself to the manipulation of symbolic terms, and extends the mecanisms of logic programming to different domains: booleans, rationals, finite domains. A finite domain variable is an integer variable which takes its values in a finite non empty set. Linear terms are built with these variables and \(+\) and \(\times\) operators. A constraint is the comparison of two linear terms with classical arithmetic comparators. Symbolic constraints, specially designed for specific problems, are also predefined. For instance the cumulative constraint of the CHIP language is designed to serve in the resolution of scheduling problems (Aggoun et al., 1993).

A CLP program is classically divided in two parts. In the first one, variables are declared and the constraints are set. In the second one, values are assigned to variables, such that the optimum is reached (with a build in branch and bound technique). The disjunctive constraints generated by a shared resource, can be set in different ways. An efficient one is the build-in cumulative constraint of the CHIP language.

The PN graph, which models the scheduling problem, is represented in the CHIP language by a set of clauses. Some additive clauses define the list of places, transitions, firing durations, the initial marking. The part of the model, which is a marked graph, is represented by the set of place/transition incidence relations. In fact a clause has the form \( \text{edge}(\text{rel}, p, t) \) where \( \text{rel} \) takes its values in \{in, out\}. The resource part of the model is coded like \( \text{edge}_\text{res}(p, t_{\text{req}}, t_{\text{rel}}, v) \) where \( t_{\text{req}} \) and \( t_{\text{rel}} \) are the request and the release transitions for the resource \( p \) and its required quantity \( v \). These correspondances are summarized in Figure 7.
Other lists are added to complete the data (places, resources, durations, marking, characteristic vector).

*Example 3:* The example hereafter shows the transcription of a net in the CHIP language (Figure 8).

Chrétienne (1983) presents an algorithm to compute the completion time of $M$ fires in a TMG. The principle is to unfold the marked graph by considering every fire of the same transition as a new vertex. In this new graph, called the developed graph, every edge represents a potential constraint between each fire. It is a generalization of the conjunctive graph, as defined by Roy (1970), on which the set of minimal potential is build. The optimum is reached by taking the critical path (the path for which the sum of the potentials is maximal). The use of the CLP will avoid us to build the developed graph by using directly the inequality of theorem 1. Moreover, we can deal with both disjunctive and conjunctive constraints (Richard *et al*., 1995b).

![Figure 7. Transcription rules of the net into CLP clauses.](image.png)

![Figure 8. Transcription of a net into a CHIP program.](image.png)
The resolution of the scheduling problem uses a finite domain variable for each fire occurrence. In the particular case of the flowshop, each transition is fired only once. Constraints on firing dates of a marked graph are potential constraints. For every input place \( p \) of \( t \), we set an inequality constraint: \( x_t^1 \geq 0 \) if the marking of \( p \) is equal to \( 1 (m(p) = 1) \), else \( x_t^1 \geq x_{t'}^1 + d_{t'} \), where \( t' \) is the input transition of \( p \). An algorithm which sets potential constraints in the CHIP language for marked graph is given by Richard (1994). Resource constraints use the built-in cumulative constraint. We note before edge_res \((p, X t, Y t, V t)\), where \( X t, Y t, V t \) are finite domain variables. Parameters of cumulative are: Starts (list of the demand dates of the resource: \( X t \)), Durations (a list of non instanciated finite domain variables), Ends (list of release dates of the resource: \( Y t + D t \)), Quantity (list of the quantity of resource required for the operation: \( V t \)), High (the total amount of the resource – it is the initial marking of the place \( p \)). In the above example, the constraint set will be: cumulative \(([x_{t_1}^1, x_{t_2}^1], [D_1, D_2], [x_{t_1}^1, x_{t_2}^1], [1, 1], 1)\). Constraints computing the \( C_{max} \) are \( \forall t \in T, C_{max} \geq x_t^{N_t} + d_t \). The start of the CHIP solver, associated to finite domain, is made by assigning values to free variables. The constraint propagation phase restricts as many domains as possible. The skeleton of the algorithm is given hereafter:

\textbf{Skeleton of the algorithm:}

\begin{itemize}
  \item step 1: build the list of firing dates (finite domain variables)
  \item step 2: set potential constraints
    \begin{itemize}
      \item set renewable resource constraints
      \item set constraints for the \( C_{max} \) computation
    \end{itemize}
  \item step 3: optimize with a built-in branch and bound procedure technique
\end{itemize}

We describe the algorithm which sets the potential constraints in an imperative form to make understanding easier (Figure 9). The constraints that we must set take the form of theorem 1. The number of fires, fixed by the user, allows to build the characteristic vector of the controlled execution. \( N_t \) is the number of fire of \( t_t \).

Cavalier \textit{et al.} (1995) have developed a prototype, called OPTNET. We report some results hereafter.

\section*{6. IMPLEMENTATION AND RESULTS}

The software developed is OPTNET (OPTimization of Petri NETs) with the CHIP language on a Sun Sparc Station under Solaris 2.2. The net
Algorithm potential-constraints

Begin
For i ← 1 à n do
    For all \( j \in \Gamma^+(i) \) do
        /* successor of \( t_i \) in the graph */
        \( k \leftarrow n_j \\
        \text{While } k-M_{ij} > 0 \text{ do}
        \quad \text{set constraint } \{ x^k_t - M_{ij} + d_i \leq x^k_j \}
        \quad k \leftarrow k-1
    End for
End for
End

Figure 9. – Algorithm which set potential constraints.

is described in a textual form as we seen in the previous sections. But there’s no problem to design the net through a graphical interface, by using transcription rules defined below. The global architecture of the software is given Figure 10.

The graphic interface is used to parametrize the net (duration associated to transitions, the number of tokens in each place), and the resolution characteristics (bound of time, presentation of Gantt diagrams). Gantt diagrams can be drawn with one line per transition, or one line for a set of transitions (i.e. a job), which is set with the graphical interface. During the resolution step, each solution found is drawn in the Gantt diagram window. To avoid long resolution time, the user can provide a maximal resolution time after which the solver must stop. When the time is elapsed, the solver is stopped and the best solution that was found is given. In general, the optimal solution is found fastly, but it takes a lot of time for CHIP to prove its optimality. For our tests, we use the flow-shop problem. It is well known

Figure 10. – OPTNET software architecture.
that permutation schedules (i.e. stocks between machines are managed in fifo) are dominant (a subset of optimal schedules) for the \( n/2/F/\)Regular Rule and for the \( n/3/F/C_{\text{max}} \) problems (Baker, 1974). So, most resolution techniques (optimal or heuristic) limit the search space to the permutation schedules. Optnet doesn’t exploit this kind of dominance properties, and searches a solution in the general case.

We report some results, in figure 11, on the \( n/2/F/C_{\text{max}} \), the \( n/2/F,S_{\text{nsd}},R_{\text{nsd}}/C_{\text{max}} \), and the \( n/m/F/C_{\text{max}} \) (\( m \geq 3 \)) problems. Those two first problems are solved optimally with polynomials algorithm J, defined by Johnson (1954) and SH designed by Sule et al. (1983). Cavalier et al. (1995) have implemented them with the CHIP language too.

<table>
<thead>
<tr>
<th>Polynomial Problems</th>
<th>OPTNET (ms)</th>
<th>Classical algorithms (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb1 ( (4/2/F/C_{\text{max}}) )</td>
<td>230</td>
<td>59.7 (J)</td>
</tr>
<tr>
<td>Pb2 ( (5/2/F/C_{\text{max}}) )</td>
<td>510</td>
<td>74.4 (J)</td>
</tr>
<tr>
<td>Pb3 ( (6/2/F/C_{\text{max}}) )</td>
<td>300</td>
<td>94.8 (J)</td>
</tr>
<tr>
<td>Pb4 ( (2/2/F,S_{\text{nsd}},R_{\text{nsd}}/C_{\text{max}}) )</td>
<td>873</td>
<td>26.2 (SH)</td>
</tr>
<tr>
<td>Pb5 ( (3/2/F,S_{\text{nsd}},R_{\text{nsd}}/C_{\text{max}}) )</td>
<td>342285</td>
<td>39.8 (SH)</td>
</tr>
<tr>
<td>Pb6 ( (4/2/F,S_{\text{nsd}},R_{\text{nsd}}/C_{\text{max}}) )</td>
<td>NS*</td>
<td>56.4 (SH)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Strongly NP-hard Problems</th>
<th>OPTNET (ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pb7 ( (3/3/F/C_{\text{max}}) )</td>
<td>320</td>
</tr>
<tr>
<td>Pb8 ( (4/3/F/C_{\text{max}}) )</td>
<td>370</td>
</tr>
<tr>
<td>Pb9 ( (4/4/F/C_{\text{max}}) )</td>
<td>230</td>
</tr>
<tr>
<td>Pb10 ( (4/5/F/C_{\text{max}}) )</td>
<td>800</td>
</tr>
<tr>
<td>Pb11 ( (4/9/F/C_{\text{max}}) )</td>
<td>2680</td>
</tr>
<tr>
<td>Pb12 ( (5/4/F/C_{\text{max}}) )</td>
<td>4600</td>
</tr>
</tbody>
</table>

NS*: not solve after one day of computing

Figure 11. – Results.

We can note that the resolution time with Optnet is very large in comparison with the polynomial algorithm. But, as we noted before, the polynomial algorithm exploits the dominance property of permutation schedules. That considerably reduces the search space. Optnet has difficulties to solve a \( n/2/F,S_{\text{nsd}},R_{\text{nsd}}/C_{\text{max}} \) because the durations of the operations in the cumulative constraint are not known at the beginning of the resolution phase. In fact, the durations are set with constraints. In that case, solving
optimally with CHIP is much cheaper. The resolution time increases mainly with the number of jobs. Default search strategies are not adapted to the resolution of scheduling problems. So, it seems necessary to take into account the specific constraints of the problem, as regular criterion and permutation schedules properties, if we want to solve optimally problems such as: $n/m/F, S_{n/sd}, R_{n/sd}, r_i$, lag times, limited buffer capacity, $.../C_{max}$ (even for small size problems). OPTNET is a flexible resolution tool with a top-down approach. In this way, Petri nets are used to specify the set of feasible schedules with a graphical tool.

7. CONCLUSION

We have presented a homogeneous approach to solve (shop) scheduling problems submitted to various constraints. The PN advantages have been explained in the first part, then a modelling technique has been exposed, which is based on a hybrid synthesis procedure. And then, the resolution of the modeled problem has been obtained by using the CHIP CLP language. But, according to our experience, default search strategies of CLP language are, in general, not adapted to the resolution of NP-hard problems. The use of constraint and solver as black boxes forbids efficient implementations.

But, in most cases the optimum is not required. As Ackoff (1977) said “preoccupation with optimization leads to a withdrawal from reality”. Industrial problems require more flexibility than optimality. So a perspective of our work is to design a computer aided approach to take into account human decisions.
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