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Abstract. — In many instances, when people search a database, they are searching for a best record instead of a record with a particular set of characteristics. Using boolean queries to develop a search strategy to find a best record has proven too difficult, especially for novice users. We construct an optimal decision strategy for finding the best available alternative that takes into account both the expected value of continued search and the cost of search. The optimal strategy is intuitively appealing, and can be used as the basis for heuristics in more complex environments.
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1. INTRODUCTION

With traditional database systems people define a query in terms of the characteristics of the records they want to retrieve. The database management system searches for records that match the desired characteristics exactly. In many cases, however, people want the record representing the best available alternative and not a record with a specific set of characteristics. These cases include choosing products and services in electronic shopping systems...
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and selecting members for a project team from a personnel database. This scenario is described more fully in Moore, Richmond and Whinston [4].

Searching choice oriented systems requires understanding the user's preferences and taking into account the cost of search. In many instances, these databases will be very large and the user will be charged based on the length of the search. The system must therefore make a tradeoff between the expected gain from additional search and the expected cost from that search. In response to the need for systems that search for a best record and incorporate the cost of search in the search process, Moore, Richmond and Whinston [5] take an economic, decision theoretic approach to information retrieval. They look at selecting the best record from a file. The file is treated as a choice set, and the individual decision makers have preferences over the records in the file. The individuals who want to access the file must all use the same decision process or algorithm. The algorithm balances the cost of computing against the value of further search. Under certain restrictions on the searcher's and the individuals' utility functions, they are able to construct an optimal algorithm for finding the best record in the file. Moore et al.'s approach is limited by the restriction of the user's preferences to two attributes.

In this paper, we extend the work of Moore, Richmond and Whinston [5] by developing an optimal search algorithm for a database with \( n \) attributes. We integrate the decision problem with the database system by viewing the retrieval process (algorithm) as a formalization of part of the database user's decision strategy. Taking this decision-theoretic approach enables us to incorporate the user's preferences and values when evaluating and selecting a retrieval algorithm. In our approach, the net value of retrieving a particular record depends on the user's information and the cost to the user (in dollars or mental effort) of the retrieval process. Different retrieval algorithms may, therefore, retrieve different records in response to the same query. We use a decision model that incorporates the cost of the decision process in determining an optimal decision, and we model decision making as a two-stage process—gathering information and selecting an alternative.

We draw upon an economic model [3] commonly used in marketing [1], and we model the users' preferences over the records with an additive, linear function of the attributes. The users know the available attributes, but they do not know which alternatives have which attributes. When the users' believe that each alternative is equally likely to have each attribute, and that the existence of any attribute is independent of the existence of any other
attribute, the optimal search strategy is to examine the attributes in decreasing order of their importance to the user. This search strategy is optimal because it maximizes the user's expected utility minus his or her expected search costs. Examining an attribute is logically equivalent to using an inverted file to determine which alternatives (records) have a particular attribute. The process of examining attributes ends when the expected cost of obtaining more information outweighs the value of obtaining the information.

The optimal process described above depends on the individual. Each user will have his or her own retrieval algorithm that is based on individual preferences. The structure of the algorithm is common across individuals, however, and can be implemented in a database management system. In addition, the algorithm does not require a common, system-wide similarity measure as is used in some systems, and obtaining a functional representation of the user's preferences can be accomplished using self-explicated weights or various forms of conjoint analysis [2].

This paper is divided into four sections. In Section 2, we present the decision model that is the basis for this work. In Section 3 we construct an optimal decision strategy, and in Section 4, we conclude with a discussion of extensions of this work.

2. MODEL

We conceptualize the choice problem by using a decision model that is implemented within the context of a database system. We model the set of alternatives as a database and the retrieval algorithm as a decision process. When faced with a choice problem, such as which car to buy or which set of employees to assign to a project, the database user wants to select the best available record from the database. We assume that there are $m$ records in the database, each represented by $n$ attributes, and the decision maker's payoff is a function of the attributes of the record selected. This view of the choice problem is consistent with the economic model proposed by Lancaster [3], consumer choice models used in marketing [1] and the psychological models proposed by Tversky [8, 9], thus merging the fields of economics, marketing, psychology and database retrieval.

When faced with a choice problem, a database user usually needs to gather information about the possible alternatives. Database systems provide a natural place to store information on the alternatives, and the query process naturally embodies the search strategy. When gathering information, the database management system should make a tradeoff between the value
or accuracy of the decision and the cost of acquiring and processing the information, including the cost of making the choice. In general, the user does not want to pay for complete information on the alternatives before evaluating and selecting the final choice. There is a tradeoff between the cost of obtaining more information and the expected improvement in the choice that may result from the additional information. As an example, envision a user searching a database to find a used car. The user’s ideal choice is a 1964 red, convertible, E-type Jaguar that costs nothing, and he or she has found a 1964, red, convertible, E-type Jaguar that costs one dollar. It is unlikely that getting more information on the other available cars will result in a better choice.

To explore the process of searching a database for a best record, we use the Moore and Whinston [6, 7] choice model, which explicitly accounts for the tradeoff between the cost and the value of additional information. In the model a choice, \( D \), is a function of eight parameters.

\[
D = \langle X, \phi, D, \omega, A, \{M_a|a \in A\}, c, r \rangle
\]

where:

- \( X \) is the state space. It represents the set of possible database instantiations. \( x \in X \) is one database instantiation.
- \( \phi \) is a probability distribution over the set of possible states of the world, \( X \cdot \phi (x) \) represents the probability that \( x \) is the true state (i.e., that \( x \) is the actual database instantiation in use). We use the probability distribution over the set of possible database instantiations to construct a retrieval algorithm that maximizes the net expected payoff for searching an arbitrary database instantiation.
- \( D \) is the set of possible final decisions or choices. Here, it is the set of alternatives represented by the records in the database. The user will choose one record, \( d \). The record chosen depends on the database management system’s response to the user query (i.e., it depends on the search process the database management system uses).
- \( \omega \) is a function of the true state of the world (the database instantiation), \( x \), and the record(s), \( d \), the database management system returns in response to the query. Each individual user has his or her own \( \omega (x, d) \), which represents the user’s preferences over the alternatives in the database.
- \( A \) is the set of information gathering actions. It represents the available computations and comparisons. Each \( a \in A \) results in a signal or response. In this case, each action, \( a \in A \), is similar to an inverted file lookup that
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identifies the records having a particular attribute, and the signal is the set of records having the particular attribute. Note that we are concerned with the logical search strategy. Implementing each action need not be done with an inverted file lookup.

\( \{M_a\} \) is the partition of the state space resulting from action \( a \).

\( \{M_a\} = \{M_{a,1}, \ldots, M_{a,\eta(a)}\} \) where \( \eta(a) \) is the number of possible signals resulting from action \( a \). In this case, \( \eta(a) \) is the number of possible responses from an inverted file lookup. Each \( M_{a,i} \) represents the set of possible database instantiations whose records have values for attribute \( a \) corresponding to those identified as the \( i \)-th possible response to action \( a \).

\( c \) is a function of the information actions, where \( c(a) \) is the cost to the user of executing action \( a \). In this context, \( c \) is the cost of an (logical) inverted file lookup. If the user is charged for using the system, then \( c \) is a dollar cost; otherwise, \( c \) is the dollar cost of the user's time and the mental cost of using the system.

\( r \) is the maximum number of attributes the database management system can examine to solve the query.

The goal is to determine an information and decision strategy (retrieval algorithm), \( \sigma \), that maximizes \( \Omega(\sigma) - \Gamma(\sigma) \), where:

\( \sigma \) defines the sequence of logical inverted file accesses used to answer the query. More formally, \( \sigma \) is a sequence of actions that partition the state space. At each element of a partition \( a \) (possibly different) action is specified. For each element of the final partition, \( \sigma \) determines the records the database management system will display.

\( \Omega \) is the value of the strategy, \( \sigma \), to the user. It is the sum over all possible database instantiations of the probability of a particular instantiation times the value to the user of the record(s) retrieved for the query under strategy \( \sigma \). \( \Omega \) is the gross expected value of the strategy \( \sigma \).

\( \Gamma \) is the gross expected cost of the strategy \( \sigma \). It is the sum over all possible database instantiations of the probability of a particular instantiation multiplied by the cost of retrieving the record(s) to answer the query under strategy \( \sigma \).

The following definition introduces the majority of the terminology used throughout this paper. Figure 1 highlights the key terms.

**Definition 2.1:** A decision strategy \( \sigma \) is represented by a sequence of \( r + 1 \) pairs. \( \sigma = ((B_1, \alpha_1), \ldots, (B_{r+1}, \delta)) \) where:
is a partition of the state space and is termed an information structure \( \mathbf{B}_t = \{B_i\} = \{B_1, B_2, \ldots, B_k\} \) and is defined by the logical inverted file lookups performed. Each \( B_i \) is a set of states.

\( \mathbf{B}_1 \) is the entire state space (i.e., \( \mathbf{B}_1 = X \)).

\( \alpha_t \) defines the action taken at the \( t \)-th step of the search strategy on each element of the partition \( \mathbf{B}_t \). \( \alpha_t : \mathbf{B}_t \rightarrow A \). For example, let \( \mathbf{B}_t = \{B_1, B_2, B_3\} \) and let the function \( \alpha_t (\mathbf{B}_t) \) be given by \( \alpha_t (B_1) = 0, \alpha_t (B_2) = 0, \alpha_t (B_3) = 3 \). The \( \alpha_t (\mathbf{B}_t) \) corresponds to taking no information-acquisition action at step \( t \) if the true state is an element of \( B_1 \) or \( B_2 \), and taking experiment 3 if the true state is an element of \( B_3 \).

\( \iota (a, B) \) is a set of sets of states. It is the partition resulting from taking experiment \( a \) on partition element \( B \). \( \iota (a, B) = \{M_a\} \cap B \).

\( \delta \) defines the final decision made after the information gathering process. \( \delta : \mathbf{B}_{r+1} \rightarrow D \). It defines the record(s) presented to the user in response to an query.

\[
\Omega (\sigma) = \sum_{B \in \mathbf{B}_{r+1}} \sum_{x \in B} \phi (x) \omega (x, d), \text{ where } d \text{ is the decision taken when the information-gathering strategy ends in partition element } B.
\]

\[
\Gamma = \sum_{B \in \mathbf{B}_{r+1}} \pi (B) C (B), \text{ where } C (B) \text{ is the cost of executing the experiments that result in partition element } B, \text{ and } \pi (B) \text{ is the probability of the true state being in partition element } B. \text{ This is the cost the user expects to pay to query the database.}
\]

In the database formulation of the choice problem, the elements of the state space, \( X \), are database instantations represented by \( m \times n \) matrices, \( Z \), where there are \( m \) records or alternatives, each represented by a row of \( Z \); and there are \( n \) attributes, represented by the columns of \( Z \), which the alternatives may possess. The user’s preferences over the records are represented by \( \omega (x, d) \), where \( d \) is one of the \( m \) rows and \( \omega \) is a function of the \( n \) attributes. Since there is a cost to obtaining the information, the user may not want the database management system to examine all the attributes, so the user’s preference for an alternative must be estimated. We want to find an optimal retrieval algorithm, given an individual’s preference function, \( \omega \), and assuming that the final choice maximizes expected utility.

3. OPTIMAL SEARCH STRATEGY

In this section, we look at the optimal strategy for selecting a record from a database. We assume that the database user’s preferences over the
records are represented as an additive, linear (utility) function of the records’ attributes. The user enters this function as the basis for his or her query. Each record either has or does not have a particular attribute, and the existence of an attribute is independent of the existence of any other attribute. The database management system obtains the information needed to respond to the query by testing a column (attribute) of the database. The result of a column experiment is a list of the records that have the tested attribute. This type of strategy is similar to using inverted files to search a database.

Figure 2 represents a strategy for a database with three records and six attributes. When the user submits a query, the database management system has no information to determine a response. This is represented by the empty box at the left of Figure 2. To solve the query, the database management system examines attribute A. The possible results from examining attribute A are shown in the column of boxes labeled 1. The actual result depends on the database instantiation.
If in the database all records have attribute $S_1$ (represented by

$$\begin{array}{ccccccc}
S_1 & S_2 & S_3 & S_4 & S_5 & S_6 \\
1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}$$

), or none of the records have attribute $S_1$ (represented by

$$\begin{array}{ccccccc}
S_1 & S_2 & S_3 & S_4 & S_5 & S_6 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{array}$$

), the database management system will gather more information before responding to the query; otherwise, it will respond to the query after examining attribute $S_1$.

When all of the records or none of the records have attribute $S_1$, the next attribute examined is attribute $S_2$. The results from examining attribute $S_2$ are shown in the two columns labeled 2. If all records have both attribute $S_1$ and attribute $S_2$, or if none of the records have either attribute $S_1$ or attribute $S_2$, then before answering the query, the database management system gathers...
more information. In both cases, it examines attribute $S_3$. The results of examining attribute $S_3$ are shown in the two columns labeled 3. Finally, if none of the records have any of the attributes $S_1$, $S_2$ or $S_3$, then the database management system examines a final attribute, attribute $S_4$. Note that even if none of the records have any of these attributes, the database management system will not gather any more information before responding to the query.

The strategy depicted in Figure 2 is not necessarily an optimal strategy. We will refer to the figure throughout this section to explain the lemmas, propositions, theorems and their proofs.

Formally,

$$ D = \langle X, \phi, D, \omega, A, \{M_a| a \in A\}, c, r \rangle $$

where:

- $X = \{Z\}$, the set of possible database instantiations ($m \times n$ matrices).
  For each $z \in \{Z\}$: $x_i$ is the $i$-th record (row of $z$). $x_j$ is the $j$-th attribute (column of $z$), and $x_{ij} \in \{0, 1\}$ for $i = 1, ..., m$ and $j = 1, ..., n$. If $x_{ij} = 1$, the $i$-th record has attribute $j$. If $x_{ij} = 0$, the $i$-th record does not have attribute $j$.

- $\phi (z) = 1/2^{m \cdot n}$. We also assume that $\phi (z|B) = 1/|B|$ where $B$ is any subset of $X$ and $|B|$ is the number of database instantiations in $B$, and all database users believe this probability distribution. Note that we are assuming the probability of $x_{ij} = 1$ is $1/2$ for all $i$ and $j$.

- $D = \{x_1, ..., x_m\}$ where $x_i$ is the $i$-th record.

- $\omega (x, d) = \sum_{j=1}^{n} u_j x_{dj}$ where $u_j$ is the value or weight placed on attribute $j$. Each user will have an individual payoff function, which will differ in the weights, $u_j$, placed on the attributes.

- $A = \{0, 1, ..., n\}$. Experiment $j \in \{1, ..., n\}$ returns the values for attribute $j$ for all records. Experiment 0 implies do nothing—gather no more information. We also will make use of $A^* = \{1, ..., n\}$, the set of non-null experiments.

- $\{M_a| a \in A\} = \{M_{a1}, ..., M_{a2^m}\}$. Each $M_{aj}$ corresponds to the set of database instantiations having one of the $2^m$ possible vector values for attribute $a$.

- $c$ is constant for all experiments.
• $r \geq n$, the maximum number of inverted file lookups, is greater than or equal to the number of attributes. This ensures that we are able to examine all attributes, if it is economical to do so.

The optimal strategy turns out to be both simple and obvious. However, proving that this strategy is optimal is difficult. Additionally, the strategy is optimal only under the limited conditions specified above. At each step the database management system checks the attribute with the highest utility value for the particular user or stops. The system stops examining columns (attributes) when the expected value of continuing the search exceeds the expected cost. This stopping rule is not myopic. It is possible for it to be suboptimal to check the next attribute, but valuable to check the next 2 (or 3 or 4 or...) attributes. We use induction to prove that the optimal decision strategy examines the attributes in decreasing order by their weight.

• We first show that the last attribute examined on any branch of the optimal strategy must be the attribute with the highest remaining value (i.e., of all the attributes not yet examined in processing the query, the database management system uses the attribute the user values the most to select the record to complete the query).

• We then show that if the second to the last attribute examined, $k$, has a lower weight than the last attribute examined, $k'$, then following a strategy, $\sigma'$, that examines attribute $k$ when $\sigma$ examines $k'$ and examines attribute $k'$ when $\sigma$ examines $k$, does not lower the user's expected payoff.

• We complete the proof by showing that if the $(k + 1)$-st through last ($r$-th) attributes used in the solving the query are examined in decreasing order of their weight, $u_j$, and at each level, $k + 1, \ldots, r$, either the no attribute is examined and the query is completed, or the database management system examines attribute $a^i$ for $i \in \{k + 1, \ldots, r\}$. Then if the value of attribute $k$ is less than the value of attribute $k + 1$ (i.e., $u_k < u_{k+1}$), then following a strategy, $\sigma'$, that examines attribute $k$ when $\sigma$ examines $k + 1$ and examines attribute $k + 1$ when $\sigma$ examines $k$, does not lower the user's expected payoff.

3.1. Optimal search strategy proof

To begin, define the set of possible outcomes from examining an attribute as $O$.

**Definition 3.1:**

$$O = \{b = (b_1, \ldots, b_m) | b_i \in \{0, 1\}, i = 1, \ldots, m\}$$
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We can use $O$ to refer to any partition element, $B$, arrived at by a strategy, $\sigma$.

$$B \equiv \langle x.j \rangle_{j \in J^*} \text{ for } \langle x.j \rangle \in O^t, \text{ and } t = \#J^*,$$

where:

- $x.j$ represents the $j$-th attribute vector (i.e., it identifies the records that have attribute $j$);
- $J^* = J(B) \subseteq A^* \equiv \{1, \ldots, n\}$ is the set of integers corresponding to the attributes that have been examined in the process of arriving at the information set $B$, so $\langle x.j \rangle_{j \in J^*}$ is the set of known attribute vectors.
- $\#J^*$ is the number of attributes examined in the process of arriving at the information set $B$.

By defining the complement of $J^*$, we can easily express the expected value of a record from any given information set, $B$.

**Definition 3.2:**

$$K^* = A^* \setminus J^*.$$  

We will also need a way to refer to the set of records that the database management system would return in response to the query at any point in the query process. We will call this set $D^* (B)$.

**Definition 3.3:**

$$D^* (B) = \{ x_i \in D | \sum_{j \in J^*} x_{ij} \cdot u_j \geq \sum_{j \in J^*} x_{kj} \cdot u_j \forall x_k. \in D \}$$

and denote the known value of record $i$ as $u^*_i$,

$$u^*_i = \sum_{j \in J^*} u_j x_{ij}.$$  

To improve the comprehension of the following arguments, renumber the records such that for every database instantiation in partition element $B$,

$$u^*_1 \geq u^*_2 \geq \ldots \geq u^*_m.$$  \hspace{1cm} (1)

**3.2. The last attribute**

The first step is to show that in the optimal strategy, the last attribute examined must have the highest weight of any available attribute. In Figure 2, this applied to the attribute examined on the partition element
and the attribute examined on the partition element. In both cases, the experiment is the last experiment taken on a branch of the strategy. According to the claim, if the strategy in Figure 2 is optimal, then the user values attribute $S_4$ more than attributes $S_5$, and $S_6$, and the user values attribute $S_3$ more than attributes $S_4$, $S_5$ and $S_6$.

**Definition 3.4:** A strategy, $\sigma$, weakly dominates a strategy, $\sigma'$, if $\Omega(\sigma) - \Gamma(\sigma) \geq \Omega(\sigma') - \Gamma(\sigma')$.

**Lemma 3.1:** Let $k$ designate the last attribute examined taken on a branch of a strategy, $\sigma$, so $\alpha_1(B) = k$ is such that $v(B, k) = \{B_1, \ldots, B_{2^m}\} \in B_{r+1}$. If there is an attribute $k'$ such that $k' \notin J(B)$ and $u_{k'} > u_k$ then there is a strategy $\sigma'$ that weakly dominates the strategy $\sigma$.

**Proof of Lemma 3.1:** Recall that the records in $B$ are ordered in descending order by their expected value (i.e., $u_1^* \geq u_2^* \geq \ldots \geq u_n^*$). Define $\sigma'$ to be the same strategy as $\sigma$ except that $\alpha_1(B) = k'$ in $\sigma'$. Then:

$$\Gamma(\sigma') = \Gamma(\sigma), \text{ and}$$

$$\Omega(\sigma') - \Omega(\sigma)$$

$$= \sum_{B \in B_{r+1}} \sum_{x \in B} \phi(x) \omega(x, d) - \sum_{B \in B_{r+1}} \sum_{x \in B} \phi(x) \omega(x, d)$$

$$= \sum_{B' \in t(B, k')} \sum_{x \in B} \phi(x) \omega(x, d) - \sum_{B' \in t(B, k)} \sum_{x \in B} \phi(x) \omega(x, d)$$

$$= \frac{1}{2^m} \sum_{i \in O} \left\{ \max_h (u_h^* + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\}$$

$$- \frac{1}{2^m} \sum_{i \in O} \left\{ \max_h (u_h^* + u_k x_{hi}) + \frac{1}{2} u_{k'} \right\}$$

$$= \frac{1}{2^m} \sum_{i \in O} \left\{ \max_h (u_h^* + u_{k'} x_{hi}) - \max_h (u_h^* + u_k x_{hi}) \right\} + \frac{1}{2} u_k - \frac{1}{2} u_{k'}$$
AN OPTIMAL SEARCH STRATEGY

\[ \frac{1}{2^m} \sum \left\{ \max_h (u_h^* + u_{k'} x_{hi}) - \max_h (u_h^* + u_k x_{hi}) \right\} \]
\[ + \frac{1}{2} [u_{k'} - u_k + u_k - u_{k'}] \]
\[ \geq 0 \]

3.3. Second to last attribute

We want to show that if \( \sigma \) is a strategy such that:

- the next to last attribute examined on some branch of \( \sigma \) is \( k \),
- on some partition elements following from \( k \) the database management system examines attribute \( k' \),
- no attribute is examined after \( k' \), and that
- the value of attribute \( k' \) is greater than the value of attribute \( k \),

then \( \sigma \) is weakly dominated by a strategy \( \sigma' \) that examines attribute \( k \) instead of \( k' \) and attribute \( k' \) instead of \( k \). In Figure 2, this applies to the pair of attributes examined after partition element \( S_1 S_2 S_3 S_4 \), and the pair of attributes examined after the partition element \( S_1 S_2 S_3 S_4 S_5 S_6 \).

In Figure 2, when \( B^* \) corresponds to \( S_4 \), then \( k \) corresponds to attribute \( S_3 \) and \( k' \) corresponds to attribute \( S_4 \). The claim states that if the user places more weight on attribute \( S_4 \) than on attribute \( S_3 \), then the strategy depicted in Figure 2 is weakly dominated.

**Lemma 3.2:** Let \( \sigma \) be a strategy such that for some \( B^* \in B_q \) we have:

1. \( \alpha_q (B^*) = k \)
2. \( \iota (B^*, k) = \{B_1, ..., B_{2^m}\} \)
3. \( \alpha_{q+1} (B_i) \in \{0, k'\}, i = 1, ..., 2^m \)
4. \( \iota (B_i, k') \in B_{r+1} \)
5. \( u_{k'} > u_k \).

Then \( \sigma \) is weakly dominated.
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The proof shows that the change in the value of switching strategies is non-negative. To prove this, note that on those partition elements where no attribute is examined after \( k \), switching to strategy \( \sigma' \) can only result in a gain. On the partition elements where attributes \( k \) and \( k' \) are taken, switching to \( \sigma' \) may result in a loss of value. The proof starts by partitioning the set of possible signals from examining attribute \( k \) in \( \sigma \) into those signals after which no more attributes are examined and those after which attribute \( k' \) is examined. Note that a signal is just a list of the records in the database that have the examined attribute. This allows us to eliminate terms and show that for any response to examining attribute \( k \), the value gained from switching to attribute \( k' \) on the partition elements where another attribute is not examined is at least as great as the loss on the partition elements where both \( k \) and \( k' \) are examined.

**Proof of Lemma 3.2:** Define \( L \) as the set of vectors resulting from experiment \( k \) in \( \sigma \) (or experiment \( k' \) in \( \sigma' \)) such that no experiment is taken on the resulting partition element.

\[
O \supseteq L = \{ x_k = (x_1, \ldots, x_m) \in O | \text{ For } \langle x_j \rangle_{j \in J^*} x_k: \alpha_q + 1(B) = 0 \}
\]

\[
\Gamma(\sigma') = \Gamma(\sigma)
\]

\[
\Omega(\sigma') - \Omega(\sigma) = \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\}
\]

\[
+ \frac{1}{2^{2m}} \sum_{i \in O/L} \sum_{j \in O} \max_h (u_h^* + u_{k'} x_{hi} + u_k x_{hj})
\]

\[
- \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_k x_{hi}) + \frac{1}{2} u_{k'} \right\}
\]

\[
- \frac{1}{2^{2m}} \sum_{i \in O/L} \sum_{j \in O} \max_h (u_h^* + u_k x_{hi} + u_{k'} x_{hj})
\]

\[
= \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\}
\]

\[
+ \frac{1}{2^{2m}} \sum_{i \in O/L} \sum_{j \in L} \max_h (u_h^* + u_{k'} x_{hi} + u_k x_{hj})
\]
- \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_k^* x_{hi}) + \frac{1}{2} u_k \right\}

- \frac{1}{2^{2m}} \sum_{i \in O/L} \sum_{j \in O/L} \max_h (u_h^* + u_k^* x_{hi} + u_{k'}^* x_{hj})

Note that

\frac{1}{2^m} \sum_{i \in O/L} \sum_{j \in O/L} \max_h (u_h^* + u_{k'} x_{hi} + u_k x_{hj})

= \frac{1}{2^{2m}} \sum_{i \in O/L} \sum_{j \in O/L} \max_h (u_h^* + u_k x_{hi} + u_{k'} x_{hj})

so the terms cancel. Also note that

\frac{1}{2^{2m}} \sum_{i \in L} \sum_{j \in L} \max_h (u_h^* + u_{k'} x_{hi} + u_k x_{hj})

= \frac{1}{2^{2m}} \sum_{i \in L} \sum_{j \in L} \max_h (u_h^* + u_k x_{hi} + u_{k'} x_{hj})

so these terms can be added back in, and we have:

\Omega (\sigma') - \Omega (\sigma)

= \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\}

+ \frac{1}{2^{2m}} \sum_{i \in O} \sum_{j \in L} \max_h (u_h^* + u_{k'} x_{hi} + u_k x_{hj})

- \frac{1}{2^m} \sum_{i \in L} \left\{ \max_h (u_h^* + u_k x_{hi}) + \frac{1}{2} u_k \right\}

- \frac{1}{2^{2m}} \sum_{i \in O} \sum_{j \in O} \max_h (u_h^* + u_k x_{hi} + u_{k'} x_{hj})
Reversing the sums, we get:
\[
\Omega (\sigma') - \Omega (\sigma) = \frac{1}{2m} \sum_{i \in L} \left\{ \max_{h} (u^*_h + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\} \\
+ \frac{1}{2m} \sum_{i \in L} \sum_{j \in O} \max_{h} (u^*_h + u_k x_{hi} + u_{k'} x_{hj}) \\
- \frac{1}{2m} \sum_{i \in L} \left\{ \max_{h} (u^*_h + u_{k'} x_{hi}) + \frac{1}{2} u_k \right\} \\
- \frac{1}{2m} \sum_{i \in L} \sum_{j \in O} \max_{h} (u^*_h + u_{k'} x_{hi} + u_k x_{hj})
\]

So we need to prove that for arbitrary \( L \) (specifically, any \( i \)), we have:
\[
\max_{h} (u^*_h + u_{k'} x_{hi}) + \frac{1}{2} u_k + \frac{1}{2m} \sum_{j \in O} \max_{h} (u^*_h + u_k x_{hi} + u_{k'} x_{hj}) \\
\geq \max_{h} (u^*_h + u_k x_{hi}) + \frac{1}{2} u_{k'} + \frac{1}{2m} \sum_{j \in O} \max_{h} (u^*_h + u_{k'} x_{hi} + u_k x_{hj})
\]

This is true if for all \( i \) the following is true:
\[
\max_{h} (u^*_h + u_{k'} x_{hi}) + \frac{1}{2} u_k - \max_{h} (u^*_h + u_k x_{hi}) + \frac{1}{2} u_{k'} \\
\geq \frac{1}{2m} \sum_{j \in O} \left\{ \max_{h} (u^*_h + u_{k'} x_{hi} + u_k x_{hj}) \\
- \max_{h} (u^*_h + u_k x_{hi} + u_{k'} x_{hj}) \right\}
\]

We can rearrange the second term of the inequality to get:
\[
\frac{1}{2m} \sum_{j \in O} \left\{ \max_{h} (u^*_h + u_{k'} x_{hi} + u_k x_{hj}) - \max_{h} (u^*_h + u_k x_{hi} + u_{k'} x_{hj}) \right\} \\
= \frac{1}{2} \left[ \max_{h} (u^*_h + u_{k'} x_{hi}) + u_k - \max_{h} (u^*_h + u_k x_{hi}) + u_{k'} \right] \\
+ \frac{1}{2m} \left[ \sum_{j \in O \setminus h \setminus j = 0} \max_{h} (u^*_h + u_{k'} x_{hi} + u_k x_{hj}) \\
- \sum_{j \in O \setminus h \setminus j = 0} \max_{h} (u^*_h + u_k x_{hi} + u_{k'} x_{hj}) \right]
\]
where $h^*$ is the alternative that maximizes $\max_h (u^*_h + u_k x_{hi})$ and where $h^\dagger$ is the alternative that maximizes $\max_h (u^*_h + u_k x_{hi})$. So we now need to show that for all $i$ we have:

$$
\frac{1}{2} \left[ \max_h (u^*_h + u_k x_{hi}) - \max_h (u^*_h + u_k x_{hi}) \right] \\
\geq \frac{1}{2m} \left[ \sum_{j \in \Omega|h^* j = 0} \max_h (u^*_h + u_k x_{hi} + u_k x_{hj}) \\
- \sum_{j \in \Omega|h^\dagger j = 0} \max_h (u^*_h + u_k x_{hi} + u_k x_{hj}) \right]
$$

There are three possible cases.

Case 1:

$\max_h (u^*_h + u_k x_{hi})$ and $\max_h (u^*_h + u_k x_{hi})$ are maximized by the same alternative $h$, and $h$ is the first alternative in vector $i$ with a 1. Now the sums are over the same set of vectors (i.e., $h^*_j$ is the same as $h^\dagger j$).

So we want to show:

$$
\frac{1}{2} (u_{k^\prime} - u_k) \\
\geq \frac{1}{2m} \sum_{j \in \Omega|h^* j = 0} \max_h (u^*_h + u_k x_{hi} + u_k x_{hj}) \\
- \max_h (u^*_h + u_k x_{hi} + u_k x_{hj})
$$

The term:

$$
\max_h (u^*_h + u_k x_{hi} + u_k x_{hj}) - \max_h (u^*_h + u_k x_{hi} + u_k x_{hj})
$$

is maximized when $x_{hi} = 1$ and $x_{hj} = 0$, so we have:

$$
\frac{1}{2} (u_{k^\prime} - u_k) \geq \frac{1}{2m} \sum_{j=1}^{2^m-1} (u_{k^\prime} - u_k) \geq 0
$$

Case 2:

$\max_h (u^*_h + u_k x_{hi})$ and $\max_h (u^*_h + u_k x_{hi})$ are maximized by the same alternative $h$, and that $h$ is the first alternative. Additionally, $x_{1i} = 0$.

In this case, we have:

$$
u_1^* \geq u^*_h + u_k x_{hi} \quad \text{for all } h, \quad \text{and } x_{1i} = 0,
$$

(2)
so we need to show:

\[
\begin{align*}
    u_1^* + \frac{1}{2} u_k &+ \frac{1}{2} (u_1^* + u_k^*) - u_1^* - \frac{1}{2} u_k^* - \frac{1}{2} (u_1^* + u_k^*) \\
    \geq & \frac{1}{2m} \left[ \sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k^* x_{hi} + u_k x_{hj}) \\
    &- \sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k x_{hi} + u_k^* x_{hj}) \right].
\end{align*}
\]

We have:

\[
\sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k x_{hi} + u_k^* x_{hj}) \tag{3}
\]

\[
\geq \frac{1}{2m} \left[ \sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k^* x_{hi} + u_k x_{hj}) \right], \tag{4}
\]

since the \( h \) that maximizes the right hand side of Equation 4 must be either \( h = 1 \) or some \( h^* \) such that \( x_{h^*i} = 1 \) and \( x_{h^*j} = 1 \). This is by Equation 2.

**Case 3:**

\( \max_h (u_h^* + u_k^* x_{hi}) \) and \( \max_h (u_h^* + u_k x_{hi}) \) are maximized by different alternatives \( h^* \) and \( h^\dagger \). This implies that \( h^* \) is the first alternative with a 1 in vector \( i \), and \( h^\dagger \) is alternative 1.

In this case, we have:

\[
\begin{align*}
    u_1^* &\geq u_h^* + u_k x_{hi} \quad \text{for all} \ h, \ \text{and} \ x_{1i} = 0 \\
    u_h^* + u_k^* x_{h^*i} &\geq u_h^* + u_k^* x_{hi} \quad \text{for all} \ h, \ \text{and} \ x_{h^*i} = 1
\end{align*}
\]

So we need to show:

\[
\frac{1}{2} [u_h^* + u_k^* - u_1] \\
\geq \frac{1}{2m} \left[ \sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k^* x_{hi} + u_k x_{hj}) \\
    - \sum_{j \in \mathcal{O}|h^*j = 0} \max_h (u_h^* + u_k x_{hi} + u_k^* x_{hj}) \right]
\]
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We can break up the second part of the equation to get:

\[
\frac{1}{2} [u_{h^*} + u_{k'} - u_1]
\]

\[
\geq \frac{1}{2m} \left[ \sum_{j \in \Omega | h^*j = 0} \max_h (u_{h^*} + u_{k'} x_{hi} + u_k x_{hj}) + \sum_{j \in \Omega | h^*j = 1} \max_h (u_{h^*} + u_{k'} x_{hi} + u_k x_{hj}) \right]

- \sum_{j \in \Omega | ij = 0} \max_h (u_{h^*} + u_k x_{hi} + u_{k'} x_{hj}) - \sum_{j \in \Omega | h^*j = 1} \max_h (u_{h^*} + u_k x_{hi} + u_{k'} x_{hj})
\]

The first and third terms on the right hand side are equal, so they cancel. The second and fourth terms can be rewritten based on the alternative chosen. Before doing so, note that the \(j\)'s in each of these terms can be paired. The pairs of vectors are identical, except in one, \(h^*j = 1\) and \(1j = 0\) and in the other, \(h^*j = 0\) and \(1j = 1\). So we have:

\[
\frac{1}{2m} \left[ \sum_{j \in \Omega | h^*j = 0} \max_h (u_{h^*} + u_k x_{hi} + u_{k'} x_{hj}) - \sum_{j \in \Omega | h^*j = 1} \max_h (u_{h^*} + u_k x_{hi} + u_{k'} x_{hj}) \right]
\]
\[
= \frac{1}{2^m} \left[ \sum_{j \in \mathcal{O}} (u^*_j + u_{k,j}) + \sum_{j \in \mathcal{O}} (u^*_{h,j} + u_{k,j}) + \sum_{j \in \mathcal{O}} u^*_{h'',j} + u_{k,j} x_{h'',i} + u_{k} x_{h''},j \right.
\]
\[
- \sum_{j \in \mathcal{O}} (u^*_{h,j} + u_{k,j} + u_{k'j}) - \sum_{j \in \mathcal{O}} (u^*_j) - \sum_{j \in \mathcal{O}} u^*_{h'',j} + u_{k} x_{h'',i} + u_{k'} x_{h''},j
\]
\[
\leq \frac{1}{2} [u^*_{h'} + u_{k'} - u_1]
\]

3.4. Arbitrary attribute

The last attribute case and the second to last attribute case were proven for arbitrary search strategies. The induction step is true only for optimal strategies, so the proof is more involved. We want to look at examining an arbitrary attribute and show that if \( \sigma \) is a strategy such that:

- for some set of database instantiations, \( B^* \), \( \sigma \) examines attribute \( k \);
- for the substrategies, \( \sigma (B_i) \), that follow from the partition elements in \( \iota (B^*, k) \), the attributes are examined in descending order of their value;
- on the partition elements that follow from experiment \( k \) the database management system examines attribute \( k' \) or stops and answers the query;

and that
• the user values attribute \( k' \) more than attribute \( k \),
then \( \sigma \) is weakly dominated by a strategy \( \sigma' \) that examines attribute \( k \) when \( \sigma \) examines \( k' \) and examines attribute \( k' \) when \( \sigma \) examines \( k \). In Figure 2, this applies to both the initial state, where the database management system has no information for answering the query, and to the state |

There are two cases for this proof. The first is where examining an attribute is valuable by itself, and the second is where examining an attribute is valuable only in conjunction with the rest of the strategy. For the first case, we:

1. Show where the two strategies, \( \sigma \) and \( \sigma' \), will result in partition elements where the database management system will return the same record(s), and therefore have equal value. We do this as follows:

   (a) Show that stopping after examining attributes \( k \) and \( k' \) implies one alternative in the query response must have attribute \( k' \);

   (b) Define the partition elements that have records in the query response with both attributes \( k \) and \( k' \);

   (c) Calculate the number of partition elements, \( B \), that have records in the query response with both attributes \( k \) and \( k' \); and

   (d) Show that for these partition elements, no more information is obtained (i.e., after examining attributes \( k \) and \( k' \), the database management system answers the query, and at least one of the records in the query response has both attributes).

2. Calculate the minimum difference in the value of the two strategies.

   Define \( L \) as the set of vector values that occur from examining attribute \( k \) in \( \sigma \), such that no attributes are examined after than value is obtained.

**Definition 3.5:**

\[ L = \{ x_k \in \mathbb{O} | B \in B_t, \text{ where } B = (x_j)_{j \in J^*}, x_k \text{ and } \alpha_{t+1}(B) = 0 \} \]

In Figure 2, for \( k \) defined as attribute \( S_1 \) and \( B \in B_1 \) being the state where the database management system has no information for answering the query,

\[ L = \{(1, 1, 0)^T, (1, 0, 1)^T, (0, 1, 1)^T, (1, 0, 0)^T, (0, 1, 0)^T, (0, 0, 1)^T, \} \]
If the true database instantiation is such that any of these are true, then the database management system will answer the query after examining attribute $S_1$.

Now partition $L$, the set of vectors after which experiment $\alpha_{q+1} = 0$ in $\sigma$, based on the first record to have attribute $k$.

**Definition 3.6:**

$$L = L_1 \cup L_2 \cup \ldots \cup L_H$$

where

$$L_h = \{x, k \in L | x_{1, k} = 0, \ldots, x_{i-1, k} = 0, x_i, k = 1, x_{i', k} \in \{0, 1\}, i' = i + 1, \ldots, m\}$$

So for a database with three records, $L_1 \subseteq \{(1, 1, 1), (1, 1, 0), (1, 0, 1), (1, 0, 0)\}$; $L_2 \subseteq \{(0, 1, 1), (0, 1, 0)\}$; $L_3 \subseteq \{(0, 0, 1)\}$. In Figure 2, for the case described above, $L_1 = \{(1, 1, 0), (1, 0, 1), (1, 0, 0)\}$; $L_2 = \{(0, 1, 1), (0, 1, 0)\}$; and $L_3 = \{(0, 0, 1)\}$. This will help define where changing strategies has no effect, a positive effect and a negative effect on the expected value of the query response.

Define the value of examining an attribute conditional on the existing information as $\nu(k, B)$.

**Definition 3.7:** Given that the database management system has examined $\#J^*$ attributes, the expected value of examining one more attribute, $k \not\in J^*$, is:

$$\nu(k, B) = \sum_{h=1}^{r^*} \Psi_h [\Delta_h + u_k] - \frac{1}{2} u_k - c,$$

where equivalence class, $h$, $h \in 1, \ldots, r^*$ has $n_h$ records and the expected utility of any record in class $h$ is greater than the expected utility of any record in class $h + 1$. $\Delta_h$ is the difference between the value of equivalence class $h$ and equivalence class 1 (i.e., $\Delta_h = u_1^* - u_j^*$ where $x_j$ is a member of the $h$-th equivalence class). $r^*$ is the largest number such that $\Delta_h + u_k$.
is non-negative. $\Psi_h$ is the probability that the expected value of the choice set will be increased by $[\Delta_h + u_k]$.

$$\Psi_h = \left(1 - \frac{1}{2^{n_h}}\right) \prod_{j=1}^{h-1} \left(\frac{1}{2^{n_j}}\right).$$

We use the following lemma to bound the expected gain resulting from using strategy $\sigma'$ instead of strategy $\sigma$. It says that if the database management system examines two attributes $k$ and $k'$ and then stops and answers the query, then at least one record in the query response has attribute $k$.

**Lemma 3.3**: Let $\sigma$ be a strategy such that for some $B^* \in B_q$ we have:
1. $\alpha_q(B^*) = k$
2. $\nu(k, B^*) \geq 0$
3. $\iota(B^*, k) = \{B_1, \ldots, B_{2^n}\}$
4. $\alpha_{q+1}(B_i) \in \{0, k\}', i = 1, \ldots, 2^n$
5. For some $B_i$ where $\alpha_{q+1}(B_i) = 0$, $x_{i} = 0$ for all $x_i \in D(x, k; B^*)$

Then $\sigma$ is weakly dominated.

**Proof of Lemma 3.3**: Let $B' \in \iota(B^*, k)$ be such that $\alpha_{q+1}(B') = 0$ and $x_{i} = 0$ for all $x_i \in D^*(B')$, then we want to show that $\nu(k, B^*) > 0$ $\Rightarrow$ $\nu(k', B') > 0$. This implies that there is a strategy $\sigma'$ with $\alpha_{q+1}(B') = k'$ that dominates $\sigma$.

$$\nu(k, B) = \sum_{h=1}^{r^*} \left[ \prod_{j=1}^{h-1} \left[\frac{1}{2}\right]^{n_j} \right] \left[1 - \left[\frac{1}{2}\right]^{n_{h}}\right] [\Delta_h + u_k] - \frac{1}{2} u_k - c$$

$$= \sum_{i=1}^{m'} \left[\frac{1}{2}\right]^{i} [x_i - x_1 + u_k] - \frac{1}{2} u_k - c$$

$$= \sum_{i=2}^{m'} \left[\frac{1}{2}\right]^{i} [x_i - x_1 + u_k] - c$$

$$< \sum_{i=2}^{m'} \left[\frac{1}{2}\right]^{i} [x_i + u_k x_{ik} - x_1 + u_{k'}] - c$$

$$\leq \nu(k', B')$$

where $m'$ is the number of records that satisfy $\Delta_h + u_k$ being non-negative.
In Figure 2, let $B^*$ be represented by
\[
\begin{array}{cccccc}
S_1 & S_2 & S_3 & S_4 & S_5 & S_6 \\
1 & 1 & 1 & 1 & 1 & 1 \\
\end{array}
\]
so $\alpha_q(B^*) = S_2$ and $\alpha_{q+1}(B_1) \in \{0, S_3\}$. According to the lemma, the strategy $\sigma$ is dominated because in the partition element
\[
\begin{array}{cccccc}
S_1 & S_2 & S_3 & S_4 & S_5 & S_6 \\
1 & 0 & 1 & 0 & 1 & 0 \\
\end{array}
\]
no record has attribute $S_2$, but using this strategy, the database management system will not examine attribute $S_3$ before answering the query.

Now recall that the set of records in an arbitrary database instantiation in $B^*$ is ordered so that
\[ u_1^* \geq u_2^* \geq \ldots \geq u_m^*. \]
Also assume a lexicographic rule for determining the record the database management system will return. This implies that if the expected utility of $x_i$ equals the expected utility of $x_j$, then the database management system will return $x_i$ as the answer to the query if and only if $i < j$. Using lemma 3.3, we can prove the following proposition, which identifies the records in the query response with an associated $L_h$.

**PROPOSITION 3.1:** Assume
\[
B \equiv \langle x_{j} \rangle_{j \in J}, x_k, \quad x_k \in O \setminus L
\]
and $x_{ik} = 1$, then for those $B' \in \iota(B, k')$, where $B' \equiv \langle x_{j} \rangle_{j \in J}, x_k x_{k'}$ and $x_{k'} \in L_i$, we have $x_i, \in D^*(B')$.

**Proof of Proposition 3.1:** The proposition follows if:
\[
u^*_i + u_k + u_{k'} \geq u_h^* + u^*_k x_{hk} + u^*_{k'} x_{hk'} \quad \text{for} \quad h = 1, \ldots, m.
\]
There are two cases.
1. $h < i \Rightarrow u^*_i \geq u^*_h$
2. $h > i \Rightarrow u^*_i \geq u^*_h$

**Case 1:** $h < i \Rightarrow u^*_h \geq u^*_i$

By the definition of $L_h x_{hk'} = 0$. By Lemma 3.3 and the definition of $L_h$
\[
u^*_i + u_k \geq u^*_h \Rightarrow u^*_i + u_k + u_{k'} \geq u^*_h + u_k x_{hk}.
\]
Case 2: $h > i \Rightarrow u_i^* \geq u_h^*$

$$u_i^* + u_k + u_{k'} - u_h^* - u_k x_{hk} - u_{k'} x_{hk'} \geq u_i^* - u_i^* - u_h^* \geq 0 \Box$$

Next we examine those cases where both strategies $\sigma$ and $\sigma'$ result in the same query response, even though the database management system has examined different attributes and has different knowledge of the database contents. To examine these cases, assume the database management system uses a retrieval algorithm based on strategy $\sigma$, and the set of possible database instantiations is defined as

$$B' = \{x_{j}\}_{j \in J} \cdot x_{k} \cdot x_{k'}, \text{ where } x_{k} \in O/L, \text{ and } x_{k'} \in L_{h}.$$ 

In these cases, if the database management system uses a retrieval algorithm based on strategy $\sigma'$, the set of possible database instantiations will be defined as

$$B'' = \{x_{j}\}_{j \in J} \cdot x_{k}'' \cdot x_{k}, \text{ where } x_{k}'' = x_{k}, \text{ and } x_{k}' = x_{k}.$$ 

and where $x_{ik}'' = 1$ and $x_{ik} = 1$. This implies that using $\sigma$ and returning record $x_i$ gives the user an expected utility of $u(x_i; B, x_{k'}, x_{k})$. Using strategy $\sigma'$ and returning $x_i$ gives the user an expected utility of $u(x_i; B, x_{k}, x_{k'})$ and $u(x_i; B, x_{k'}, x_{k}) - u(x_i; B, x_{k}, x_{k'}) = 0$.

For these partition elements, we show that if a record would be in the database management system's response to the query after examining attribute $k'$ and if that record has both attributes $k'$ and $k$ and if the records having attribute $k'$ are given by $x_{k'} \in L$ in $\sigma$, then the database management system will not examine any more attributes to determine the query response.

**Proposition 3.2:** Let $\sigma$ be a strategy such that for some $B^* \in B_q$ we have:

- $\alpha_q(B^*) = k$
- $\nu(k, B^*) > 0$
- $\iota(B^*, k) = \{B_1, ..., B_{2^n}\}$
- $\alpha_{q+1}(B_i) \in \{0, k'\}, i = 1, ..., 2^n$
- $\iota(B_i, k') = \{B_1^i, ..., B_{2^n}^i\}$
- $\alpha_t(B_j^i) \in \{0, t\}$ for $j = 1, ..., 2^n$ and for $t > q + 1$
- $u_t > u_{t+1}$ for $t > q + 1$
- $u_{k'} > u_k$. 
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If \( \hat{B} \equiv \{x.j \mid j \in J \cdot x.k \} \in \iota(B_i, k') \), where:
- \( x.k \in O/L \).
- \( x.k' \in L \).

And if \( x_i \in D^*(\hat{B}) \) is such that:
- \( x_{ik} = 1 \).
- \( x_{ik'} = 1 \).

Then \( \hat{B} \in B_{r+1} \).

Proof of Proposition 3.2: By assumption, we know that the expected value of any substrategy that takes an experiment on a partition of the form \( B \equiv \{x.j \mid j \in J \cdot x.k \} \) for \( x.k \in L \) is less than zero. Therefore, the expected value of taking an experiment on a partition of the form \( B' \equiv \{x.j \mid j \in J \cdot x.k' \} \) for \( x.k \in L \) is less than zero.

Rewrite \( \hat{B} \) as \( \hat{B} \equiv \{x.j \mid j \in J \cdot x.k' \} \) for \( x.k' \in L \) and \( x.k \in O \setminus L \) and assume that \( x_{ik} = 1 \), \( x_{ik'} = 1 \) and \( x_i \in D^*(\hat{B}) \). The expected value of taking any experiment on \( B \) must be less than or equal to the expected value of taking any experiment on \( B' \), since the value of taking experiments stems from their ability to alter the choice set. In \( \hat{B} \), the element in the choice set has a value of \( u_i^* + u_k + u_{k'} \); whereas in \( B' \), the value of an element in the choice set is \( u_i^* + u_k \) and the value of \( x_{ik'} \) is unknown. All alternatives other than \( x_i \) in \( \hat{B} \) are no closer, and possibly further (by \( u_k \)) from the value of \( x_i \) than in \( B' \), so it is less likely that experimentation will change the choice set. \( \square \)

Proposition 3.2 characterizes cases where it is optimal to stop examining attributes after examining attribute \( k' \). The next lemma specifies the number of possible database instantiations where it is optimal to stop and answer the query after examining attribute \( k' \).

**Definition 3.8:** Define \( \overline{O} \) as the number of elements in \( O \); \( \overline{L} \) as the number of elements in \( L \) and \( \overline{L}_h \) as the number of elements in \( L_h \)

**Lemma 3.4:** There are \( (1/2 \overline{O} - \overline{L}_h) \overline{L}_h \) partition elements \( B' \equiv \{x.j \mid j \in J \cdot x.k \cdot x.k' \} \) with \( x.k \in O \setminus L \) and \( x.k' \in L_h \), where \( x_{ik} = 1 \) and \( x_{ik'} = 1 \) and where \( x_i \in D^*(B') \). For each of these \( B' \), there exist in \( \sigma' \) a

\[
B'' \equiv \{x.j \mid j \in J \cdot x.k'' \cdot x.k' \} \quad x_{ik} = x.k, \quad x_{ik'} = x.k'
\]

and where \( x_{ik'} = 1 \) and \( x_{ik} = 1 \). For \( h = 1, \ldots, H \).
Proof of Lemma 3.4:

• \( \iota(B^*, k) = \{B_1, \ldots, B_{2^m}\} \)
• \( \#\iota(B^*, k) = \overline{O} \)
• \( \Pr(x_{ik} = 1) = 1/2 \Rightarrow \#\{B_i \in \iota(B^*, k) \mid x_{ik} = 1\} = 1/2 \overline{O}. \)

By the definition of \( L_h \), on exactly \( \overline{L}_h \) of these \( B_i \) we have \( \alpha_{q+1}(B_i) = 0 \), so they are not of interest. On the remaining \( B_i \), we have \( \alpha_{q+1}(B_i) = k' \).

For those \( B_i \), such that \( \alpha_{q+1}(B_i) = k' \), we are only interested in those where \( x_{ik'} \in L \). Of these \( B_i \) of interest, exactly \( \overline{L}_h \) have \( x_{ik'} = 1 \), by the definition of \( L_h \).  

Using the previous propositions and lemmas, we can prove the induction step for Case 1.

Induction Step: Let \( \sigma \) be as strategy such that for some \( B^* \in B_q \) we have:

1. \( \alpha_q(B^*) = k \)
2. \( \nu(k, B^*) > 0 \)
3. \( \iota(B^*, k) = \{B_1, \ldots, B_{2^n}\} \)
4. \( \alpha_{q+1}(B_i) = k', \quad i = 1, \ldots, 2^n \)
5. \( \iota(B_i, k') = \{B_1^i, \ldots, B_{2^n}^i\} \)
6. \( \alpha_t(B_j^i) \in \{0, t\} \) for \( j = 1, \ldots, 2^n \) and for \( t > q + 1 \)
7. \( u_t > u_{t+1} \) for \( t > q + 1 \)
8. \( u_{k'} > u_k \).

Then \( \sigma \) is weakly dominated.

In the proof, we show that \( \Omega(\sigma') - \Omega(\sigma) \geq 0 \). We do this by showing that the value gained from switching strategies is bounded from below by

\[
\frac{1}{2^m} \overline{L} \left[ \frac{1}{2} \left( \overline{O} - \overline{L} \right) - \sum_{i=1}^{H} \left( \frac{1}{2} \overline{O} - \overline{L} \right) \overline{L}_h (u_{k'} - u_k) \right],
\]

and the value lost is bounded from above by

\[
\frac{1}{2^2} \left[ \left( \overline{O} - \overline{L} \right) \overline{L} - \sum_{i=1}^{H} \left( \frac{1}{2} \overline{O} - \overline{L} \right) \overline{L}_h (u_{k'} - u_k) \right],
\]

which is due to the preceding proposition. Thus, the value gained is greater than or equal to the value lost. We are now done with Case 1.

Proof of Induction Step:

3.4.1. Definition of \( \sigma' \)

If \( \alpha_q(B_i) = k' \) for all \( i \), then we are done. \( B_{r+1}^q = B_{r+1}^q \), so \( \Omega(\sigma) = \Omega(\sigma') \). Since the cost of the experiments is uniform, \( \Gamma(\sigma) = \Gamma(\sigma') \).
So assume that \( \alpha_{q+1}(B_i) = 0 \) for some \( i \in \{1, \ldots, 2^n\} \). Also assume that if \( \alpha_{q+1}(B_i) = 0 \) then no experiment was taken because the expected value of taking another experiment was less than zero. If this assumption does not hold, then we can replace \( \sigma \) with a strategy \( \sigma'' \) where the assumption does hold, and where the expected payoff from \( \sigma'' \) is greater than the expected payoff from \( \sigma \).

Define \( \sigma' \) to be the same strategy as \( \sigma \) except in \( \sigma' \), and we have:

- \( \alpha_q(B^*) = \kappa' \)
- \( \iota(B^*, \kappa') = \{B^*_1, \ldots, B^*_n\} \)
- \( \alpha_{q+1}(B^*_1) = \begin{cases} \kappa & \text{if in } \sigma \\ \text{where } B^*_1 \equiv (x_{j'})_{j \in J^*} x_{k'} \\ x_{k'} = x_k \end{cases} \)
- \( \alpha_{q+1}(B^*_i) = \begin{cases} 0 & \text{if in } \sigma \\ \text{where } B^*_i \equiv (x_{j'})_{j \in J^*} x_{k'} \\ x_{k'} = x_k \end{cases} \)
- \( \iota(B^*_i, k) = \{B^*_1, \ldots, B^*_n\} \)
- \( \sigma'(B^*_i) = \begin{cases} \sigma(B^*_j) \text{ if } B^*_j \equiv (x_{j'})_{j \in J^*} x_{k'} \\ x_{k'} = \text{O.L. } x_{k'} = \text{O.L.} \\ \text{where } B^*_j \equiv (x_{j'})_{j \in J^*} x_{k'} x_{k'} \\ x_{k'} = \text{O.L. } x_{k'} = \text{O.L.} \\ \text{and } x_{k'} = x_k \\ \text{and } x_{k'} = x_k \end{cases} \)

Given this definition of \( \sigma' \), we have:

\[
\Omega(\sigma') - \Omega(\sigma) = \sum_{B \equiv (x_{j'})_{j \in J(B^*)} x_{k'}} \sum_{x, \delta(B)} \phi(x) \omega(x, \delta(B))
\]
\[ \sum_{B' \in \mathcal{B}_{r+1} (\mathcal{B}) \mid \mathcal{B} \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{O} \setminus \mathcal{L} x_k \in \mathcal{O} \setminus \mathcal{L} } \phi (x) \omega \left( x, \delta (B') \right) \]  

\[ \sum_{x \in B'} \phi (x) \omega \left( x, \delta (B') \right) \]  

\[ \sum_{B' \in \mathcal{B}_{r+1} (\mathcal{B}) \mid \mathcal{B} \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{O} \setminus \mathcal{L} x_k \in \mathcal{L} } \phi (x) \omega \left( x, \delta (B') \right) \]  

\[ \sum_{B \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{L} x_k \in \mathcal{L} } \phi (x) \omega \left( x, \delta (B) \right) \]  

\[ \sum_{B' \in \mathcal{B}_{r+1} (\mathcal{B}) \mid \mathcal{B} \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{O} \setminus \mathcal{L} x_k \in \mathcal{L} } \phi (x) \omega \left( x, \delta (B') \right) \]  

\[ \sum_{B' \in \mathcal{B}_{r+1} (\mathcal{B}) \mid \mathcal{B} \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{O} \setminus \mathcal{L} x_k \in \mathcal{L} } \phi (x) \omega \left( x, \delta (B') \right) \]  

\[ \frac{\text{L}}{2m} \cdot \frac{1}{2} \left( u_{k'} - u_k \right) \]  

\[ \sum_{B' \in \mathcal{B}_{r+1} (\mathcal{B}) \mid \mathcal{B} \equiv (x,j)_{j \in \mathcal{J}(\mathcal{B}^*)} x_{k'} x_{k}; x_{k'} \in \mathcal{O} \setminus \mathcal{L} x_k \in \mathcal{L} } \phi (x) \omega \left( x, \delta (B') \right) \]  
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\[
B \subseteq \mathcal{B}_{+1}(B) \mid B = \{x_1, \ldots, x_n \}, \sum_{i=1}^{n} x_i = 1
\]

\[
\sum_{x \in B'} \phi(x) \omega(x, \delta(B'))
\]

\[
\sum_{x \in B'} k(x) \omega(x, \delta(B'))
\]

\[
\leq \frac{\bar{L}}{2m} \left( u_{k'} - u_k \right) - \frac{1}{2^m} \left[ \bar{L} - \sum_{i=1}^{H} \left( \frac{1}{2} \bar{L}_i \right) \bar{L}_i \right] u_k - u_{k'}
\]

\[
= \frac{1}{2} \left( \frac{\bar{L}}{\bar{O}} - \frac{\bar{L}}{\bar{O}} + \frac{\bar{L}}{\bar{L}} \bar{O} + \sum_{i=1}^{H} \left( \frac{1}{2} \bar{L}_i \bar{L}_i \right) \right) - \sum_{i=1}^{H} \left( \frac{1}{2} \bar{L}_i \bar{L}_i \bar{L}_i \right) (u_{k'} - u_k)
\]

\[
= \frac{\bar{L}}{\bar{O}} - \sum_{i=1}^{H} \left( \frac{\bar{L}_i \bar{L}_i}{\bar{L}_i \bar{O}} \right) (u_{k'} - u_k) \geq 0
\]

where equation 13 is due to Lemma 3.3.

**Lemma 3.5:** Let \( B \in \mathcal{B}_q \). If experiment \( k \) is taken on \( B \) and \( x_{ik} = 1 \) for some \( x_i \in D^*(B) \), then \( \nu(j', B') \leq \nu(j', B) \) for all \( B' \in \nu(B, k) \) such that \( x_{ik} = 1 \) and \( j' \notin J^* \cup k \).

**Proof of Lemma 3.5:**

First order the alternatives in \( B \) by their expected value. Then \( \nu(j, B) \) is given by:

\[
\nu(j, B) = \sum_{h=1}^{m'} \left[ \frac{1}{2} \right]^{h-1} u_h - u_1 + \frac{1}{2} u_j - c
\]

where \( m' \) is the highest numbered alternative such that \( u_{m'} + u_j > u_1 \).

Therefore

\[
\nu(j, B) - \nu(j, B') = \sum_{h=1}^{m'} \left[ \frac{1}{2} \right]^{h-1} u_h - u_1 + \frac{1}{2} u_j - c
\]

\[
- \sum_{h=1}^{m''} \left[ \frac{1}{2} \right]^{h-1} u_h - (u_1 + u_j) + \frac{1}{2} u_j - c
\]

\[
= \sum_{h=1}^{m'} \left[ \frac{1}{2} \right]^{h-1} u_h - u_1 + \sum_{h=1}^{m''} \left[ \frac{1}{2} \right]^{h-1} u_h - (u_1 + u_j) \geq 0
\]
since the known value of the $h$-th element in $B'$ is less than or equal to the known value of the $h$-th element of $B$ plus $u_j$, the difference between the $h$-th element and the first element is less in $B'$ than it is in $B$ for $h = 1, \ldots, m$.

For Case 2 there are two possibilities. The first possibility is that $\nu(k, B) < 0$ and $\nu(k', B) < 0$, but there is a joint strategy using experiments $k$ and $k'$ with a positive expected value. The second possibility is that $\nu(k, B) < 0$ and $\nu(k', B) > 0$. This second possibility reduces to Case 1, so we consider only the first scenario and show that $\frac{L}{O} > 1/2$, which implies that it is optimal to switch experiments.

From Lemma 3.5 it is easy to see that experiment $k'$ will only be taken on those elements of $\iota(B, k)$ where $x_{ik} = 0$ for all $x_i \in D^*(B)$. In addition, no experiment will be taken on the partition element $B' \equiv \langle x_j \rangle_{j \in J} \ast x_k$ where $x_k$ is the vector of all 0s. This implies that $\frac{L}{O} > 1/2$, since the number of vectors where $x_{ik} = 0$ is 1/2. In addition, there are the $(O - L)^2$ partition elements that are the same under both strategies. So we have

$$\Omega(\sigma') - \Omega(\sigma) \geq \frac{L}{O} \cdot \frac{1}{2} (u_{k'} - u_k)$$

$$= \frac{(O - L)(O - (O - L))^2}{O^2} (u_{k'} - u_k)$$

$$= \frac{L}{O} \cdot \frac{1}{2} + \frac{L}{O} - \frac{L}{O} = \left( \frac{L}{O} - \frac{1}{2} \right) \cdot \frac{L}{O} > 0$$

by Lemma 3.5.

4. CONCLUSION

By treating queries as choice problems, the database system becomes responsible for evaluating the alternatives and presenting a manageable set of information that is relevant to the choice problem. The retrieval strategy presented in this paper is orthogonal to the search strategy typically examined in the economic literature, but it conforms to decision strategies described in the behavioral psychology literature. Unlike traditional retrieval algorithms, it balances the accuracy of the information with the cost of retrieving appropriate data, which is particularly important for very large databases.

The optimal strategy developed in the paper depends heavily on the assumptions made at the beginning of Section 4. Changing the assumption that all attributes exist with probability 1.2 to all attributes exist with
probability \( p \) has little effect on the strategy. At each step, the attribute that maximized the net expected value would be examined. However, allowing each attribute to have a probability different from the others destroys the structure of the problem, and finding the best alternative will require the use of heuristics. One potential heuristic for this case is to select the attribute at each step that maximizes

\[
\nu(k, B) = \sum_{h=1}^{r^*} \left[ \prod_{j=1}^{h-1} (1 - p_k)^{n_j} \right] \left[ 1 - p_k^{n_{h,k}} \right] \left[ \Delta_h + u_k \right] - p_k u_k - c,
\]

where \( p_k \) is the probability that an alternative will have attribute \( k \). This is a simple greedy heuristic that contains the optimal search strategy as a special case.
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