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BICRITERION RELEASE POLICY FOR EXPONENTIAL SOFTWARE RELIABILITY GROWTH MODEL (*)

by P. K. Kapur (1), Sanjay Agarwala (1) and R. B. Garg (2)

Communicated by Shunji Osaki

Abstract. - In this paper we propose a new software release policy called the Bicriterion Release policy. This policy optimizes two conflicting objectives, namely, software reliability and total expected cost subject to budget and reliability constraints. Various existing policies based on reliability or cost criteria are particular cases of the proposed policy. Post optimality analysis is also performed to help a software developer in fixing the software life cycle length and the reliability goal. The results are illustrated by numerical examples.
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Résumé. — Nous proposons dans cet article une nouvelle politique de mise à disposition d'un logiciel appelée politique bicritère de mise à disposition. Cette politique optimise les deux objectifs antagonistes suivants : la fiabilité du logiciel et le coût total espéré soumis aux contraintes de budget et de fiabilité. La politique proposée ici contient comme cas particuliers diverses politiques existantes fondées sur des critères de fiabilité ou de coût. Nous effectuons en outre une analyse post-optimale pour aider le développeur de logiciels à établir la longueur du cycle de vie du logiciel et son objectif de fiabilité. Des exemples numériques illustrent les résultats.

Mots clés : Politique bicriterion de mise à disposition, cycle de vie, fiabilité du logiciel.

1. INTRODUCTION

Several software reliability growth models (SRGMs) based on non-homogeneous Poisson process (NHPP) have been developed over the last decade to estimate the remaining error content in a software [1, 5, 7, 11]. These SRGMs have also been used to decide upon the potential release time of the software. Several stopping rules exist in this regard in the literature [2, 3, 10]. Moreover, release policies based on cost and reliability/intensity criteria have also been discussed [4, 6, 7, 9, 12]. The emphasis in these release policies has been on minimizing software cost over the software life
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cycle subject to achieving a given (desired) level of reliability/intensity at the time of release of the software to the user. At times it may happen that the minimum cost which a software developer will have to incur (based on the release policy) may exceed the allocated budget for the software. Moreover, once reliability/intensity objective is fixed, the main emphasis is on minimizing the cost, whereas maximizing the reliability (minimizing intensity) may be equally or even more important. Thus depending on the type of the project being undertaken emphasis could be on maximizing reliability subject to the budgetary constraint or on minimizing cost subject to the reliability constraint.

The proposed policy maximizes reliability and minimizes cost simultaneously subject to reliability and cost (budget) constraints. Such a policy is termed as the Bicriterion Release Policy. This release policy gives a flexibility to the software developer to find out the optimal release time based on his priority (relative importance) in respect of reliability and cost components. If reliability is more important irrespective of the cost then higher weights may be attached to reliability as in the case of safety critical projects. Similarly, for business application software packages, more weights may be attached to cost (see, numerical example for illustration). It may be further noted that the twin problems of minimizing cost subject to reliability constraint and maximizing reliability subject to budgetary constraint are particular cases of the proposed policy. In this paper, we have discussed this policy for exponential SRGM and have illustrated various cases with numerical examples. We have further carried out the post optimality analysis to show how changes in software life cycle length affects the optimal release time. The analysis presented may help a software developer in fixing the software life cycle length as well as the reliability objective.

2. EXPONENTIAL SRGM

Assumptions

1. The error detection phenomenon in the software is modelled by NHPP.
2. Software is subject to failures at random times caused by errors remaining in the software.
3. Corresponding to the failure phenomenon at the user/manufacturer’s end, there is an equivalent failure phenomenon at the manufacturer/user’s end.
4. An error which caused a failure will not cause any further failure until removed.
5. All errors in the software are mutually independent.
6. The expected number of software failures in time interval \((t, t + \Delta t)\) is proportional to the expected number of software errors remaining at time \(t\).
7. All the errors are perfectly removed.

**Notations**

\(a\): initial error content
\(b\): error detection rate per error, \(0 < b < 1\)
\(m(t)\): mean value function in the NHPP model, \(m(0) = 0\) (expected number of software errors detected in time \(t\))
\(C_1, C_2\): Cost of fixing an error during testing (operation) \((C_2 > C_1)\)
\(C_3\): testing cost per unit time
\(C_B\): total budget allocated for the software
\(\tilde{C}_1, \tilde{C}_2\) = \(C_1/C_B, C_2/C_B\)
\(\tilde{C}_3 = C_3/C_B\)
\(T^*\): optimal release time
\(T_L\): software life cycle length
\(C(T)\): total expected software cost incurred during software life cycle when the software is released at time \(T\)
\(R(x/t)\): software reliability, *i.e.*, probability that a software failure does not occur in \((t, t + x)\), given that most recent failure occurred at time \(\leq t\)

3. RELEASE TIME PROBLEM FORMULATION

Assume that a decision maker (software developer) is interested not only in minimizing the total expected software cost but also in maximizing the reliability of the software. Further, the optimization is carried out under both budget and reliability constraints. The budget constraint takes care that the total cost of testing does not exceed the total funds available whereas the reliability constraint does not let the software reliability fall below a prescribed level.
Mathematically, the problem may be formulated as

\[
\begin{align*}
\text{Maximize} & \quad R \left( \frac{x}{T} \right) \\
\text{Minimize} & \quad C \left( T \right)
\end{align*}
\]

subject to

\[
\begin{align*}
C \left( T \right) & \leq C_B \\
R \left( \frac{x}{T} \right) & \geq R_0 \\
T & \geq 0, \quad 0 < R_0 < 1
\end{align*}
\]

where \( R_0 \) is the desired level of reliability.

The problem may alternatively be stated as

\[
\begin{align*}
\text{Maximize} & \quad \log R \left( \frac{x}{T} \right) \\
\text{Minimize} & \quad C \left( T \right)
\end{align*}
\]

subject to

\[
\begin{align*}
\bar{C} \left( T \right) & \leq 1 \\
R \left( \frac{x}{T} \right) & \geq R_0 \\
T & \geq 0, \quad 0 < R_0 < 1
\end{align*}
\]

where \( \bar{C} \left( T \right) = C \left( T \right)/C_B \).

The above bicriterion problem may be reduced to a single objective optimization problem by introducing \( \lambda = \begin{bmatrix} \lambda_1 \\ \lambda_2 \end{bmatrix} \in \mathbb{R}^2 \), \( \lambda_1 \geq 0 \), \( \lambda_2 \geq 0 \),

\[
\sum_{i=1}^{2} \lambda_i = 1 \quad \text{where} \quad \lambda_i \ (i = 1, 2) \quad \text{is the decision maker's priority for the} \ i^{th} \ \text{objective function. Using} \ \lambda_1, \ \lambda_2 \ \text{the problem in (2) can be reformulated as}
\]

\[
\begin{align*}
\text{Maximize} & \quad F \left( T \right) = \lambda_1 \log R \left( \frac{x}{T} \right) - \lambda_2 \bar{C} \left( T \right) \\
\text{subject to} & \quad \bar{C} \left( T \right) \leq 1 \\
& \quad R \left( \frac{x}{T} \right) \geq R_0 \\
& \quad T \geq 0, \quad 0 < R_0 < 1
\end{align*}
\]

This form introduces a degree of flexibility over the traditional single objective software release policy, where, only the cost or the reliability could be optimized. Here, \( \lambda_1, \ \lambda_2 \) can be fixed according to decision maker's requirements and hence a solution satisfying both the requirements is obtained.
4. OPTIMAL RELEASE POLICY

For an exponential SRGM [4]

\[ m(T) = a (1 - e^{-bT}) \]
\[ R(x/T) = e^{-[m(T+x) - m(T)]} \]

The software cost during software life cycle is given by

\[ C(T) = C_1 m(T) + C_2 \{m(T_L) - m(T)\} + C_3 T \]

Therefore,

\[ \bar{C}(T) = \frac{C}{C_B} = \frac{C_1 m(T) + C_2 \{m(T_L) - m(T)\} + C_3 T}{C_B} \]

Further, the objective function \( F(T) \) in (3) is

\[
F(T) = \lambda_1 \log R(x/T) - \lambda_2 \bar{C}(T)
= a (1 - e^{-bT}) (\lambda_1 + \lambda_2 (\bar{C}_2 - \bar{C}_1))
- \lambda_1 a (1 - e^{-b(T+x)}) - \lambda_2 \bar{C}_3 T - \lambda_2 \bar{C}_2 a (1 - e^{-bT_L})
\]

(4)

Differentiating \( F(T) \) with respect to \( T \), we have

\[
\frac{dF(T)}{dT} = ab e^{-bT} [\lambda_1 + \lambda_2 (\bar{C}_2 - \bar{C}_1) - \lambda_1 e^{-bx}] - \lambda_2 \bar{C}_3
\]

(5)

From (5)

\[
\frac{dF(T)}{dT} \bigg|_{T=0} = ab S - \lambda_2 \bar{C}_3
\]

and

\[
\frac{dF(T)}{dT} \bigg|_{T=\infty} = -\lambda_2 \bar{C}_3 < 0
\]

(6)

where

\[
S = \lambda_1 (1 - e^{-bx}) + (\bar{C}_2 - \bar{C}_1) \lambda_2 > 0
\]

(7)

From (4) and (6), we have the following cases

Case I (A) \( ab > \lambda_2 \bar{C}_3/S (\lambda_2 \neq 0) \)

Then there exists a point \( T = T_0 \) \( 0 < T_0 < \infty \) satisfying \( \frac{dF(T)}{dT} = 0 \) such that \( \frac{d^2 F(T)}{dT^2} \bigg|_{T=T_0} < 0 \) and hence \( F(T) \) achieves its maxima at \( T_0 \).
(B) \( ab > \lambda_2 \bar{C}_3 / S \) (\( \lambda_2 = 0 \))

Then there exists a point \( T = T_0 \) (\( 0 < T_0 < \infty \)) satisfying \( F(T) = 0 \) for all \( T \geq T_0 \) and hence \( F(T) \) has the maximum value zero for all \( T \geq T_0 \).

**Case II** \( ab \leq \lambda_2 \bar{C}_3 / S \)

Here for all \( T \), \( F(T) \) decreases and hence \( dF(T)/dT = 0 \) has no positive solution.

Further, differentiating \( \bar{C}(T) \) with respect to \( T \), we have

\[
\frac{d\bar{C}(T)}{dT} = \bar{C}_3 - ab e^{-bT} (\bar{C}_2 - \bar{C}_1) \tag{8}
\]

From (8)

\[
\frac{d\bar{C}(T)}{dT} \bigg|_{T=0} = \bar{C}_3 - ab (\bar{C}_2 - \bar{C}_1)
\]

and

\[
\frac{d\bar{C}(T)}{dT} \bigg|_{T=\infty} = \bar{C}_3
\]

and hence we have the following cases for \( \bar{C}(T) \): **Case I** \( \bar{C}_3 < ab (\bar{C}_2 - \bar{C}_1) \)

Then there exists a point \( T = T_C \) (\( 0 < T_C < \infty \)) satisfying \( d\bar{C}(T)/dT = 0 \) such that \( d^2 \bar{C}(T)/dT^2 \big|_{T=T_C} > 0 \) and hence \( \bar{C}(T) \) achieves its minima at \( T_C \).

Also for \( \bar{C}(T) = 1 \), following sub cases arise:

(i) \( \bar{C}(T_C) > 1 \)

Then the budget constraint is violated for all \( T \) and hence provision has to be made for more budget.

(ii) \( \bar{C}(T_C) = 1 \)

Then there exists a unique point \( T = T_1 (= T_C) > 0 \) such that \( \bar{C}(T_1) = 1 \).

(iii) \( \bar{C}(T_C) < 1 \leq \bar{C}(0) \)

Then there exist two points \( T = T_1 \) and \( T_2 \) (\( 0 \leq T_1 < T_C < T_2 \)) such that \( \bar{C}(T_1) = \bar{C}(T_2) = 1 \).

(iv) \( \bar{C}(0) < 1 \)

Then there exists a unique point \( T = T_1 \) (\( 0 < T_C < T_1 \)) such that \( \bar{C}(T_1) = 1 \).
Case II  $\bar{C}_3 \geq ab (\bar{C}_2 - \bar{C}_1)$

Then for all $T$, $\bar{C}(T)$ increases and hence $d\bar{C}(T)/dT = 0$ has no positive solution. Also for $\bar{C}(0) \leq 1$ there exists only one point $T = T_1 (\geq 0)$ such that $\bar{C}(T_1) = 1$, and for $\bar{C}(0) > 1$ budget constraint is violated.

To find the nature of reliability function, we differentiate $R(x/T)$ with respect to $T$, to get

$$\frac{\partial R(x/T)}{\partial T} = ab e^{-bT} (1 - e^{-bx}) R(x/T)$$ \hspace{1cm} (9)

which is always $\geq 0$. Hence $R(x/T)$ is a monotonically increasing function of $T$.

Further, for a specified operational time $x$, and reliability $R_0$, if $R(x/0) < R_0 < 1$, then there exists a positive and unique point $T = T_R$ such that $R(x/T_R) = R_0$, where

$$R(x/0) = \text{Exp} [-m(x)], \quad R(x/\infty) = 1.$$  

Combining cost-reliability objective function, budgetary limitation and reliability requirement, we may state the following theorem for optimal release policy.

**Theorem:** Suppose that $\bar{C}_2 > \bar{C}_1 > 0$, $\bar{C}_3 > 0$, $C_B > 0$, $x \geq 0$, $0 < R_0 < 1$, $\lambda_1 \geq 0$, $\lambda_2 \geq 0$, $\lambda_1 + \lambda_2 = 1$.

(A) **Assume that** $ab > \lambda_2 \bar{C}_3/S$ and $ab > \bar{C}_3/(\bar{C}_2 - \bar{C}_1)$

(1) If $\bar{C}(T_C) > 1$ then more budget is needed to carry out the testing (the problem has no solution).

(2) If $\bar{C}(T_C) = 1$, $R(x/0) < R_0 < 1$ and $T_R \leq T_C$ then $T^* = T_C$.

(3) If $\bar{C}(T_C) = 1$, $R(x/0) < R_0 < 1$ and $T_C < T_R$ then more budget is needed to carry out the testing.

(4) If $\bar{C}(T_C) = 1$ and $R_0 \leq R(x/0)$, then $T^* = T_C$.

(5) If $\bar{C}(T_C) < 1 < \bar{C}(0)$, $R(x/0) < R_0 < 1$ and $T_R < T_1$ then

(5.1) $T^* = T_1$ for $T \leq T_1$

(5.2) $T^* = \text{Min} \{T_0, T_2\}$ for $T_1 < T_0$.

(6) If $\bar{C}(T_C) < 1 \leq \bar{C}(0)$, $R(x/0) < R_0 < 1$ and $T_1 \leq T_R \leq T_2$ then

(6.1) $T^* = \text{Max} \{T_R, T_0\}$ for $T_0 \leq T_2$

(6.2) $T^* = T_2$ for $T_2 < T_0$.

(7) If $\bar{C}(T_C) < 1 \leq \bar{C}(0)$, $R(x/0) < R_0 < 1$ and $T_2 < T_R$ then more budget is needed to carry out the testing.
(8) If \( \bar{C}(T_c) < 1 < \bar{C}(0) \) and \( R_0 \leq R(x/0) \) then
(8.1) \( T^* = T_1 \) for \( T_0 \leq T_1 \)
(8.2) \( T^* = \min \{T_0, T_2\} \) for \( T_1 < T_0 \)
(9) If \( \bar{C}(0) = 1 \) and \( R_0 \leq R(x/0) \) then \( T^* = \min \{T_0, T_2\} \).
(10) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_R \leq T_1 \) then
(10.1) \( T^* = T_R \) for \( T_0 \leq T_R \)
(10.2) \( T^* = \min \{T_0, T_1\} \) for \( T_R < T_0 \).
(11) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_1 < T_R \) then more budget is
needed to carry out the testing.
(12) If \( \bar{C}(0) < 1 \) and \( R_0 \leq R(x/0) \) then \( T^* = \min \{T_0, T_1\} \).

(B) Assume that \( ab > \lambda_2 \bar{C}_3/S \) and \( ab \leq \bar{C}_3/(\bar{C}_2 - \bar{C}_1) \)

(1) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_R \leq T_1 \) then
(1.1) \( T^* = T_R \) for \( T_0 \leq T_R \)
(1.2) \( T^* = \min \{T_0, T_1\} \) for \( T_R < T_0 \).
(2) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_1 < T_R \), then more budget
is needed to carry out the testing.
(3) If \( \bar{C}(0) < 1 \) and \( R_0 \leq R(x/0) \) then \( T^* = \min \{T_0, T_1\} \).
(4) If \( \bar{C}(0) = 1 \) and \( R(x/0) < R_0 < 1 \) then more budget is needed to
carry out the testing.
(5) If \( \bar{C}(0) = 1 \) and \( R_0 \leq R(x/0) \) then \( T^* = 0 \).
(6) If \( \bar{C}(0) > 1 \) then more budget is needed to carry out the testing.

(C) Assume that \( ab \leq \lambda_2 \bar{C}_3/S \) and \( ab < \bar{C}_3/(\bar{C}_2 - \bar{C}_1) \)

(1) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_R \leq T_1 \) then \( T^* = T_R \).
(2) If \( \bar{C}(0) < 1, R(x/0) < R_0 < 1 \) and \( T_R > T_1 \) then more budget is
needed to carry out the testing.
(3) If \( \bar{C}(0) = 1 \) and \( R(x/0) < R_0 < 1 \) then more budget is needed to
carry out the testing.
(4) If \( \bar{C}(0) \leq 1 \) and \( R_0 \leq R(x/0) \) then \( T^* = 0 \).
(5) If \( \bar{C}(0) > 1 \) then more budget is needed to carry out the testing.

**Particular Cases**

If \( \lambda_1 = 0, \lambda_2 = 1 \) and \( C_B \) is sufficiently large (so that \( C_B > \min \cdot C(T) \)),
(3) reduces to the classical cost optimization [12] release policy. On the other
hand if \( \lambda_1 = 1 \) and \( \lambda_2 = 0 \), then (3) reduces to reliability optimization release
policy, a policy which is particularly suitable for high reliability projects
like nuclear reactors, space shuttles and heart monitors etc. The reliable
operation of these projects depends critically on the reliable operation of their software components. Because of the total dependence of these systems on the underlying software, they may demand a very high reliability. Values of $\lambda_1$, $\lambda_2$ other than 0 and 1 give other possible solutions, based on the specific requirements of a software project.

5. NUMERICAL EXAMPLE

Taking maximum likelihood estimates of the model parameters $a$ and $b$ as $\hat{a} = 33.99$, $\hat{b} = 0.0059$ (Goel et al. [4] where data is given in the form \{$S_k$, $k = 1, 2, \ldots, 26$\} where $S_k$ is the time (in days) to the $k$-th failure), we discuss below the bicriterion release policy for an exponential SRGM. We further assume $C_1 = 5$, $C_2 = 15$, $C_3 = 1.5$, $C_B = 475$, $T_L = 250$, $R_0 = .75$ and $x = 2.00$ (we have assumed these values for illustrating our policy since it is expected that software developers have reliable estimates of various model and cost parameters from past experience and pretest (see also the discussion under post optimality analysis). Using the assumed values of various parameters, we have $T_C = 46.89$, $T_1 = 219.90$, $T_R = 53.19$, $C(0) = 389.95$, $\bar{C}(0) = 0.821$, $C(T_C) = 379.47$, $\bar{C}(T_C) = .798$, $C(T_R) = 379.64$, $\bar{C}(T_R) = .799$, $R(x/0) = 0.676$, $R(x/T_C) = 0.742$, $R(x/T_1) = 0.896$. For different values of $\lambda_1$ and $\lambda_2$ (as decided by the decision maker according to the relative significance of reliability and cost respectively), we find $T_0$ and consequently $T^*$ (figs. 1-3). These values are summarized in table (1).

![Diagram](image-url)
From table (1) we see that different values of $\lambda_1$ and $\lambda_2$ give rise to different $T^*$ and hence different $R(x/T^*)$ and $C(T^*)$. More weightage to reliability (i.e. higher $\lambda_1$) gives an optimal solution with higher value of $R(x/T^*)$. If the emphasis is on maximizing the reliability only (i.e., $\lambda_1 = 1, \lambda_2 = 0$) then the highest possible reliability achieved by exhausting the total budget is 0.896. We also note that the cost weight ($\lambda_2$) remains ineffective until it is more than 0.2, i.e., for $\lambda_2 = 0.0, 0.1$ and 0.2 ($\lambda_1 = 1.0,$
<table>
<thead>
<tr>
<th>Ab = .196</th>
<th>Ĉ_3/(Ĉ_2 - Ĉ_1) = .150</th>
</tr>
</thead>
<tbody>
<tr>
<td>T_R = 53.19</td>
<td>T_1 = 219.90</td>
</tr>
<tr>
<td>Ĉ(0) = .821</td>
<td>Ĉ(T_C) = .798</td>
</tr>
<tr>
<td>R(x/0) = .676</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Weights</th>
<th>λ_2 Ĉ_3/S</th>
<th>T_0</th>
<th>Theorem</th>
<th>T^* (days)</th>
<th>R(x/T^*)</th>
<th>C(T^*)</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ_1</td>
<td>λ_2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>.013</td>
<td>2008.2</td>
<td>A(10.2)</td>
<td>219.90</td>
<td>.896</td>
</tr>
<tr>
<td>.9</td>
<td>.1</td>
<td>.025</td>
<td>338.91</td>
<td>A(10.2)</td>
<td>219.90</td>
<td>.896</td>
</tr>
<tr>
<td>.8</td>
<td>.2</td>
<td>.047</td>
<td>243.30</td>
<td>A(10.2)</td>
<td>219.90</td>
<td>.896</td>
</tr>
<tr>
<td>.7</td>
<td>.3</td>
<td>.065</td>
<td>184.80</td>
<td>A(10.2)</td>
<td>184.80</td>
<td>.874</td>
</tr>
<tr>
<td>.6</td>
<td>.4</td>
<td>.082</td>
<td>148.59</td>
<td>A(10.2)</td>
<td>148.59</td>
<td>.847</td>
</tr>
<tr>
<td>.5</td>
<td>.5</td>
<td>.096</td>
<td>120.39</td>
<td>A(10.2)</td>
<td>120.39</td>
<td>.822</td>
</tr>
<tr>
<td>.4</td>
<td>.6</td>
<td>.109</td>
<td>100.09</td>
<td>A(10.2)</td>
<td>100.09</td>
<td>.803</td>
</tr>
<tr>
<td>.3</td>
<td>.7</td>
<td>.121</td>
<td>82.79</td>
<td>A(10.2)</td>
<td>82.79</td>
<td>.785</td>
</tr>
<tr>
<td>.2</td>
<td>.8</td>
<td>.131</td>
<td>68.79</td>
<td>A(10.2)</td>
<td>68.79</td>
<td>.768</td>
</tr>
<tr>
<td>.1</td>
<td>.9</td>
<td>.141</td>
<td>57.09</td>
<td>A(10.2)</td>
<td>57.09</td>
<td>.755</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>.150</td>
<td>46.89</td>
<td>A(10.1)</td>
<td>53.19</td>
<td>.750</td>
</tr>
</tbody>
</table>
0.9 and 0.8 respectively), same reliability (0.896) is obtained by spending the entire budget (475). When \( \lambda_2 \) is more than 0.2, cost weight becomes effective and there is a decrease in the reliability achieved as well as the cost incurred. This continues till \( \lambda_1 = 0.0, \lambda_2 = 1 \), when the cost incurred falls down to 379.65, which is the minimum amount needed to obtain the desired reliability \( R_0 \) (.75). Hence introduction of \( \lambda_1 \) and \( \lambda_2 \) gives more freedom to the decision maker in setting his objectives and thus he may have a trade off between cost and reliability depending upon the importance of each.

6. POST OPTIMALITY ANALYSIS

Software life cycle length \((T_L)\) is expected to be fixed well in advance. However, the following post optimality analysis may help in fixing \( T_L \) and the reliability objective \( R_0 \) as other parameters namely cost are expected to be known because of the past experience of the software developer. In the above example, we vary \( T_L \) between 100 and 550 (step size-50) and observe its effect on \( T^* \) and consequently on \( R(x/T^*) \) and \( C(T^*) \). This effect will depend on the weights \( \lambda_1 \) and \( \lambda_2 \). For illustration we choose \( \lambda_1 = 0.7 \) and \( \lambda_2 = 0.3 \). The results obtained for different values of \( T_L \) are summarized in Table (2).

From the table (2) we see that when \( T_L \) is smaller than both \( T_g \) and \( T_0 \) (where \( T_g \) is the greatest \( T \) such that \( \bar{C}(T) = 1 \) and hence \( T_g = T_1 \) when \( \bar{C}(0) < 1 \) and \( T_g = T_2 \) when \( \bar{C}(0) \geq 1 \geq \bar{C}(T_C) \)), i.e., when \( T_L = 100 \) and 150, \( T^* \) is same as \( T_L \) which implies that \( T_L - T^* = 0 \). This brings forth the fact that if the software life cycle is not suitably fixed, no maintenance can be provided after the release of the software. Also in these cases a large part of the budget remains unutilized. Such a software life cycle length will not be justifiable since the software developer will not be able to provide any maintenance after the release, which may not be acceptable to the user. Now as \( T_L \) increases beyond 150, the maintenance period \((T_L - T^*)\) increases. For \( T_L = 200, 250 \) and 300, the time of release as well as the reliability achieved is same but the cost incurred is different (it increases with the life cycle). We also observe that for these value of \( T_L \), \( F(T^*) \) decreases. Thus from view point of maximizing the objective function \( F(T) \), \( T_L = 200 \) may be the best choice as it gives the greatest value of \( F(T^*) \). However, in this case the maintenance period is small as compared to the cases when \( T_L = 250 \) and 300. In the case when \( T_L = 300 \), almost the entire budget is utilized and the reliability achieved is 0.874, which is same as in the cases when \( T_L = 200 \) and 250. Thus, we see that at \( T_L = 300 \), cost weight \((\lambda_2)\) starts becoming ineffective. When \( T_L \) is more than 300, \( T^* \) and \( R(x/T^*) \) decrease and the
entire budget is spent in the testing. Thus for $T_L > 300$, we achieve lesser reliability by spending more (figure 5). From the view point of objective function $F(T)$, these life cycle lengths wouldn't be chosen. However, if the software developer is interested in providing more maintenance period (which is increasing with $T_L$ and is around 423 for $T_L = 500$) at the cost of expenditure and reliability, he may choose any $T_L$ between 350 and 500. At $T_L = 550$ the minimum cost incurred exceeds the budget and hence more budget is needed to have this much length of the cycle.
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\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
$T_L$ & $T_0$ & $T_R$ & $T_*^{\text{Theorem}}$ & $T_*^{\text{R}}$ & $T_*^{\text{*}}$ & $T_*^{\text{T}^*(T^*)}$ & $T_*^{\text{F}(T^*)}$ & $R(x/T^*)$ & $C(T^*)$ & $C(T^*)$ \\
\hline
100 & 100 & 100 & 100 & 100 & 100 & 100 & 100 & 100 & 100 & 100 \\
150 & 150 & 150 & 150 & 150 & 150 & 150 & 150 & 150 & 150 & 150 \\
250 & 250 & 250 & 250 & 250 & 250 & 250 & 250 & 250 & 250 & 250 \\
300 & 300 & 300 & 300 & 300 & 300 & 300 & 300 & 300 & 300 & 300 \\
400 & 400 & 400 & 400 & 400 & 400 & 400 & 400 & 400 & 400 & 400 \\
450 & 450 & 450 & 450 & 450 & 450 & 450 & 450 & 450 & 450 & 450 \\
500 & 500 & 500 & 500 & 500 & 500 & 500 & 500 & 500 & 500 & 500 \\
\hline
\end{tabular}
\caption{Table 2}
\end{table}

For $T_L = 550$, $C(T_c)$ is therefore not able to support a life cycle of 550 days.
Thus it is for the software developer to decide the software life cycle length, given the above analysis. The above discussion is further sketched in figures 4 and 5. Figure 4 illustrates the effect of $T_L$ on $T^*$ and $T_L - T^*$ (maintenance period) whereas figure 5 illustrates the effect of $T_L$ on $R(x|T^*)$ and $\bar{C}(T^*)$.

Now, once the developer has fixed the software life cycle length $T_L$, the reliability goal $R_0$ can be decided between $R(x/T_1)$ and $R(x/T_2)$ or $R(x/0)$ and $R(x/T_1)$, depending on whether $\bar{C}(0) \geq 1 > \bar{C}(T_C)$ or $\bar{C}(0) < 1$. For illustration, $R_0$, for the numerical example in table (1), can be fixed any where between .676 and .896.

CONCLUSION

In this paper we have discussed a flexible release policy, optimizing two conflicting objectives, namely software cost and software reliability simultaneously. Such a policy allows the software developer flexibility depending on the project being undertaken. Earlier policies discussed in the literature are only suitable for a particular project being undertaken which may be in terms of minimizing only cost or maximizing only reliability under suitable constraints. In that sense the proposed policy brings forth a trade off between cost and reliability depending upon the importance of each. Besides, we have also discussed the effect of software life cycle length on the optimal release time, reliability and cost, which can help the decision maker to fix suitably the software life cycle length and the reliability goal.
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