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ETUDE DES ITERACTIONS D'UNE APPLICATION LIEE  

A UN MODELE DE VERRE DE SPIN, 

Cette conférence devait être donnée par V. GLASER, mais la 

maladie l'en empêcha. A. MARTIN le remplaça. Ce travail, effectué en col­

laboration avec P. COLLET, J.P. ECKMANN et A. MARTIN, est son dernier 

travail. V. GLASER nous a quitté le 22 janvier 1984. Nous garderons de 

lui le souvenir d'un physicien pur et d'un physicien-mathématicien de 

très haut niveau dont l'oeuvre restera marquante. Sa double appartenance 

a fait qu'il a joué un rôle considérable dans la R.C.P. N° 25. Nous gar­

derons aussi de lui le souvenir d'un homme charmant et chaleureux, et 

pour beaucoup d'entre nous d'un ami très cher. 
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Pc Collet 

Centre de Physique Théorique de l1Ecole Polytechnique 
Palaiseau, France 

J.-P. Eckmann 

Ecole de Physique, Université de Genève, Suisse 

and 

V· Glaser and A. Martin 

CERN - Geneva 

A B S T R A C T 

We study the itérations of the mapping 

Jf[P(e)] B (*(s))
2-(P(0))2

 + ( p ( 0 ) ) 2 f 

with the constraints F(l) = 1 , F(s) = Σ a s n 

7 η 
a ^ 0, and find that, except if F(s) = s, 

JT^|"F(S)3 approaches either 0 or 1 for | s | < 1 
as k-»oo. 
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Ιο INTRODUCTION AND SUMMARY OF THE RESULTS 

In a simplified version of a spin glass model (CEGM), the probabi-
lity distribution of the spin-spin interaction is given by a discrète set of 
coefficients a , n' 

and after the opération of the renormalization group, this distribution is 

replaced by a new one. The opération is best described by writing the équation 

which gives the new generating f miction of the probabilities, JV°P, in terms of 

the old one, F : 

with F(s) = ̂  a

n

s n # This mapping préserves conditions (l). 

We want to study the itérations of (2) and find ο vit what happens to 

and see whether JY'̂ Ks) appiOaches a Lim.i.t or has a chaotic behaviour. In 
the sequel, we use the abbreviation 

Le t us summarize the results. 

1) There are only two fixed points ο I" the mapping: F(s) = S, which is un-
olablo, and P(s) = 1 . A pseudofixed point is F(s)=1ls 11, i.e«, 
F(s)=0 for 0 < s < 1 , and F( Γ.) - 1 l'or •• 1 . There is no poriodi.c 
point, i.eOJ the équation 

F i k ' 6 ; = F ^ ) , Vs / 

ha s η ο new s ο 1ι11, i on s whon k > 1 « 

2) Only three t h in g s happe η to the itérations for k--»«> : 
i) if P(s) =s, P ( k\ s) =r, ¥ k; 
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ii) otherwise, either F^k^(s)-»0 pointwise for 0 < s < 1 , and 
in fact for |s| < 1 in the complex plane, or P^^(s)-*1 
for |s| < 2. 

We see thus that the attractors are "trivial1'. However, it will be 

seen that the approach to thèse attractors is complicated. 

3) F^k^(s)-*1 for k->œ if and only if the following conditions are 

simultaneously fulfilled 

i) P(s)/s 
ii) F(s) is analytic in |s| < 2 
iii) lim F(s) exists and lim F!(s) exists 

s-*2 s~*2 
iv ) F(2)-2F»(2) > 0. 

4) Under conditions 3), F^^(s) approaches unity in the following way 

i) if F(2)-2F I(2) > 0 strictly, z|F^k^(s)-1| converges for 

| s | * 2 

ii) if F(2)-2F« (2) = 0 E | F ^ ( S ) - 1 | converges for |s| < 2, while 
Σ|F^k^(2)-1|^ converges for any γ > 1 e Furthermore, lim inf 
k(P (k )(2)-l) < 2. 

5) If F(s)^s and if any one of the other conditions 3) is not satisfied, 
then F^k^(s)-*0 for |s| < 1 . 

6) Finally, let us indicate that similar results, using similar methods, can 
be obtained for the mapping 

^ f Y *1 > £ , [ (4 ) 

(k) 
There is no unstable fixed point. Fv approaches 1 for k-*® if F 
is analytic in |s| < η and D = F(n)-n(n-1)Ff(n) > 0o In the limit 

(k) 
case, D = 0, we only know that F does not approach zéro. In the 
other cases, F^k^(s) approaches zéro for |s| < 1 . 

7) The mapping 
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where again F(s)=£ a sn, a ^ 0 T, A = 1 , is such that F^(s)-*1 
η ' η η ' v ' 

for k-»«, | s| < 1 . 
In the sequel, we shall not discuss separately the problem of fixed 

points (though direct proofs exist L) because the absence of non-trivial 
fixed points follows from the rest of the study„ 

II. NECESSARY CONDITIONS FOR ¥^(Β)Τ^Ο : ANALYTICITY 

First note that from condition we see that if F(s) is defined 
in 0 < s < 1 it can be extended to |s| < 1 . 

Assume that F(s )/S < 1 for 0 < s < 1 , then from (2) we get 
0 0 0 (L 

Hence, if F(s )/S < 1 . F v ; ( S ) -»0 as k -* »; but since, from the positi-
' O O 7 O ' /Χ 

vity properties (1) | F ( S)| < F(s ) for |s| < S q, we find also F̂  ^(s)^0 
for k-»», |s| < s · However, since |F (S)| <r 1 in |s| < 1 , Vitali!s 
theorem tells us that | F ^ ( S ) | - > 0 for |s| < 1 . 

Hence, if F^^(s) does not approach zéro, we have F(s)/s > 1 for 
0 < s ̂  1 . This implies the following necessary conditions : 

(k) 
Let us now look at the recursion relations for â  following from 

the définitions (2) and (3)· They are 

/γ+ή = Τι + ( ' / 
If 

we get from (7) 

ι " " 1 > Γ ς + Χ - 1 A ' 9 , 
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\ K + , L ' ~ ~ K + l J * < 1 ° ) 

Assume now that P^k^ does not tend to zéro for k-*œ. Then from (β), we get 
Σ ri < 1 ? an(^ hence 

i · e ο , 

and, by inserting in the bracket in (ΐθ) : 

** (D) 
Iterating this inequality, one gets, us ing -~P < 1 , 

Hence F^(s)=Z a^^s™ i R analytic in |s| 2. Furthermore, using the 
explicit bound (12) , we get a bound on F^k^ whleh is independent of k : 

F ( M ) ( h i \ / + / S / ! . (13) 

III0 THE CONDITION F(2)-2F*(2) ^ 0 

Consider the quantity 

D f s ) = Γ ( O - s F (sr^) . ( 1 4) 

By d : î"ferontiating (2), we get 
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Assume that /O for k~>oo. Then the F^»s are bounded by 
(13). Take 1 < s < 2, and assume D^(s ) < 0, then from (15) we get 
D^k+1j(s ) < 0 and 

since P^k^(sQ)>1 for S Q > 1 . Therefore, if D^^(s) = F(s)-sF!(s) is 
négative for one particular s , 1 - s < ?. then 

o' ο ~7 -

However, F^(s) is bounded by (13) and ( 2- | s | )F» ̂ k^ ( s ) is also 
bounded by (13)° For k large enough, this is a contradiction0 Hence a 
necessary condition for F^k^(s) not to approach 0 in 0 < s < 1 is 

= F i ^ s F ^ ) > o y ( i g ) 

If (16) holds, we can integrate (16) from 1 to s and get 

£ v \ Λ < s < a - · ( 1 7 ) 

This me an s that F(s) and F1 (s) which are increasing functions o.f s have 
limits for s = 2 that we designate as F(2) and F f (2) . Hence we have shown 
the 
THEOREM : If F^k^(s) does not approach 0 in 0 < s < 1, then 

From the positivity of the α
η' β? i s easy to see that (18) implies (16)· 

Lot u ; ·. now assume , 

We can take the limlt ο Γ Eq. ( 1 ) : 
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and / 

But D^k^(s) is a decreasing function of s so 

We see that the infinité product g F^k^(2) is convergent0 So F^k^(2)-*1 
for k 0 0 and, since 

(from convexity) 

/ 

Furthermore, ^|s| ̂ 2 the infinité product J ^ Q ^ ^ C S) convergeso 
The refore we have the 

THEOREM : If F(2)-2F'(2) > 0, then F^(s ) - 1 as Ν w h e n 
|s| ̂ 2 , and the infinité product ^ff^F^^s) converges for 
|s| ̂  2o 

0 0 / (N) / \ \ 

This implies, of course, that n ^ Q ^ F V2 ; - 1 ; converges» 

IV. THE LIMIT CASE F(2) = 2F'(2) 
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we get from (19), D^ k ^(2)=0. The only easy resuit in this case is that 
= 0 is a sufficient condition to guarantee that P^^(s) does not 

approach 0 in 0 < s < 1 . Indeed, we still have F^(s) < s for 1<s < 2 , 
and by convexity F^(s) ^ s for 0 < s < 1 . Let us show that if Ρ(θ) > 0, 
one can in fact get a lower bound on F^K^(O) for K large enough. Replacing 
F and F1 by their power expansion, one gets from (21) 

/h. 

# 0 = 2 ^ « χ y (22) 
fi χ 2-

and hence 4? a < a 0 Combining with Σ a = 1 , one gets 2 η ο D o n ' & 

where [x] =x for χ ̂  0, 0 for χ < 0. Hence 

The graph corresponding to this inequality is presented in the following 
Figure : 
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It is easy to see that after a finite number of itérations, one gets 

^ 2 S ~ 

One can generalize this technique to get more refined lower bounds, but we 
shall prefer to use a completely différent method. 

The trouble with Eq. (15)» in the case D(2) =0 , is that it reduces 
to 0=0o Differentiating (15) leads to an équation on the second derivatives 
of F^^(2) and F ^ + ^ ( 2 ) which do not necessarily exist. An interesting 
quantity to consider is 

Δ = F - s F ' _ ± 1 ΐ μ ) Γ " . (*) 
2 -

It is easy to see that Δ is monotonously decreasing. Hence 

A f O ^ F f o ) < : ± , (27) 

We have also 

• S " ^ 4. . (28) 

The itération of Δ is given by : 

In Appendix I we prove the inequal i ty 

( F ^ s r ; f < ^ F Δ . (30) 

Therefore 

Δ , ^ ) ) > i ± L ^ F ^ i ) A f O - ( 3 , ) 

Itérâting, we get 
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and using inequalities ( 2 7 ) and (28) together with F^(s)/s > F^(2)/2, 
we get, assuming F t !(l)^0, i«e., excluding F(s) = s, 

Π W + ± . , 3 , 

Optimizing with respect to s, we find with s = 2-2/N, 

! t = 0 F " f i ) ' 
In the limit of large N, we have 

A/ ^ 

If we define e„ by 

F C " Y ï . ) ^ ±+<Z« , ( 36 ) 

we can rewrite (34) as 

Ν 
% ^ M^îT + . ( 3 7 ) 

This means that, in an average sensé, goes to zéro. However, we cannot 
exclude from ( 37 ) the existence of an infinité séquence of e^' s η ο ΐ tending 
to zéro. The only safe thing we can say is 

JU** . ^ f • Ve» ^ 1 · (38 ) 

To prove that e ̂  goes to zéro, we will use the fact that successive 
c's are correlated. Specifically, from 

1 r(u*(z)= ( r < % ) Î ( f % f ^ % p d ; <„, 
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we get 

« w , - ^ < i • < 1 0 ) 

In Appendix II we exploit this inequality to obtain 

é»-r y ' ô T ( 4 1 > 
/ -f- j - £ * 

and 

If we combine the inequality (34) with the set of inequalities (42), 

we get 

C M f > F (ψ*) « « ( Α ^ " · ^ - ^ . ! · ! ) 

In Appendix II we also show that this set of inequalities is very 
constraining and allows to get an upper limit on \>(x), the number of ε" 

Κ 
larger or equal to χ : 

W o < ^ (44) 

for any integer η > 1 . 

Noticing that v(l )=0, if F(s)^s, we get the Stieltjes intégral : 

X ( ^ ) = \ M * > { - ] * ^ V * 0 < ^ · (45) 

t** ο ο 
For any α > -jjr we can find an η such that from (44) we get a convergent 
upper bound to the last intégral in (45)· In particular, to prove that 

00
 f \ 2 Σ (€. ; is convergent, it is sufficient to take η = 3· Hence we bave shown k«0 κ the 
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THEOREM : Σ(*^)2& converges for a > \. 

On the other hand, we have the 

THEOREM ; If D(2) «F(2)-2F»(2) = 0 , must diverge. 

We begin the proof by summing the équations ( 1 5 ) "to get 

where 

Π / ο - n f F f T o . 

Assume that converges, then ( 2 ) tends to a limit L for 
Ν -»» and ThT(s) < L. We can also start after a finite number of itérations 
30 that Fv ;(θ) > 16/25, according to ( 2 5 ) . 

Then we get, summing the géométrie séries in (46) : 

a contradiction. 
The convergence of Σ e£. can now be used to prove the convergence of jL|l-F^(s)| or equivaiently jP^'fs) for ISL < 2 . k«0' k-0 
From (39) we have 

Hence 

Σ ΐ Ο " ° > ) * ) = 2 ^ * x + 2 - ^ · (49) 

The right-hand side is bounded for arbitrary Ν and is therefore convergent. 
It is also obvious from \.hn monotonicity of F that Σ (1-(F^(G))?) is 

k-0 
convergent for 0 < S < 1. 
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For 1 ̂  s <" 2 we have to use a more complicated argument. If we 
write F^^ (s) = 1+ê ( s) we get from the mapping équation 

* u , ( s ) > § e * 0 ) - ^ ( - ( F % f ) - ( 5 0 ) 

Introducing 

* ( L = ( f ) ^-(^ S ( 5 - ) 

we notice that χ "̂~*̂  for k->®, and we get 

Thus we get a bound on e^(s) a n d c a n establish the inequality 

00 ( τ̂Λ 
Therefore the infinité product Π F (s) converges for 0 < s < 2 and this 

k=0 
can be extended, using positivity, to |s| <" 2· 

We have already said that when D(2)=0,, the product Π F^k^(2) must 
k=0 ~ 

diverge» One could ask how fast. This dépends on détails of the initial 
F(e). 

If F1l(2) and F l , f(2) exist (as linrrts from s < 2) , one can obtain 
the équation 

By exploiting this équation, we prove in Appendix III that 

C N ^ n ^ X C / , C ( > ° · ( 5 5 ) 
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(Ν) 

Then, assuming that the Pv 's are sufficiently smooth functions of N, one 
can obtain their asymptotic behaviour : 

F (s) S I + — H ( I ^ ^ > 

(N) 

where the relative error on Fv -1 is uniformly in s of the order of 1/N» 
This is again explained in Appendix III. 

If Ftet(2) or F,e,(2) and FM(2) do not exist, the situation is more 
complex. If F" exists but F m(s)~ (2-s)^, ΠΝ(2) ~ N2""", if F" ~ ( 2̂ s)""Q' 
11̂ (2) ~ N1"**. However, this is far from covering ail possibilities i F" can 
be singular at s = 2 without behaving like a definite power of 2-s. This 
is described in Appendix IV· 

V· GENERALIZATION OF THE RESULTS TO OTHER MAPPINGS 

First, for completeness, we treat the simple case 

S (57) 

If Jf̂ F = F^) — £ a^^sn, the recursion relation reduces to 

= V / + \ o °* ' ( 5 β ) 

and by iterating this relation from k = 0 , we find 

eC>~ 2 a . - > . i · ( 5 9 ) 

Hence 

Now, consider the mapping 

Here things are very similar to the case n = 2, except that there is no 
unstable fixed point analogue to F(s)=s. The results are as follows 
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i) if F(s) is analytic in |s| < n, and if F(n) and F'(n) exist, 
and if F(n)-n(n-1 )F* (n) > 0 , the itérâtes F^(s) approach 1 
for k ->» , | s | < n. 

ii) in the limit case F(n) =n(n-1)Ff(η), P^^(s) remains finite and 
P^K^(O) is lower bounded by 1—FL/n—1) but we have not carried out 

(k) 
a detailed analysis to see if F approaches unity0 

iii) otherwise F^k^(s) approaches zéro for |s| < 1 · 
The methods being essentially the same as in the case n=2, we feel 

that we only have to give a few indications. First, one shows that if 
P(s )/ŝ n""̂  < 1 for a given 0 < s < 1 necessarily F^k^(s) goes to zéro 
for k-*«>. Taking the limit s

0~* 1 o n e deduces that if F̂  does not 
approach zéro 

which is the analogue of (β)ο Then, using the recursion relations 

Oi -= / ^ * £ "· \ + °η Ο \Sf J (62) 

One proves the analyticity of F^k^ inside |s| < n and one obtains inside 
this domain a bound independent of ko Next, one introduces the analogue of 
(14) : 

Ï > R O = R R O - E » - > * F < * > Y ( 6 3 ) . 

which satisfies the recursion relation 

D i O - ^ t y s ν ^ / ( 6 4 ) 

(k) 
one proves that D has to be positive for 1 < s < n and one deduces 

(k) 
that if Pv does not go to zéro, then 

D C ^ ) > 0 ^ (65) 

and, then, if D ^ ( 2)^0, one proves that / { { ^ [2-) j 
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has an upper bound independent of N. This leads to the desired resuit. In 
the limiting case, one cannot exactly carbon—copy the reasonings because more 
terms appear when one differentiates équations more than once. Our guess is 
that nothing changes, but we leave it as an exercise for the reader. 

VI. CONCLUDING REMARKS 

Returning to the case η =2, we see that if we forget the origin of 
the problem and think of the équation as describing a dynamical System, we 
see that there is no room for a chaotic behaviour, irrespective of the choice 

of the initial F. In a naïve way, one could say that the behaviour F̂  '-»0 
(k) 

for 0 < s < 1 is infinitely more likely than F -» 1. However, we should 

remember that in this initial problem â  represents the probability for the 

variable χ to be in the interval 2 n, 2 n 1· So if χ has a bounded proba­
bility distribution near x = 0 , the analyticity of P(s) in |s| < 2 is 
automatic. What is not automatic is D(2) ̂  0 · F^ K^-*0 corresponds to a 

(k) 
free system in the limit. F -* 1 is more difficult to interpret since aQ 

corresponds to a large slice \< |x| < 1 . This means that the interactions 
are either strongly ferromagnetic or strongly antiferromagnetic. 
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APPENDIX I 

Proof of the inequality 

Prom P(2)=2Pf(2) we get 

we have 

Λ C «2-
To prove ^ 

Ui , Vi , Wi ^ ̂ ' i"̂  is sufficient to prove 

If we call x = s/2 it is sufficient to prove 

?(x) « 2 [ / - ( * . ο Λ U * * + ] [ * - < + * * ] - * * ) > < J 

£ R T O < ? T T - < 4. *· ^ 2. . 

One has to study the roots of P(x), which, fortunately, bas at mοst four 
positive roots, since the polynomial bas only five terms différent from zéro. 
Por η > 6 one proves that ^ 

and, with the boundary conditions, 

one succeeds to prove t ha t. F in posit i ve . The case;--; π •- 7 , 3 , 4 , 5 are more 
délicate, but the positivity can still be establ i.shed. 
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APPENDIX II 

From 

we get, with 

^ + 1 < ^ + ^ ^A, 7 (AU. 3) 

and hence 

^λ / + / - ^ < 3 ^ Α , ^ Λ / + ί ' (AII.4) 

Indeed, either < and the latter inequality is obvious, or ^ € n 
and then «Ν+-|βΝ > €̂ o From (AII.4) we get 

1 - ±- < 1 · (.11.5) 

By merely adding (ΑΙΙ·5) for successive Nfs, we get 

^ r _ P ~ <?N ^ ^ ( Α Ι Ι · 6 ) 

and hence the inequality ( 4 1 ) follows. Now, we want to get a lower bound on 
Π F (2), i.e., on Σ log(l+e,). We use 
k=N k=N k 

i ^ p + * 0 > T ~ T ~ . K * > © , ( A I I o 7 ) 

and 

and get, from (AII.6) or (41) : 
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Hence, using *N < 1 in the denominator of the argument of the logarithm, we 
get μ 

Π r ( t o > l ^ f F M - i f . ( Α Ι Ι · ' 0 ) 

Ν (k), , 
Combining this inequality with (34), which says that Π F (2) grows at most 2 0 

like Ν , we get (43)» which we repeat here in a slightly weakened form 

Ό » » * _ , > · · - > Ό ι · 
The bracket is a monotonously increasihg function of the N. „-N. 

1+1 ι 
considered as independent variables ( including N. - N'-O). Suppose now that v(x) 

2 i l numbers e are larger than x. It is always posnible to piok η of fchom, 2 2 2 €jĵ  , €̂ 2» · · · >βΝη' ^ n s u c n a w a v that 

where |~x3 = intégral part of x. Hence 

Jk 
Hence / - * ' 

and Jh 

V ' ( \ ) + ^ · ( A I I . 1 1 } 
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APPENDIX III 

2-

There is no need to prove in détail the équation 

with, naturally, F^(2) =2F^N'1(2)· 

It is straightforward algebra. This équation shows that if F,f(2) and 
Pff,(2) are finite, we get 

and, from (34) 

A similar bound holds for F^^"(2) but the latter one can be greatly improved 
by using the following trick : from the Cauchy inequality we have 

and hence 

Optimizing with respect to s, we get 

On the other hand, we have, in the case F(2) = 2Ff(2) 

This inequality can be proved by substituting the expansions 
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and using the Schwarz inequality. 

So from (AIII.4), (AI.II. 5) and FN(O) > 16/25, we get 

BiLî^il} V / - F - ^ ? (AIII.6) 

and since ILT-*°° for N~»« Ν 

C arbitrarily small for Ν big enough, and hence 

Therefore 

At this point it is tempting to assume that Π Ν ( 2 ) behaves like Ν 
and to assume that = €Hj(2) n a s a smooth behaviour in Ν : 

- Jï + + " " (AIII.9) 

Substituting into the recursion équation for F^ N ^(2) [Êq. ( 3 9 Q , we get 

Substituting this in turn into inequality ( 5 2 ) we get, for s < 2 

and, in fact, since (ê (s) ) 2 ~ θ( , we find 
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£ A ) ^ — Λ · (Ain.!!) 

It is clear that this asymptotic behaviour holds for fixed s < 2 . However, 
we can also investigate the neighbourhood of s = 2 for Ν large. We remark 
that €N(s) and 6^(2) will be of the same order of magnitude for s > 2 - | 
because F1 ^ ( 2 ) < 1. Therefore we use a scaling variable 

= (Z-S)N (AIII.12) 

and assume 

£ „ f o - ^ · · 
" l y A/ (Aiii.13) 

and substitute into the recursion équation, using (AIII.10)O We get a Riccati 
équation for <() : 

% ^ φ ^ ) ^ 0 ί . ^ φ ( ^ ^ % ) - ^ · (AIII.14) 

2) 
This équation bas a unique regular solution at z=0 : 

This solution has ail the right properties ψ(θ)=2, hence P^N^(2) = 
» 1+(2/N)+0(l/N2), φ« (0) , 

We can find an interpolating formula for (AIII .11) and (AIII E15) 

9 £—1 (AIII.16) 

http://AIII.11
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APPENDIX IV 

The cases F1" ( 2 ) = F" (2) = «, Here TTN(2) does not behave like 
2 
Ν · Consider first F,f(s) -»<» for s-» 2. We have the représentation (4β) 

r - î F — —— ^ - — i — — — (aiv.1) 

with 

Γ ν ο ( # ) ν > α £ υ J · ( A l ï - 2 ) 

it is not difficult to get 

• • C R ^ > ^ ^ - Π ~ 7 Ό Λ ( Α ΐ Ν · 3 ) 

' I W 

ZsJiZ- y c Σ - — > ( α ι , · 4 ) 

\ n i a ) 
t 

and if Ρ" ~ C/(2-s)a I tL 

and, using the above inequalities, one gets 

Cx hJ < Π „ ( 2 . } < ^ A/ . (aiv.5) 

If F T , (2) is finite, Fm(s) —* o° the situation is more complicated. We 
shall only give a very succint account. 

From the recursion relation 
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we get, by summation ^ , , Γ — Ο * ) t T ^ I 

^ «*0 p j ^ y * 1 (AIV.7) 

as well as the inequality 

If we assume F,f,(s)~ C/^-s)**, we can use (AIV„8) together with 
F"^(s) < 1/2-s to get a bound on 

After optimization, one gets 

) r ^ y \ V V-r /V (AIV.9) 

where β can be chosen arbitrarily small. 

Inserting in the right-hand side of (AIV.ï), up to a certain N, 
using F-sFf < 1 , and adjusting s, one can manage to get 

W " ' / "S" - (AIÏ.10) 

The converse is obtained by using (AIV.9) together with 

This leads to the inequality 
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which can be shown to imply 

Γ 7 Ν ( 0 ^ > N * " " * , (AIV.11) 

which, in turn, can be réinjectée! into (AIV.IO) to get 

Π Κ ( Ό < ( < 2 ' * · ( A I V , 1 2 ) 
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