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1. Introduction 

Το a non-negative integer matrix A οver a finite symbol space Σ 
is associated the topological Markov chain (X , S )· Here X is the 

A A A 
shift space 

X A = { ( v V i C Z e (Σχ]Ν) Ζ : ! ̂ k. <_ Α(α.,α. + 1 ) , i G ZZ } 

and S is the shift on X , 
A A 

The topological entropy of (X̂  , Ŝ ) equals the logarithm of the maximal 
real eigenvalue λ of À . We consider onlv irreducible A and put then 
on X the unique S -invariant probability measure u of maximal 

A A Ο . 
A 

entropy, 
Given two topological Markov chains (X 9 S ) and (X- , S-) we 

A A A A 
consider codes φ from (X , S ) to (X- , S--) . Thèse are Borel mappings 

A A A A 
Φ whose domain of définition D is an S -invariant Borel subset of ΧΛ 

Φ A A 
of full M c -measure, and that take values in X- such that 

bA A 

Φ χ = S- φ χ , χ Ε X^ · 
The entropy governs the existence of codes between topological Markov 
chains that have désirable properties to a considérable extent, as was 
recently demonstrated by Adler and Marcus [l]. For irreducible topological 
Markov chains (X ,S ) and (X-,S-) of equal entropy and equal period 

A A A A 
they constructed an a.e. one-to-one finitary code φ from t o 

(X"7,S~) with bounded anticipation and finite expected coding time. 
A A 

That Φ is finitary with bounded anticipation and finite expected coding 
time means that one has an I ̂  H such that there is for ail χ G D a 

Φ 
(maximal) i (χ) <_ 0 such that the zero-th coordinate of φχ is deter-mined by (χ.)·, \ · -»- » and such that J j i(x)<J<I 

/ i(x) dus (x) > - 00 . 
ΧΛ Ά A 
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A subclass of the a,e. finite~to~one fi ni tary codes with bounded anti
cipation and fini te expected coding t i me are the continuons onto codes 
between irreducible topological Markov chai.us of equal eritropy [3], The 
search for invariants of topological Markov chains under continuons one-
to~one codes leads to the notion of shift-équivalence [10]· Two matrices 
A and A , are called shift équivalent if for some L G Έ there are non-
négative integer matrices Q and R such that 

ÂQ « QA , AR = RÂ , RQ = A L , QR - A L
 β 

Williams showed that topologically conjugate topological Markov chains 
(X , S ) and (X-,S-) corne from shift~equivalent matrices A and A 
Ά Ά. Ά. Ά. 

and he conjectured the converse to hold [ 10] . A complète invariant of 
shift-equivalence is known, namely the (past) dimension group (K ,K )(S ) 

Ο Ο Ά. 
of the topological Markov chain together with the automorphism that the 
chain induces on its (past) dimension group, (KQ,K*)(S^) equals 

lim, (Ζ Σ , 7L\ ) 
A 

and the alluded to induced automorphism is the one induced by A on this 
inductive limit [7]. Also for the existence of continuons onto codes 
necessary conditions are known [4,6,8,9]. 

Call a finitary code φ with bounded anticipation résolvent, if 
ail points χ to which a φχ can be assigned by continuity, except those 
in a μ -nullset of the remote past, are uniquely determined by φχ to~ 

A. 
gether with any of their initial segments (χ̂ )j<£ , i € ZZ . The left 
résolvent continuous onto codes as considered in [î] are examples of 
such codes. Our resuit is that between two irreducible and aperiodic 
topological Markov chains, whose dimension groups are totally ordered, 
a.e. finite-to-one résolvent finitary codes with bounded anticipation 
and finite expected coding time exist if and only if the entropy of the 
chains are equal and their dimension groups are isomorphic, which, because 
of the présence of the total order, is here the same as shift équivalence. 
We shall also see that in the totally ordered situation shift équivalence is 
a necessary and sufficient condition for the existence of a joint left 
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resolving continuous extension. 

In section 2 we are concerned with the necessity of the condition. 
Finitary codes with the required properties are then ccmstructed in 
section 4 after some préparations in section 3. 
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2· Necessary Conditions 

We continue to consider an irreducible and aperiodic transition 
matrix A over a finite symbol space Σ. We introduce more notation, 
where we view A as a 0-1 matrix, as we shall do in the sequel with 
ail transition matrices without loss of generality. We dénote 

AA[i,k] - {( aj) i< j < k
 e ε [ ΐ Λ ] : A(a.,a. + 1) = 1, i < j < k}, i,k G ZZ , i < k. 

For cylinder sets we use notation like 

Z(a) - {(Xj-)jez eXA= a - (x.). < j < k}, a G A ^ i . k ] , k G Ν . 

We also use notation for the spaces of half-infinite A-admissible séquences, 
e.g. 

XA(—,i] = {(x.).^. G Σ^9^: A(x.,x. f) = 1, j < il, i G 7L . A 1 j j<i x j' j + 1 J 

The projection of X̂ (-«>,k] onto XA(-°°,i], i < k will be denoted by p^. 
F will dénote the group of uniformly finite dimensional homeo-

SA 
morphisms of (X ,S ) [7]. That is, F is the group of ail homeomorphisms 

A 

U of X^ with the property that there is an I G IN such that 

(Ux)i = X i , |i| > I, χ G X A . 

We dénote 
W q (x) = U {y G X : y - χ j < i}, χ G X 

bA iGZ J 

On the W (x) we use an inductive limit topology that turns them into 
bA 

zero-dimensional σ-compacta. C (x) will dénote the Boolean ring of 
bA 

compact open subsets of W (χ) , aind F (x) will dénote the group of 
bA bA 

uniformly finite dimensional homeomorphisms of W (χ) , that is, 
bA 

F (x) is the group of ail homeomorphisms U of W (x) with the property 
SA SA 
that there is an I G ZZ such that 
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(Uy). - y. , i > I , y G W q (χ) . 
1 1 bA 

x,xf G are said to be negatively asymptotic if xf G W<, (χ) , and 
A 

negatively separated if they are not negatively asymptotic. Use analog 
terminology also for half-infinite séquences. 

By τç we dénote the F (x)-invariant Borel measure on W (x). 
bA' X bA SA 

Let us at this point also recall the explicit expressions for yç and 
bA 

tq . For this let a be a right eigenvector of A and let b be a bA,x 
left eigenvector of A for and set 

Ho (ζ(α·)η^ι ) - X A K ( ï a b Γ 1 * b »(α·)Λ^.^ e ÀA[0,k], k G M , SA ι 0<i<k A K tt- a or α OL ι 0<i<k A A α£Σ ο k 
and for an (α£^£<η ^ X̂ ("~°°>k] that is negatively asymptotic to x, have 

x c (Z(a.)Vl ) - Kk b , k G Ή . SA ,χ ι i<k A CL A — k 

Finally let q G IN be such that ail entries in A^ are positive. 
Let now A be another irreducible and aperiodic transition matrix. 

We use similar notation for the objects associated to A, where we always 
let a bar appear. 

We consider a finitary code φ from (X^S^) to (X-,S-). We let 

Φ be given by its zero-coordinate mapping CP^ whose domain of définition 

D c X * as well as the sets 
Φο 

D(ô) » {x G D : φ(χ) = â}, â 6 Σ , 
Φ0 

we assume to be open. We want D to be a set of full JJ„ -measure. The 
φ0 SA 

domain of définition of Ψ is given by 

D - η s\ D 
φ iezz. Φ0 

the code ψ itself being related to its zero-coordinate mapping cp̂  by 

Φ(Χ) - %(s\)).ezz £ X- (x G ϋ φ) . 
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We impose on φ the condition that it be finite-to-one. Then 

A A 

as follows from the theorem of Abramov and Rohlin [l] on the entropy of 
homomorphic images and the uniqueness of the measure of maximal entropy. 
We also want ψ to have bounded anticipation, Jo fact, since this does 
not entail any loss of generality, we shall ilways assume tacitly 
that ψ is non-anticipating. Then every one of the open sets D(α), a Ε Σ , 
can be written as a union of cylinder sets Ï the form Ζ (a), a Ε A [ i ,0], 
and we define 

t(x) = max {i <_ 0: Ζ ( (x̂  ) ̂  < Q) c Ό (α) , χ Ε D(a), α Ε Σ , 

The condition of fini te expected coding tlr̂ e, rb.it we require φ also 
to satisfy, is now expressed by 

(1) / t(x) dyQ (x) > - - , 
XA

 bA A 
We dénote by the set of ail χ Ε D such that ω when restricted 

Φ 
to D Π Wq (x) becomes one-to-one. Last not least we impose on ω the 

. Φ. . . (I) . 
condition that it be résolvent, that is we want that Β is a set of 
full measure. 

Let Ν be the positive integer where 

yc ({χ Ε <p(D ): IcîT'îx}! - Ν}) - i , 

We dénote by the set of points χ ίη φ(D ) such that 
|Φ_Ι{χ}| = Ν 

and such that any two éléments in φ '{x} are negatively separated. 
is a set of full u -measure. We dénote further 

B ( 2 ) « {x 6 D : W <x> c D i 

http://rb.it
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(2.1) Lemma. μ (B ( 2 )) = 1 . 

Proof. We claim that 

B ( 2 ) = Π U D 
UGFq * 

B A 
To see this let 

χ G Π U D , y € W (χ) . 
ueF φ S A 

If now y $ , then by irreducibility and aperiodicity of A one could 
construct a y' φ that would differ from χ in finitely many 
coordinates, contradicting the choice of χ . Q.e.d. 

Dénote 
t(k)(x) = k + t(Skx), χ G D , k Ε 7Z , 

and 
Β = {x 6 D : lim t(k)(x) = -} . 

φ k-

(2.2) Lemma. μ (Β) = I . 
bA 

Proof. From (1) we have 

1 k 
lim — t(S x) • 0, f. μ - a.a. χ 6 D . Q.e.d. 
k cC ο . (0 -H» A 

That Β is a set of full \i -measure cari be assured by imposing 
instead at (1) other conditions on φ f e.g. by requiring that 

inf t(i)(x) > - 00 , f. ρ - a.a. χ G D 
iETZ. B A Φ 

For 
(Xj)j<iL G X-(— ,i], i e z , 
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we dénote 
(if1 ((x.) . .) = p. {x G D : p. (Φχ) - (χ.) ... } . v j j<r ι 1 Φ ri ] j<iJ 

(2·3) Lemma. Let χ G X- . Then for every i G 7L there is a k Ε IN 
such that 

p.qT'ix} - p. φ"'ί(^)^ ί + κ} · 

Proof. We prove first that the set 

p. ψ 1f(x.). .) 

is finite. For this let 

(u.). . G XA[i+q,«) J ;pi+q A 

be such that for some l G 3N the expressions 

t(k)f(u.)) , k > i+£ 

are meaningful. By irreducibility and aperiodicity of A construct for 
every 

(y · ) · „ · e ρ · Φ 1 ( (x · ) · „ · ) 

a y G XA such that A 

Yj - , j ̂  i+q 

and set y = φ(γ). One sees that everyone of thèse y can differ from 

x only in the coordinates ŷ  , i j <_ i + Ί . Since φ is f inite-to-one 
we can conclude that 

is a finite set-
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Consider then the decreasing family of sets 

p. φ~1 f(x.).^.xlJ , k G Ε , ι ^ j j<_i+k' 
and let 

(x.). . Ε Π p. φ Η ((χ.).,. , ) . 
J J- L kEU 1 J J± 1 + k 

The lemma is proved, once we have shown that there is an χ G D such that 
Φ 

p.x = (χ.) . . , ψχ = χ , 

and the continuity of φ on W ç (x) together with a sélection argument 
bA 

furnishes such an χ . Q.e.d. 

Dénote for χ G ̂ ^φ) ^ J(x) the set of i G 2Z such that there 
is a k G H with 

p i - k
 φ _ 1 { * } = pi-k φ" 1 ((xj}j<i) » 

and dénote 

C ( 2 ) - {x e Φ(0φ): J(x) = 7L } . 

(2.4) Lemma. y ç (C ( 2 )) = 1 . 
Proof. By lemma (2.4) 

J(x) 4 φ , χ G C ( , ) . 
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We set then 
Ε = G € C ( , ): inf J(x) > -»} . 

Then 
C ( 2 ) ο C ( , ) - Ε . 

Set further 
E £ - {χ G Ε: inf J(x) = i} , i € ZZ . 

Then 
S-kE. β Ε. , i,k £ ZZ , A ι î-k 

and we conclude that 

Uc (Ε·) - Ο , i Ε Ζ . Q.e.d. 
- Â 1 

Dénote 
c<3> - c<2' η η û c ( , ) . 

- (3) -1 - -(2.5) Lemma. Let x G C , x € φ {x}. Then φ maps D HWix) onto W., (x). 
φ A SÂ 

Proof. Let 
φ~]{Χ] = ίχ ( η ): 1 1 η < Ν} . 

That 
Φ W„ (x) = W_ (x) 

A A 
will be established once we have shown that for ail y G W (x) 

bÂ 
Φ _ 1(Ϋ} Π W c (x ( n )) * 4 , 1 < η < Ν . 

SA ~ " 
Assume to the contrary that we have a y £ W (x) and an η, 1 < η < Ν , 

Â — — 
such that 
(2) Φ"1{y} nw ( X

( n )) = φ . 
bA 

Let i G Ζ be such that 

(3) Yj - Xj , j I i · 
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There is a k G U such that 

Pi-k <P
H<Ï>- ρ ^ Φ ' ^ Μ ^ ) · 

Hence by (2) and (3), then 

c L J W (χ(»>) . 
l<m<N,m4n A 

By lemma (2.3) there is an I G U such that also every élément of 

is negatively asymptotic to one of the x^ m\ ljini<_N , m 4 η . By 
irreducibility and aperiodicity of A construct an xf G Xr such that 

χ! = χ. , i < k , 
1 1 
xî β VT , k < i < Λ , 
xî • x. , i > I + q . 
1 1 

Then 
cp-'ix'XL L J W (X ( m >) , 

l<m<N,m4n A 
however by the choice of χ also xf G and we have a contradiction. 

Q.e.d. 

(2.6) Lemma. Let χ G φ(Β ( 1 )) Π C ( 3 ), χ G B ( 1 ) Π ψ"1 {χ} . Then the mapping 

ψ: W s (x) - Ws_(x) 
A A 

is a homeomorphism. 
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Proof. It remains to show that this mapping is open. For this consider 
a cylinder set 

where 
u, = χ. , j < i . 

3 3 ~ Ο 
Let 

y e Φ ZIIU.).^) . 

(2) 

Since x G C v 7 we have for some k Ε H that 

(4) Φ"1 z U y . ) . ^ ) c Ζίίχ.).^^) . 

Assume now that 

(5) (W (x) ̂ ((u.J.Jjn Φ~1Ζ{Β.).±Ί + ! ) f 4, t € M . 
To prove openness it is by lemma (2.5) enough to dérive a contradiction to 
this assumption. By a sélection argument we have from (4) that there is a 

(6) y g [M (X) - z((u.). .)) n <pH<y> · 
SA J J -

Since χ G B ^ , the mapping 
Φ: W g (x) + W s (x) 

A A 

is one-to-one. Therefore (6) contradicts the choice of y · Q.e.d. 

Dénote for a Q G Σ 

Y % > = i ( V i > o € X Â [ 0 ' " ) : *0 =°0> · 

and dénote by v( aQ) the measure on Υ(α^) that is given by 

- v z^o<iJ • x Â _ n κ'ι \ . («i)0<i<ke A Â [ o » k ] ' k e κ · 
0 k 
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Define then 

Yk(x) = v(x"_k)({y G Y(x_k): 

( ( 5i-k>i<o- ( ^ i > o ) e c 0 > ' 

·*'( ΓνΛ<ο· <yi>i> 0) C B}) » k e » 

and set 

C ( 4 ) - η {χ G X- : γ (χ) = l} 
kGU Ά K 

(2.7) Lemma. Let χ G cp(D ) Π C ^ , χ G φ Η{χ}. 
Φ 

Then τ is a multiple of φ ' T C 

bA,x S-,x 
Proof. The définition of was designed to ensure that the set 

wg_(ï) η Φ(β η w g (χ)) 
A A 

has full T ç --measure. Here the set Β il W (x) is invariant under 
b Â , X SA 

the action of F (χ), and the images under φ of any two points 
bA 

of Β Π W Q (χ) , that are in the same F - orbit will be in the same 
A A . 

F (x) -orbit. By transporting the measure T C (X) via φ to 
SÂ SÂ 
Β Π W (x) we obtain therefore an F (x)-invariant Borel measure 

bA SA 
on W (x) that is finite on compact sets, and hence is a multiple 

bA 
of T q , due to the fact that a Borel measure with this property is bA,x 
unique up to a factor. This uniqueness follows here e.g. from the uni-
queness of the trace of AF-algebra that is associated to F (x) [5]. Q.e.d. 

bA 
(2·8) Theorem. Let A and A be irreducible and aperiodic non-negative 
integer matrices, λ = λ- , Let the characteristic polynomial of A be 
irreducible up to a power and let there exist a continuous left-resolving 
code of (X ,S ) onto (X-,S-). Then K and Â are shift équivalent. 

A A A A 
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Proof. λ = λ- ïmplies that a continuous code of (X.,S ) onto 
—————— A A A · A 
(X-,S-) is finite to one [3]. The hypothesis on A is équivalent 
A A 

to the total order of the dimension group of S . Hence this dimension 
A 

group is isomorphic to the range of *rç on C (x) for any x 6 X. . 
b A >x b A A 

It follows further that the dimension group at S-r is also totally 

ordered [6,9]. Apply lemmas (2·6) and (2.7) together with theorem (4.2) 

of [7]. Q.e.d. 
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3. Dimension and Synchronisation 

We recall how the (future) dimension function 6Q of the System 
bA 

(XA,SA) arises [7]. Let χ G X A . The group Fg (x) acts on C g (x) . 
A A 

The dimension function of (X
A>S^) ^ s t h e quotient map of C g (x) onto 

A 
the orbit space of this action. Its range carries an algebraic structure, 
where we have for γ,γ1 G δ (C (x)), 

SA SA 
γ + γ1 - ec.(c υ c f), c g γ, cf g r, c η cf « φ . 

S A 
In this way δ (C (x)) becomes the positive cone of the future dimension 

A_ A 
group (KQ,K^)(SA

1) of (XA,SA). 

Dénote for xf G X A by R(xf,x) the set of homeomorphisms 

R: WQ (χ) + V (xf) 
SA bA 

with the property that there is an I G 2Z such that 

(Ry) . - y. , i > I, y G W q (x) . 
1 1 SA 

To define the automorphism Φ that SA induces on its future dimension 
A 

group, take an R G R(SAx,x) and set 

*S Ύ M 6S x ( R SA C )' C Ε Ύ € 6S ^CS ( x )^ ' A A' A A 
Thèse constructions do not dépend on the choice of x G X A . Any R G R(x*,x) 

induces an isomorphism of the triples (K ,K+, *')(SA') obtained when 
O O A 

employing x and xf . 

We consider now the situation where one is given irreducible and 

aperiodic 0-1 transition matrices A and A over finite symbol spaces 

Σ and Σ , and where one knows that for some ρ G ]N the Systems 
(XA,SA) and (Xt,St) are topologically isomorphic. We choose then a A A A A 
suitably normalized topological conjugacy 
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U: Χ + Χτ , SrPU = U S.P , A A A A 

and together with its inverse we describe this conjugacy by mappings, 
Ψ , Ψ , 0 < q < ρ , where for some L G W 
q q -

? q : A-[1,L] - Σ 

and 

U X S = (\(modp) ( ( x
j
)i< j<i +L»iG 2' x G X

A > 

if'x - (7. , A A(x.)....)).αΎ7 , χ G X- . 
i(modp) j I-L<J<I 7 /IGZ A 

Let K,N G Ή 9 Ν >_ Κ + 3L. Dénote for 0 <̂  q < ρ by Sq[K,N] the 
set of pairs 

(a,a) G AA[K+L,N] χ A-[l,K+2L] 

such that 

ai " Yi+q(modp) ((aj)i<j<i+L) 9 

a. « Ψ. , . λ ((a.). K + L < i < K + 2 L . ι i+q(modp) v x j i-L<j<̂ i/' — — 

In the sequel σ stand for mappings that imitate the action of 
the shift, where σ carries an 

((a,a"),a) G Sq[K,N] χ Σ, A(aN>a) = 1 , 

into the (b,b) G S q + 1 ( m o d p ) [K,N], where 
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b. = a. , , K + 2L < i < Ν , ι î+l — 
B N " Α · 
b. = a. , , 1 < i < K + 2L . ι î+l — 

The notation σ"~* is to be interprétée! similarly. 
By a synchronization map (relative to the family (Ψ , Ψ ) Λ ) we 

q q 0<q<p 
mean a one-to-one and onto map 

p: SjlXN] -> S Q[K,N] 

with the property that ρ assigns to an (a,a) Ε Sj[K,N] a (b,b) Ε S Q[K,N] 

such that 
b j - a ̂  , b = a . 

(3.1) Lemma. Lét A and A be irreducible and aperiodic with identical 
Jordan form away from zéro. Let for some p,L Ε ΊΝ , where ρ is such that 
no ratio of any two eigenvalues is a p-th root of unity, 

Ψ : A [1,L] -+ Σ q A 
Ψ : A- [1,L] + Σ , 0 < q < ρ , q A -

be mappings that describe a topological conjugacy U between (̂ A'̂ A* ̂  
and (X-,S^). Then there exists for sufficiently large Κ Ε 3N , and 

A A 

Ν >_ K + 3L a synchronization map 

ρ : SjtK.N] + S Q[K,N] 

relative to the family ^q
,XFq^o<q<p * 

Proof. Set 
s = u s A u H . 

A 
One has 
(7) SP = S/ . 
The Jordan form of φ ®1 acting on K (S.) Φ <C is given by the Jordan ο . Ο A A 
form of Λ away from zéro. The hypothesis of the lemma, together with (7), 
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implies therefore that 

(8) Φς = V · 

Choose now an χ G X- and for every α Ε Σ choose a Ε X- (-<», 1 ] that is 
A _ A 

negatively asymptotic to χ and where 

(a) 
Cj = a 

From (8) one has with an R Ε R(x, S S- ' x) 
A 

og^RSS-""1 Z(c ( a ))) = δ^(Ζ(ο ( α ))), α Ε 
A A 

From this it follows that there is a R G U such that we can find for 
every α Ε Σ an R- Ε R(x, S Sr 1 x) such that 

α A 
(R- y) = y i > Κ , y Ε W (x) 

A 
such that also with C[k] denoting the Boolean subring of C (x) with 

Â 

atoms the cylinder sets ^((u^) <̂̂ ) , 

R- C[K] = C[K] , 

and such that 

R- S S-"1 Z(c(°°) = Z(c ( a )), â Β Σ . 

Let then Ν >̂  Κ + 3L · We can def ine a mapping 
p: Sj[K,N] + SQ[K,N] 

with the required properties,setting for (a,a) Ε Sj 

*· = Ψ. f, A , ((a.). . . T ) , K + 2L < i < Κ + 3L, ι i+l(modp) j ij<j<j+L 
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by assigning to (a,a) the (b,b) € S Q[K,N] such that b = a and 

Z((c ( a ), b)) c R- S S-"1 Z(c< e ),(ï.) 1 : i i < K + 3 L). α - I, . 

The inverse of ρ can be obtained from S- S ' R- ' in the same way 
I Ά Ot 

as ρ was obtained from R- S Sr Q.e.d. 
α A 
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4. A coding theorem 

(4.1) Proposition. Let A and A be shift équivalent irreducible and 
aperiodic non-negative integer matrices. Then there exists a joint left-
resolving continuous extension of (̂ A'̂ Â  A N C* ^ A ^ Â ^ ' A M * there 
exists a uniformly finite-to-one resolving finitary code from (^A>^) 
to (Xl>S-) with bounded anticipation and finite expected coding time. 

A. A 

Proof. For the proof we use for some ρ G IN , where no ratio of any 
two eigenvalues is a p-th root of unity, a topological conjugacy of 
(XA,S^) and (x^»s^) w i t h l aS L> an<* f o r s o m e K > N G M · a resulting 
synchronization mapping 

p: Sj[K,N+l] -> SQ[K,N+l] 

as constructed in section 3. Here we can have Ν a multiple of ρ and 
we can also have a block c G A^[l,N] such that 

(c£>l<4<n + (cN-n+A)l<A<n» 1 1 n < N 

where at least two symbols of Σ are admitted as predecessors of cj · 
We proceed to construct a topological Markov chain with symbol 

space Σ and transition matrix A that will serve as joint left-
resolving continuous extension of (̂ .'̂ Â  A N C* ^Â'^Â^* Here Σ is 
the set of ail 

(b,s) G A [1, 6N-1] x {s G {0,1 } 4 N: £ s. > θ} 
A l<j<4N J 

that satisfy the following conditions: 
With the notation 

M(s) = 1 s , 

j j(s) = min {j : ŝ  = 1} , 
j (s) « min {j > j . : s. = 1}, 1 < m < M(s) , m m-1 j — 
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it is required that 

j j (s) < 2N, Ν < jm(s) - (s) < 2N, 1 < m < M(s) . 

If for sorae j, 1 j j< 4N 

then 
s. = 1 . 
J 

If j j (s) > Ν then 

If for some m, 1 <_ m <̂  M(s), 

N < j m ( s ) - V l ( s ) ' 

then 

( bj (s)-l+n)Kn<N = C* 
m 

and if \ % Λ / * < 3N then there is a j, 4N < j < j w / x + 2N , JM(s) J* J JM(s) * 
such that 

Now set for (b, s) , (b1,s 1 ) € Σ 

A (b,s), (b\sf) = 1 
if 

b! « b. t , 1 < j < 6N » 1 

and 
s! = s. , , 1 < j < 4N 

and where 
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if either 

. ^4N+n*l<n<N = C 

or 
S3N+1 « >• <b4N+Un)l<n<N + c* ° ^ < N " 

We have in this way constructed an irreducible and aperiodic 
topological Markov chain (X~,S~). This construction is such that 

A A 
the mapping that carries a séquence 

into the séquence 

is a left-resolving homomorphism. 
We define a homomorphism 

ψ: (x~, S~) - (X-, Sj) 

by first assigning to a séquence 

fb ( i ) s ( i )) € X~ 

the séquence 

(a ( i ), â ( i ) ) . 6 z € (S0[K,N+1] U β,Εκ,Ν+ΐ])* 

where 

a < 0 = (b5N-2+pK+L<j<N+1 ' 1 6 Z ' 
and where 

(9) (a ( l ),â ( l )) - j «Hi» 
l Ρο((^\Ζ^), b ^ , ) , if J .<*>- 0, l e Z , 

l<j<_N J 
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and setting 

To see that ψ is actually a homomorphism we observe that it is left-
resolving. For this let I Ε 7L . We reverse (9) to get 

R a-,((.<iî|;W)i;[i-'),, if I . { « - l , 
(10) ( a ^ . a " ^ ) - '1J1N ' 

(a-'ip-'ia^.â^)^; 1- 0), if L e P - 0 . ie2Z. 
' l<j<N J 

Then note that 

sf I + ) l ) = si1] , 1 < j < N, 1 < l < 3N . 

Thus the 

can be read off from s ^ . Also at least one of the 

s j 1^ , 2N < j <_ 4N , 

equals one. It follows that one can use (10) to compute a^ +'\a^ +'^ , 
and therefore also b^ +'^ from the a|^» i I + 3N . 

To présent now a finitary coding φ from to (^Â»^) 
with the stated properties, define first a suitable finitary code η 
from ( XA> SA) t 0 ^XA,SA^ a n c* T ^ I E N S E T Φ = Ψ Π · The domain of 
définition D at the zero-coordinate mapping η of η is 

ο 
D n - U S* Z(c) , 

no ien A 

and 
nQ(x) = (b(x), s(x)), x e ό η 

where 
b(x) - (xj> I<j<ftN ' 
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and where sj(x) is given by the indicator function of 

Κ - u s T ^ z i c ) ) η ( U S*N~jZ(c)), 1 < j < 4N . 
A l<m<2N A £6M 

Q.e.d. 

(4·2) Theorem. Let A and A be irreducible and aperiodic non-negative 
integer matrices with the same maximal real eigenvalue λ . Let the 
characteristic polynomials of A and A be equal, up to powers, to 
the minimum polynomial of λ , Then the following are équivalent: 

1. There exists an a.e. finite-to-one resolving finitary code with 
bounded anticipation and finite expected coding time from 
(x A .s A) to (xÂ,s-) . 

2. There exists a joint left-resolving continuous extension of 
(X A,S A) and (X A,S-) . 

3· A and A are shift équivalent. 

4. (K ,K+)(SA) = (K ,K + (S-) . ο ο A ο ο A 

Proof. The condition on the characteristic polynomials of A and A 
means that the (future) dimension groups of (̂ A'̂ Â  A N (* ^Â'^Â^ A R E 

totally ordered. If the (future) dimension group of (XA'^A^ * s t o t ally 
ordered then it is isomorphic to the range of measure τ on 
C Ç (χ), x G X . We apply this remark to A and A and infer, that the 

S A A 

existence of a code from (x^>^) t o ^ XÂ'^ w*-tn t n e stated proper-

ties as well as the existence of a joint left-resolving continuous ex

tension of (XA'^A^ A N C* ^Â'^Â^' implies by lemmas (2·6) and (2.7), 

that up to a factor thèse ranges for (X ,S ) and (X-,S-) are identical. 

It follows then from theorem (4.2) of [7] that A and A are shift-

équivalent. To go in the other direction use proposition (4.1). Q.e.d. 

My thanks go to Brian Marcus for a valuable critical remark. 
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