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## III

TIE FINIT: RANGE of STRON interactions AND
ANALYTICTIY PROPRTRES IN MORESUS TRANSFER

> iy R. onms

Centre de Recherches Nucléaires - SfRABOURG-CROMENBOURG
(Bas-Rhin) mance
:ie investigate how the finite-range of strong interactions can be stated in terms of an experirent. It is found that it is equivalent to the fact that the probability of any process generated by strong interactions should decrease exponentially as a function of the impact parameter a. This inpact parameter is defined by a translation of the initial wave-packet in a diection normal to their mean relative velocity in the center-of-mass system. Due to the spreading of wave-packets with time, it is necessary to consider wave-packets, the width of which in configuration space increases like $\sqrt{a}$.

It is then shown that this property is equivalent to the analyticity of all absorptive parts due to different channels as functions of the nomentur transfer inside an ellipse. Such analyticity properties are also valid for the amplitude of a two-body channel. The ellipse does not shrink to the physical region when the energy tends to infinity.

This paper is part of a series where we try to investigate what properties of the smatrix can be stated from considerations of measurement theory. In a preceding paper, we have shown that the s-matrix exists, at least bel ow the threshold for three-particle production. (1) In the present paper we want to concentrate upon a most fundamental property of strong interactions, namely their finite range character.

As long as one considers the Born approximation fo the scattering of a particle by a potential of finite range, there is a very simple way of stating this property of finite range as the result of a measurement. Let us consider a wave-packet which decreases more rapidly than any exponential in configuration space at tire $O$ (for instance a gaussian wave-packet), and let us translate it by a distance a (the impact parameter) in a direction normal to its mean velocity. The Born approximation to the probability of scattering decreases exponentially with a, more precisely like $\mathrm{e}^{-2 \mu \mathrm{a}}$ if $\mu$ is the range of the potential. It could then be suggested that it is equivalent in non-relativistic theory to assume a potential of finite range or to assume that the probability of scattering decreases like an exponential with the impact parameter.

Unfortunately, this proposition is not tenable. In Section 2, we show that the spreading of wave-packets is such that as long as one considers a wave-packet of fixed size, the probability cannot decrease exponentially. The situation in this respect is essentially the same for a relativistic or a non-relativistic wave-packet. However, the analysis of the spreading suggests that, by taking a wave-packet the width of which in configuration-space increases like $\sqrt{a}$, the probability decreases exponentially. Furthermore, this is the only possible form of a wave-packet
which can allow such a strong decrease.

In Section 3, we transform the suggestion into a theorem for the non-relativistic Schrodinger equation. In other words, we show that there is a statement of measurement theory, which we call property $P$, which is equivalent to the finiteness of the potential range. This property is : the probability of any reaction decreases exponentially with the impact parameter a defined by a translation of the wave-packet normally to its mean velocity, if the width of the packet in configuration space increases like $\sqrt{a}$. This statement corresponds to a gedanken experiment (or, if necessary, an actual experiment) where one shoots bunches of particles with an energy of increasing precision farther and farther from the target.

It is then natural to take property $P$ as a starting hypothesis in the relativistic case. This we do in Section 4 whereas we recall also some refinements in the notion of the position of a particle which are needed in the relativistic problem.

A few sections are hen devoted to a very straightforward proof of the fact that property $P$ is strictly equivalent to the analyticity of the absorptive parts as a function of momentum transfer inside an ellipse. This ellipse does not shrink when the energy tends to infinity.

In the last section, a comparison is made of this result with a recent paper by vartin where the same conclusions are obtained fror quantum field theory. This leads to interesting consequences concerning the respective roles of spectral conditions and causality in the analyticity properties of the scattering amplitude. It is also pointed out that, as a result of Jartin's work and the present one, property F is satisfied by axionatic quantum field theory. In this framework, it appears as a very strong property of the cluster type.

2 - Finite range and the spreading of wave-packets.

A non-relativistic gaussian wave-packet is given by

$$
\begin{equation*}
\varphi(\vec{x}, t)=\frac{1}{[\sqrt{t b}(t)]^{\frac{3}{2}}} \exp -\left[\frac{\vec{x}-\vec{x}_{0}(t)}{2 b^{2}(t)}\right]^{2} \tag{2.1}
\end{equation*}
$$

where $\vec{x}_{0}(t)$, the center of the wave-packet, is related to its position $\vec{a}$ at time zero and to the mean momentum $\vec{k}$ by

$$
\begin{equation*}
\vec{x}_{0}(t)=\vec{a}+\vec{k} t / m \tag{2.2}
\end{equation*}
$$

( $n$ being the reduced mass). The spreading of the wave-packet with tine is given by

$$
\begin{equation*}
b^{2}(t)=b^{2}+t^{2} / m^{2} b^{2} \tag{2.3}
\end{equation*}
$$

In non-relativistic physics, an interaction is said to be of a finite range when the potential vanishes at least exponentially with the distance. The overlapping of the potential and the wave-packet (2.1)
$\int V(x) \varphi(x, t) d^{3} x$
decreases exponentially with the impact paraneter a, which is chosen normal to $k$, at any finite time $t$. However when $t$ tends to infinity, the value of $\varphi(x, t)$ at the origin of space is given by

$$
\begin{equation*}
\lim _{t \rightarrow \infty}[b(t)]^{\frac{3}{2}} \varphi(0, t)=\exp -\left(\frac{b^{2} k^{3}}{2}\right) \tag{2.5}
\end{equation*}
$$

and therefore the finiteness of the range will not result in any simple
behavior of the scattering probability as a function of the impact parameter, due to the spreading of wave-packets.

Let us now consider a wave-packet which is farther and farther from the origin, i.e. let a increase. Furthermore, let the width $b$ vary with a. According to Eq. (2.5), if we let $b^{2}$ increase linearly with a :

$$
\begin{equation*}
b^{2}=\lambda a \tag{2.6}
\end{equation*}
$$

the overlapping integral (2.4) will decrease exponentially with a uniformly for any value of $t$. Note that $b^{2}$ has to be linear in $a$, otherwise there would not be an exponential decrease of (2.4), either at finite or infinite time.

It is therefore suggested that the finite range character of the interaction can be exhibited by using wave-packets the size of which increases with the impact parameter as in Eq. (2.6). The criterion for finite range would be that the probability decreases exponentially with the impact parameter. That this siggestion is correct will be proved in the next section.

The essential properties of the wave-packets remain true for relativistic particles. A gaussian wave-packet will then behave like

$$
\begin{equation*}
(x, t)=\int e^{-(\vec{p}-\vec{k})^{2} b^{2} / 2} e^{i \vec{p} \cdot(\vec{x}-\vec{a})} e^{-i \omega t} d^{3} p \tag{2.7}
\end{equation*}
$$

where $\omega^{2}=p^{2}+m^{2}$. A straightforward computation of the asymptotic behavior shows that, when $t$ tends to infinity

$$
\begin{equation*}
\lim _{t \rightarrow \infty} t^{\frac{3}{2}} \varphi(0, t) \approx \exp -\left(\frac{k^{2} b^{2}}{2}\right) \times \text { constant } \tag{2.8}
\end{equation*}
$$

just as in the non-relativistic case. It shows that, when $k$ is large, the effect of the spreading of wave-packetsis small and $\lambda$ can be taken small.

3 - Fast decrease of the probability for a finite range potential.

We shall now prove that if a potential is everywhere finite and decreases exponentially, with the distance, i.e.

$$
\begin{equation*}
|V(r)| e^{\mu r}<c \tag{3.1}
\end{equation*}
$$

where $C$ is a constant, then the probability for scattering decreases expomentially with the impact parameter. This result will be obtained by using a gaussian wave-packet, the width of which increases with the impact parameter like $\sqrt{2}$. Our method will be a slight adaptation of a method first given by Brenig and Haag for the case of a square-well potential ${ }^{(2)}$.

Denoting as usual the scattering matrix by $T$, we shall start from an inequality given by Branig and Haag :

$$
\begin{equation*}
\|T \hat{\varphi}\| \leqslant \int_{-\infty}^{+\infty}\|v \hat{\varphi}(t)\| d t \tag{3.2}
\end{equation*}
$$

In order to find a bound for the right-hand side of this inequality, we shall split the potential into two parts which are essentially a square well potential of radius $p$ smaller than $\underline{a}$ and the tail of an exponential potential :

$$
\begin{align*}
& V(r)=V_{1}(r)+V_{2}(r)  \tag{3.3}\\
& V_{1}(r)=0 \quad \text { for } \quad r<p  \tag{3.4}\\
& V_{2}(r)=0 \quad \text { for } \quad r>p \\
& \left|V_{1}(r)\right| \leqslant U_{0}  \tag{3.5}\\
& \left|V_{2}(r)\right| \leqslant U_{1} e^{-\mu r} \tag{3.6}
\end{align*}
$$

$\mathrm{U}_{0}$ and $\mathrm{U}_{1}$ are constants.

The contribution of $V_{2}$ to the integral in Eq.(3.2) is easily majorized to give

$$
\begin{equation*}
\int_{-\infty}^{+\infty}\left\|v_{2} \varphi(t)\right\| d t \leqslant \text { constant } e^{-\mu \rho} \tag{3.7}
\end{equation*}
$$

On the other hand, according Brenig and Haag, the contribution of $V_{1}$ is majorized by

$$
\begin{equation*}
\left\|v_{1} \varphi(t)\right\| \leqslant u_{0}\left[\frac{p}{b(t)}\right]^{3 / 2} \exp -\frac{1}{2 b^{2}(t)}\left[\left(a^{2}+\frac{k^{2} t^{2}}{m^{2}}\right)^{\frac{1}{2}}-p\right]^{2} \tag{3.8}
\end{equation*}
$$

In order to majorize the integral of $\left\|v_{1} \varphi(t)\right\|$ upon $t$, we introduce the function

$$
\begin{equation*}
f(t)=\frac{1}{2 b^{2}(t)}\left[\left(a^{2}+\frac{k^{2} t^{2}}{m^{2}}\right)^{\frac{1}{2}}-\rho\right]^{2}=\frac{k^{2} b^{2}}{2} \frac{(\tau-\rho)^{2}}{\tau^{2}+\beta^{2}} \tag{3.9}
\end{equation*}
$$

where $\tau^{2}=a^{2}+\frac{k^{2} t^{2}}{m^{2}}$

$$
\begin{equation*}
\mathrm{B}^{2}=\mathrm{b}^{2}-\frac{\mathrm{a}^{2}}{\mathrm{k}^{2} \mathrm{~b}^{2}} \tag{3.11}
\end{equation*}
$$

One has $f(0)=\frac{(a-p)^{2}}{2 b^{2}}$ and $f(\infty)=\frac{k^{2} b^{2}}{2}$ so that, once more, we
shall find an exponential bound only if $b^{2}$ is of the order of $a$, i.e.

$$
\begin{equation*}
b^{2}=\lambda a \tag{3.12}
\end{equation*}
$$

or $\quad \beta^{2}=a\left(\lambda-\frac{1}{\lambda k^{2}}\right)$
According to Eq. (3.13) two cases have to be distinguished :
 $t=0$ to $t=a$ so that $f(0)$ is a lower bounc of f(t)
 $T=-8^{2} / \rho$. This minimum mill be outside tho range of varientor of $T$ it

$$
\begin{equation*}
-8^{2} / \rho<a \text { i.es } p>\frac{1-k^{2} x^{2}}{k^{2} \dot{x}} \tag{3+1,4}
\end{equation*}
$$

and, once again, $f(0)$ will be a loner bound of $f(x)$


$$
\begin{equation*}
\|T\| \leqslant G_{1} \exp -\frac{(a-\rho)^{2}}{2)}+C_{2} \text { exp }-(\mu p) \tag{3.15}
\end{equation*}
$$

The best bound will be obeained whon both exponensidis have the some argument, i.e. We shall have

$$
\because T \rho \| \leqslant c_{3} \exp \left(-\mu_{p}\right)
$$

with $(a-p)^{2}=2 \times u p a$
It is clear that for $k \mu$ smal, $p$ win differ vary littid from 3 so thet we shall have

$$
\begin{equation*}
\| \tan \leqslant a_{s} e^{-(u-\varepsilon) a} \tag{2.18}
\end{equation*}
$$

with $\in$ small.

4 ~The basic bypothesis:

We want to investigate the conditans under with the folicwixt property holds :

Porperty P. When the impact parameter a tends to infinity together with the width of the wave-packet in x -space :

$$
\begin{equation*}
\mathbf{b}^{2}=\lambda \mathbf{a} \tag{4.1}
\end{equation*}
$$

the probability of any physical process generated by strong interactions decreases exponentially with the impact parameter.

We shall consider this property as a precise formulation of the finite-range character of strong interactions.

A few comments about definitions and notations are in order.

In relativistic physics, the states of a free particle lie within a Hilbert space. We shall, for simplicity, consider the particles to be spinless. Then we can introduce eigenstates of the momentum together with their scalar products :

$$
\begin{align*}
P_{\mu}|p\rangle & =p_{\mu}|p\rangle  \tag{4.2}\\
\left\langle p \mid p^{\prime}\right\rangle & =p^{0} \delta\left(\vec{p}-\vec{p}^{\prime}\right) \quad p^{0}=\left(m^{2}+\vec{p}^{2}\right)^{1 / 2} \tag{4.3}
\end{align*}
$$

We shall work with gaussian wave-packets

$$
\begin{equation*}
\int G(\bar{p}) d^{3} p / p^{0}|p\rangle \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
C(\vec{p})=\left[\sqrt{\pi} A^{2}\right]^{-3 / 2} \exp -\left[(\vec{p}-\vec{k})^{2 / 2} / 2 A\right] \tag{4.5}
\end{equation*}
$$

Such a wave-packet corresponds to a gaussian wave-packet in configuration
space
if ？

$$
\begin{equation*}
\langle\vec{R} \mid \beta\rangle=e^{i p \vec{x}} p^{0(z n)^{m / 2}} \tag{4.7}
\end{equation*}
$$

解 fact；such an operator has no amie meaning on tho other hand，

chmactarizes the position of the particle ot time mere．The relation of the wote－pecketa in $x-s p a c e$ and in 5 －apace is given quite generally by

LEt us now consider a collision experiment between two particles
 $\vec{x}_{2}, \overrightarrow{p_{y}}, \vec{F}$ and $\vec{p}$ rospoctivelty the monerte of che twortioles，the towel． momentum and the relative momentum

$$
\vec{D}=\vec{r}+\vec{p}_{2} \quad \vec{p}=\frac{1}{p}\left(\vec{p}-\overrightarrow{F_{2}}\right)
$$



$$
\begin{equation*}
\left.e^{i \overrightarrow{i v}}\right|_{x} \tag{4.1i}
\end{equation*}
$$

Therefore a state of two particles with max rajgitye momentum $\vec{k}$ ，trans－


$$
\begin{equation*}
\psi(\vec{p}, \vec{p})=e^{-\vec{P}^{2} / 2 A^{2}} e^{-(\vec{p}-\vec{k})^{2} b^{2} / 2} e^{i \vec{p} \cdot \vec{a}}\left(A^{2} \vec{G}^{-2}\right)^{-3 / 2} \tag{4.12}
\end{equation*}
$$

This last expression gives a precise meaning to the width $\mathrm{b}^{2}$ and the impact parameter a mentioned in property P. In practice, we shall let A be very large so that the expression (4.12) is in fact a delta function of the total momentum P .

Let us now make a few remarks :

1) Our definition of the impact parameter coincides with the usual meaning of that term only for large values. This cannot lead to any ambiguity since we are precisely interested only into large values of this parameter.
2) We shall make property $P$ more precise by assuming that the total probability for two particles giving rise to a channel $a$ behaves for large values of a like

$$
\begin{equation*}
P_{\alpha}(a)<\text { constant } \times e^{-2 \mu_{\alpha} a} \tag{4.13}
\end{equation*}
$$

3) Generally $\mu_{\alpha}$ could depend upon $\lambda, \vec{k}$ and $\alpha$. We shall assume that it does not depend upon $\vec{k}$ because in fact all values of the relative momentum $\vec{p}$ are always present into Eq. (4.12), whatever the value of $\vec{k}$ be. Furthermore, we shall assume that there exists an absolute lower bound $\mu$ independent of the channel $\alpha$.
4) Property $P$ can be expressed as a statement about measurements: If we compare the results of experiments made by accelerators which are increasingly far from a target and increasingly precise in energy as in Eq. (4.18), then the probability of any precess induced by strong interactions vanishes exponentially.
5) According to Eq. (4.9) and the fact that $\mathrm{H}_{5 / 4}^{(1)}$ (imx) decreases like $e^{-m x}$, the preceding interpretation as a gedanken experiment will only
be meaningful if

$$
\begin{equation*}
\mu \leqslant m \tag{4.14}
\end{equation*}
$$

if we specify position by means of the Newton-wigner operator.

5 - Probability and absorptive part.

In this section, we shall express the probability $P_{\alpha}(a)$ as an integral upon the contribution of a given channel $\alpha$ to the absorptive part of the scattering amplitude. For a two-body collision we shall use the conventional notation $s, t$, $u$ for the invariants.

Let us consider a reaction initiated by two particles :

$$
\begin{equation*}
a_{1}+a_{2} \longrightarrow a_{1}^{\prime}+a_{2}^{\prime}+\cdots+a_{n}^{\prime} \tag{5.1}
\end{equation*}
$$

where the set of final particles is in a channel $\alpha$. The collision matrix element $T_{i_{\alpha}}\left(p_{1}, p_{2} ; p_{1} \ldots p_{n}^{\prime}\right)$ relates the initial wave-packet $\psi_{i}\left(p_{1}, p_{g}\right)$ and the final wave-packet in the channel $\alpha, \psi_{\alpha}\left(p_{1}^{\prime}, \ldots, p_{n}^{\prime}\right)$ by

$$
\psi_{\alpha}\left(\vec{p}_{1}^{\prime}, \ldots, \vec{p}_{n}^{\prime}\right)=\int \Gamma_{i \alpha}\left(\vec{p}_{1}, \vec{p}_{2} ; \vec{p}_{1}^{\prime} \ldots \vec{p}_{m}^{\prime}\right) \delta^{(4)}\left(p_{1}+p_{2}-p_{1}^{2} \ldots-p_{n}^{\prime}\right) \psi_{i}\left(\vec{p}_{1}, \vec{p}_{2}\right) \frac{\alpha^{3} p_{1} \alpha^{3} p_{2}}{p_{1}^{0} p_{2}^{0}}
$$

We can compute the norm of $\psi_{\alpha}$, i.e. the total probability for reaction (5.8) as

$$
\begin{equation*}
P_{\alpha}=\left\langle\psi_{\alpha} \mid \psi_{\alpha}\right\rangle \tag{5.3}
\end{equation*}
$$

$P_{\alpha}$ depends only upon the absorbtive part $A_{\alpha}(s, t)$

$$
\begin{align*}
A_{\alpha}(s, t)= & \int T_{i \alpha}\left(p_{1}, p_{2} ; p_{1}^{\prime} \ldots p_{n}^{\prime}\right) T_{f_{\alpha}}^{*}\left(-p_{2},-p_{4} ; p_{1}^{\prime} \ldots p_{n}^{\prime}\right)  \tag{5.4}\\
& \times \delta^{(6)}\left(p_{1}^{\prime}+p_{2}^{\prime}+\cdots+p_{n}^{\prime}-p_{1}-p_{2}\right) \frac{\alpha^{3} p_{1}^{\prime}}{p_{1}^{\prime 0}} \cdots \frac{d^{3} p_{n}^{\prime}}{p_{n}^{\prime 0}}
\end{align*}
$$

by $\mathrm{p}_{\alpha}=\int A_{\alpha}(s, \hat{p} \hat{p}) d \Omega d \Omega^{\prime} \psi_{i}^{*}(s, \hat{p}) \psi_{i}\left(s, \hat{p}^{\prime}\right) p^{2} / w^{2} d W$
where we have used the jacobian

$$
\begin{equation*}
d^{3} p_{1} d^{3} p_{2}=d^{4} E W_{p} \alpha \Omega \tag{5.6}
\end{equation*}
$$

calling $W=\sqrt{s}$ and $d \Omega$ a solid angle element in the center-ofmass system. The integration upon P has been made by assuming that the wave-packet depended upon P like in Eq. (4.12). In practice, we shall take for the intrial wave-packet the gaussian form

$$
\begin{equation*}
\psi_{i}(s, \hat{p})=e^{-(\vec{p}-\vec{R})^{2} / A} e^{-i p \cdot \vec{a}} \tag{5.7}
\end{equation*}
$$

We are now going to choose more convenient variable for the ansilar integrations in Eq. (5.5). To that end we define two coordinate systems ( $\Sigma_{0}$ ) and ( $\Sigma$ ). The system ( $\Sigma_{0}$ ) has its $z_{0}$-axis along the direction of the mean momentum $\vec{k}$. We take the impact parameter $\vec{a}$ to be along its $x_{0}$-axis. The system ( $\Sigma$ ) is linked to the vectors $\vec{p}$ and $\vec{p}^{\prime}$, the $z$-axis being normal to the plane which contains $\vec{p}$ and $\vec{p}{ }^{\prime}$, the $x$ and $y$ axes being directed along the bissecting lines of the angle defined by $\vec{p}$ and $\vec{p}$ '. We shall call $(\alpha, \beta, \gamma)$ the Euler angles of the rotation which brings $\left(\Sigma_{0}\right)$ upon ( $\Sigma$ ) and $\theta$ vie scattering angle between $\vec{p}$ and $\vec{p}$ '.

By straightforward calculations, one gets :

$$
\begin{aligned}
& \left(\vec{p}+\vec{p}^{\prime}\right) \cdot \vec{k}=-2 \sin \beta \cos \gamma \cos \theta / 2 p k=2\left(\vec{e}_{x} \cdot \vec{e}_{z_{0}}\right) p k \cos \theta / 2 \\
& \left(\vec{p}-\vec{p}^{\prime}\right) \cdot \vec{a}=-2 p a(\cos \alpha \cos \beta \sin \gamma+\sin \alpha \cos \gamma) \sin \theta / 2=2\left(\vec{e}_{y} \cdot \vec{e}_{x_{0}}\right) p a \sin \theta / 2
\end{aligned}
$$

$$
d \Omega d \Omega^{\prime}=\sin \beta \sin \theta d \alpha d \beta d \gamma d \theta
$$

In Eqs. (5.8) we have called for instance $\vec{e}_{z}$ the unit vector along the z-axis.

The expression (5.5) for the probability becomes finally

$$
\begin{align*}
P_{x}(a j= & \int A_{x}(j, \cos \theta) e^{-\left(p^{2}+x^{2}\right) b^{2}} e^{-2\left(\overrightarrow{\epsilon_{x}}, \vec{e}_{\beta}\right) \hat{b} p k \cos \theta / 2}  \tag{5.10}\\
& x \varepsilon^{2 i p a \sin \theta / 2\left(\vec{E}_{y}, \vec{\epsilon}_{x 0}\right)} p^{2} / w^{2} x w d x d \cos \beta d y d \cos \theta
\end{align*}
$$

6 - Laplace transform of the probability.

In this Section, we shall replace property $P$ by analytic properties of the Laplace transform of the probability $P_{\alpha}(a)$.

If we introduce the Laplace transform of $\mathrm{P}_{\alpha}(\mathrm{a}):$

$$
\begin{equation*}
L_{\alpha}(\nu)=\int_{0}^{\infty} e^{-\nu a} P_{\alpha(a) \alpha a} \tag{6.1}
\end{equation*}
$$

property $P$ is equivalent to the statement that $L_{\alpha}(\eta)$ is an analytic function of $\nu$ inside the domain defined by

$$
\begin{equation*}
-2 \mu<\operatorname{Re}\rangle \tag{6.2}
\end{equation*}
$$

When $\operatorname{Re} \nu>0$, we can replace $P_{\alpha}(a)$ in Eq. ( 6.1 ) by its expression (5.10) and invert the order of the integrations to get

$$
\begin{equation*}
L_{\alpha}(\nu)=\int_{0}^{\infty} I_{\alpha}\left(\nu, p^{2} j p^{2} W^{-2} d W\right. \tag{6.3}
\end{equation*}
$$

where $I_{\alpha}\left(\gamma, p^{2}\right)=\int_{-1}^{+1} \alpha \cos \theta A_{x}(s, \cos \theta ; F(i, p, \lambda, \theta)$
and

Althought $F$ by itself is rather untractable, it needs only a little algebra to compute $\frac{\partial F}{\partial V}$ which, for our purposes, will be just as good. One has

$$
\left.\frac{\partial F}{\partial \nu}(p, A, G)=\prod_{\varepsilon= \pm 1, \varepsilon= \pm 1} \quad \eta+\left(p^{2}+k^{2}\right) \lambda+2 \varepsilon p h \lambda, 62 \theta+2 \varepsilon^{\prime} p \sin \theta / 2\right]_{-}^{-1 / 2}(0.6)
$$

or $\frac{\partial F}{\partial \theta}(\beta, p, \lambda, \theta)=\left(A \cos ^{2} \theta-2 B \cos \theta+\theta\right)^{-1 / 2}$
where

$$
\begin{align*}
& A=4 p^{4}\left(k^{2} \lambda^{2}-1\right)^{2} \\
& B=4 p^{2}\left[\nu+p^{2}+k^{2} \lambda\right]^{2}\left(k^{2}+1\right)-2 p^{4}\left(k^{4} \lambda^{4}-1\right)  \tag{6.8}\\
& C=\left[\eta+p^{2}+k^{2} \lambda\right]^{4}-4 p^{2}\left[\eta+\left(p^{2}+k^{2} \lambda^{2}\left(k^{2}-1\right)+4 p^{4}\left(k^{2} \lambda^{2}+\right)^{2}\right.\right.
\end{align*}
$$

It is clear from Fq. (6.1) that $L_{\propto}(v)$ is well-defined and anaIytic for $R \in \nu>0$. In order to extend $\nu$ into the strip $-2 \mu<R_{e} \vee<0$, we shall need to consider the possible singularities of the integral in Eq. (6.3).

The case where $k \lambda=1$ is particularly simple and gives

$$
\begin{equation*}
\frac{\partial F}{\partial v}(1, p, \lambda, b)=\beta^{-1 / 2}(y-\cos \theta)^{-1 / 2} \tag{6.0}
\end{equation*}
$$

where

$$
\begin{align*}
& \hat{\beta}=16 p^{4}+\left[0+\left(p^{2}+k^{2}\right) / k\right]^{4}  \tag{.610}\\
& y=8 p^{2}\left[p+\left(p^{2}+k^{2} / k\right]^{2}\right. \tag{6.11}
\end{align*}
$$

In the present paper, we shall restrict our attention to this special case. It will make our considerations much simpler. On the other hand, if $k$ is too small, the restriction to $k \lambda=1$ will give too large values of $\lambda$. Accordingly, we shall also restrict our considerations to the case where $p$ and $k$ are restricted by

$$
\begin{equation*}
p>\mu \quad k>\mu \tag{.6.12}
\end{equation*}
$$

7 - Geometric considerations.

Before entering into the discussion of the relation between the analyticity properties of $I_{\alpha}(\nu)$ and of $A_{\alpha}(s, x)$ as a function of $x=\cos \theta$, we need to make some geometric discussion of the strip $\Delta_{\nu}$ and its image under some changes of variables.

Under the conditions where Eq. (6.0) holds, the integral (0.4) for $I_{\alpha}\left(\nu, p^{2}\right)$ reads

$$
\begin{equation*}
\frac{\partial I_{\alpha}\left(\gamma, p^{\circ}\right)}{\left.r_{\omega}\right)}=\frac{1}{\sqrt{\beta}} \int_{-1}^{+1} A_{\alpha}(s, x) \frac{d x}{\sqrt{y-x}} \tag{7.1}
\end{equation*}
$$

The singularity $y$ of the square root is related to $\nu$ more easily through the expressions

$$
\begin{align*}
& y=1 / 2\left(\xi+\xi^{-1}\right)  \tag{7.2}\\
& \xi=\left(\nu / 2 p+f^{2}\right.  \tag{7.3}\\
& f=\left(p^{2}+k^{2}\right) / 2 p k \tag{7.4}
\end{align*}
$$

When $v$ varies inside the strip $\Delta_{\nu}, \xi \in v$ aries inside a domain $\Delta_{\xi}$ and $y$ inside a domain $\Delta_{y}$. These domains depend upon $p$ and $f$ and
we are now going to discuss them.

To a line parallel to the imaginary axis :

$$
\begin{equation*}
\hat{y}=\hat{r}_{c}+i \tag{7.5}
\end{equation*}
$$

where $\gamma_{0}$ is fixed and, varies from $-\infty$ to $+\infty$, corresponds in the $\xi$ plane a parabola $\Pi\left(V_{c}\right)$ :

$$
\begin{align*}
& S_{1}=R_{0} F=i_{2 p}+i^{2}-\eta^{2} \\
& E_{2}=M_{2 F}+i / 1 \tag{7.6}
\end{align*}
$$

This parabola goes to infinity in the negative direction. Its axis is along the real axis and its apex at $f_{1}=\frac{t_{0}^{2}}{2 p}+\frac{1}{2}$. All the parabolas corresponding to different values of $p_{0}$ are equal and translates.

When $\because$ varies inside $\left.\hat{S}_{\text {, }}\right\}$ varies inside $A_{S}$ which is bounded by two equal parabolas $\Pi_{\perp}$ and $\Pi_{2}$ with their aperes respectively at $\xi=f^{2}$ and $\xi=(j-1 /)^{+}$. Let us note that, since the correspondance between $\hat{b}$ and $v$ is not one-to-one, $T_{1}$ and $T_{2}$ would be in two different Riemann sheets if $\quad-1 / p$ were negative. However, since $p$ is larger than 1 and F restricted by ( 6.12 ), this possibility will not arise.

The correspondance (7.2) between $S$ and $y$ applies a circle $|f|=r$ into an ellipse with its focii at $y= \pm 1$ and semi-axes $\frac{1}{2}\left(r+r^{-1}\right.$, $\frac{1}{2}\left(r-r^{-1}\right)$, if $r>1$. To a given value of $y$ correspond two values of $\xi$ which are inverse of each other. The unit circle in the $\xi$ plane which separates these two values of $S$ is applied upon the segment $y=1$ to +1 and the $y$ Riewann-surface is two-sheeted.

The topological structure of $\Delta_{y}$ can be different if $\Pi_{\Lambda}$ and $\Pi_{2}$ cross or not the unit circle. It is easily checked that the parabola $\Pi\left(\nu_{0}\right)$ crosses the unit circle if and only if $\left(\rho+\nu_{0} / 2 p\right)^{2}$ is smaller than 1 ; Accordingly $\Pi_{1}$ never crosses the unit circle and only two cases have to be distinguished

$$
\begin{array}{ll}
\text { Case i ) : } & p-\mu_{p} \geqslant 1 \\
\text { Case ii) : } & p-\mu_{p}<1 \tag{7.8}
\end{array}
$$

Let us call $C_{1}$ and $C_{2}$ the images of $\Pi_{1}$ and $\Pi_{2}$. In case i) $C_{1}$ and $C_{2}$ are in the same Riemann sheet and $C_{2}$ encloses the segment $y=-1$ to +1 . In case ii), $C_{2}$ crosses the segment $y=-1$ to +1 and it consists into two parts $\mathrm{C}_{2}^{(0)}$ and $\mathrm{C}_{2}^{(1)}$ (see fig. 1) where $\mathrm{C}_{2}^{(0)}$ is in the same Riemann sheet as $\mathrm{C}_{1}$ whereas $C_{2}^{(1)}$ is in another sheet. $\Delta$ consists then into two parts : $\Delta_{y}^{(0)}$ bounded by $C_{1}$ and $C_{2}^{(0)}$ and $\Delta_{y}^{(1)}$ bounded by $C_{2}^{(1)}$ in another sheet.

Let us note that $\Pi_{2}$ does not cross the circle with its center at the origin which touches it at its apex. Accordingly, $\Delta_{y}^{(1)}$ is completely contained inside an ellipse with its focii at $y= \pm 1$ which is tangent to $c_{2}^{(1)}$ at its apex on the real axis. This remark will prove to be inportant in the future.

8 - Analytic properties of the absorptive part.

Since the absorptive part $A_{\alpha}(s, \cos \theta)$ is not an analytic function of $s$, the analyticity domain of $L_{\alpha}(\nu)$ is the intersection of the analyticity domains of $I_{\alpha}\left(\nu, p^{2}\right)$ as a function of $V$. Therefore $I_{\alpha}\left(\nu, p^{2}\right)$ must be analytic inside the strip $\Delta_{\nu}$ defined by

$$
-2 \mu<\operatorname{Re}\rangle \leqslant 0
$$

In fact it will be shown below that the integration over $p$ in the expression of $L_{\alpha}(\beta)$ can be restricted to a finite range of values of $p$ around $k$. We shall call $\bar{\Delta}_{y}(p, k)$ the domain $\Delta_{y}^{(1)}$ without the cut along the real axis. We have indicated explicity its dependance upon for a given value of $k$, For the values of $p$ which satisfy Eq. (7.7), the domain is empty. We shall also call it $\bar{\Delta}_{x}(p)$ when the notation $x$ replaces the notation
y. We are now ready to prove the following theorem :

Theorem: A necessary and sufficient condition for $I_{\alpha}\left(\nu, p^{2}, k\right)$ to be analytic inside the strip $\Delta_{\nu}$ is that the absorptive part $A_{\alpha}(s, x)$ be an analytic function of $x$ inside the domain $\bar{\Delta}_{y}(p, k)$.

When one continues the expression (7.1) for $I_{\alpha}\left(\nu, p^{2}\right)$ along a path $\Gamma$ which starts from a point with $\operatorname{Re} \nu=0$ inside the strip $\Delta \nu$, the singularity at $x=y$ of $F\left(\nu, p^{2}, x\right)$ will vary along a path $\gamma$ inside $\Delta_{y}$ which starts from a point of $C_{1}$. As long as does not cross the integration regment from $x=-1$ to +1 , the integral (7.1) will remain an analytic function of $\nu$. This is always so when condition (7.7) is satisfied ie. when the domain $\bar{\Delta}_{y}(p, k)$ is empty.

Under the conditions (7.8) and (6.12) we shall first note that $\mathcal{F}$ is an analytic function of $\nu$ inside $\Delta_{\nu}$ so that it is equivalent to discuss the analyticity properties of $I_{\alpha}\left(\nu, p^{2}\right)$ as a function of $\dot{\nu}$ inside $\Delta_{y}$ or as a function of $y$ inside $\Delta_{y}$.

Dropping all unnecessary parameters and calling $f(y)$ the function $\frac{\partial I_{\alpha}\left(\nu, p^{2}\right)}{\partial \nu} \hat{i}^{1 / 2}$. Eq. (7.1) takes the form

$$
\begin{equation*}
f(y)=\int_{-1}^{+1} A(x)(y-x)^{-1 / 2} d x \tag{8.1}
\end{equation*}
$$

The determination of the square root is fixed from values of $v$ with Rev>0, i.e. from the right of $\mathrm{C}_{1}$ where it is taken to be positive definite.

The difference $2 F(y)$ between the two determinations of $f(y)$ in the two Riemann sheets is given by

$$
\begin{equation*}
F(y)=\int_{x}^{1} \frac{A(x) d x}{\sqrt{y-x}} \tag{8.2}
\end{equation*}
$$

which shows immediately that, if $A(x)$ is analytic in $\bar{\Lambda}_{x}, F(y)$ is analytic in $\Delta_{\mathrm{y}}^{(1)}$.

To prove the necessity part of the theorem, we solve Eq. (8.2) which is an Abel equation :

$$
\begin{equation*}
A(x)=\frac{1}{\pi} \int_{y}^{1} \frac{F^{\prime}(y) d y}{\sqrt{x-y}} \tag{8.3}
\end{equation*}
$$

If $F(y)$ is analytic, $F^{\prime}(y)$ exists and the integral is well-defined. It shows that $A(x)$ is an analytic function of $x$ in $\Delta_{x}^{(1)}$. In order to show that it is analytic in $\bar{\Delta}_{x}$, i.e. that it has no singularity at $x=1$, we note that, $f(y)$ is an analytic function of $\xi$. It can therefore be written as a uniformly converging series in a neighborhood of $y=1$ as

$$
\begin{equation*}
f(y)=\sum_{n=0}^{\infty} b_{n}(y-1)^{n}+\sum_{n=0}^{\infty} a_{n}(y-1)^{n+\frac{1}{2}} \tag{8.4}
\end{equation*}
$$

from which

$$
\begin{equation*}
F(y)=\sum_{n=0}^{\infty} a_{n}(y-1)^{n+\frac{1}{2}} \tag{8.5}
\end{equation*}
$$

From Eq. (8.3) we get then

$$
\begin{equation*}
A(x)=\sum_{n=0}^{\infty} \frac{\Gamma\left(n+\frac{1}{2}\right)}{\Gamma(n+1)} a_{n} y^{n} \tag{8.6}
\end{equation*}
$$

which has the same circle convergence as the series (8.5). Which proves the theorem.

We can increase the analyticity domain by noticing that in the Legendre expansion (8.3) of $A_{\alpha}(s, x)$, all the coefficients $a_{1}(s)$ are positive. Accordingly, if $A_{\alpha}(s, x)$ is analytic for $x$ real between 1 and $x_{1}>1$, it has to be analytic inside the ellipse with its focii at $x= \pm 1$ and semi-axis $x_{1}$. Taking into account the remark at the beginning of Section 8 about the analyticity domains of $I_{\alpha}\left(\forall, p^{2}\right)$ ans $L_{\alpha}(\nu)$, we get the following new theorem.

Theorem : A necessary and sifficient condition for property $P$ to be satisfied is that $A_{\alpha}(s, x)$ be an analytic function of $x$ inside the smallest ellipse with its focii at $x= \pm 1$ which contains $\Delta_{x}^{(1)}$.

This smallest ellipse has for major semi-axis

$$
\begin{align*}
& a=\frac{1}{2}\left(\xi_{0}+\xi_{0}^{-1}\right) \\
& \xi_{0}=\left(\frac{p^{2}+k^{2}}{2 p k}-\frac{\mu}{p}\right)^{2} \quad \xi_{0}<1 \tag{8.7}
\end{align*}
$$

For a given value of $p$, the largest value of a will be obtained for the smallest value of $\xi_{0}$, i.e. for $k=p$, or

$$
\begin{equation*}
a_{\max }=\frac{1}{2}\left[\left(1-\frac{\mu}{p}\right)^{2}+\left(1-\frac{\mu}{p}\right)^{-2}\right] \tag{8.8}
\end{equation*}
$$

The corresponding value of the momentum transfer is

$$
\begin{equation*}
t_{0}=2 p^{2}\left(a_{\max }-1\right)=\frac{\mu^{2}(2 p-\mu)^{2}}{(p-\mu)^{2}} \tag{-8.0}
\end{equation*}
$$

it is a decreasing function of $p$ and tends to $4 \mu^{2}$ when $p$ tends to infinity.

As a final remark, let us note that the case i) where $p-\mu / p$ is larger than 1 does not lead to any condition on the absorptive part so that the discussion is not modified if we cut off the wave-packet to values of $p$ which satisfy

$$
\begin{equation*}
(p-k)^{2}<2 \mu k \tag{8.10}
\end{equation*}
$$

Conclusions.

We have obtained that the contribution of any channel $\alpha$ to the absorptive part $A_{\alpha}(s, t)$ is an analytic function of $t$ inside an ellipse. This ellipse contains positive values of $t$ up to $t=4 \mu^{2} \quad$ when the energy tends to infinity. Since the total absorptive part $A(s, t)$ is a sum of $A_{\alpha}(s, t)$ over the finite number of channels open at energy $s$, it is also analytic in the same region.

When $\alpha$ is a two-particle channel, unitarity tells us that the amplitude for the two initial particles going to channel $\alpha$ is also an analytic function of $t$.

It has to be emphasised that these results depend only upon the finite-range hypothesis as expressed in an experimental way by property P. They do not involve any reference to quantum field theory.

The same results have been obtained in a recent work by A. Martin as a consequence of quantum field theory ${ }^{4}$ ). This is a beautiful achievement, however we feel that it involves going a very long way from the axioms of field theory as compared to the very simple arguments given here, Since our results are in the form of a necessary and sufficient condition, the result of Martin together with ours give a proof that property $P$ is satisfied in quantum field theory. This is a marked progress with respect to the cluster properties of this type which have been obtained up to now ${ }^{5}$ ). It also shows that Martin's result in fact does not depend upon causality but only upon the spectral properties.

Not all the consequences of our technique have been drawn. In particular, we shall have to examine the analytic properties of $A_{\alpha}(s, t)$ in the low-energy region.

In our considerations, the mass $\mu$ appears as a parameter. In the case of pion-pion scattering, using a dispersion relation in $s$ and crossing, it is easy to show that $\quad \mu=m$

It is of a foremost importance to investigate the derivation of dispersion relations along the same lines of measurement theory as we have done here. It is well known that it has been impossible up to now to derive analyticity properties in s directly from causality (i.e. the observed signal does not precede in time the initial signal) because the spectrum of energy has a gap for systems of particles with a finite mass. It is our opinion that this difficulty is spurious. Indeed, in order to produce a signal which is zero for negative times, one must take into account explicity the generation of particles, i.e. for instance the accelerator. This breaks up the invariance of the subsystem made up by the particles with respect to translation of time and therefore suppresses the gap in energy. We intend to investigate if a careful analysis of the production of particles, together with the down-to-the-earth notion of causality does not in fact imply dispersion relations. A preliminary analysis on the Schrodinger equation support this view.

I have benefited from useful remarks or criticisms by M. Froissart, J. Bros, K. Hepp, R. Haag and JL. BASDEVANT. I also want to thank G.F. Chew and S. Mandelstam for their encouragements. The beginning of this work was made during a stay at the Lawrence Radiation Laboratory in Berkeley and I thank David L. Judd for his hospitality.
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Figures Captions

Fig. Ia : The domain $\Delta_{\alpha}$ image of the strip $\Delta_{\nu}$

$$
\text { Case i) } p-\mu / p \geqslant 1
$$

Fig. 1 b : The domain $\Delta_{\alpha}$ image of the strip $\Delta$,

Case ii) $p-\mu p<1$



