PARAREAL OPERATOR SPLITTING TECHNIQUES FOR MULTI-SCALE REACTION WAVES: NUMERICAL ANALYSIS AND STRATEGIES
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Abstract. In this paper, we investigate the coupling between operator splitting techniques and a time parallelization scheme, the parareal algorithm, as a numerical strategy for the simulation of reaction-diffusion equations modelling multi-scale reaction waves. This type of problems induces peculiar difficulties and potentially large stiffness which stem from the broad spectrum of temporal scales in the nonlinear chemical source term as well as from the presence of large spatial gradients in the reactive fronts, spatially very localized. In a series of previous studies, the numerical analysis of the operator splitting as well as the parareal algorithm has been conducted and such approaches have shown a great potential in the framework of reaction-diffusion and convection-diffusion-reaction systems. However, complementary studies are needed for a more complete characterization of such techniques for these stiff configurations. Therefore, we conduct in this work a precise numerical analysis that considers the combination of time operator splitting and the parareal algorithm in the context of stiff reaction fronts. The impact of the stiffness featured by these fronts on the convergence of the method is thus quantified, and allows to conclude on an optimal strategy for the resolution of such problems. We finally perform some numerical simulations in the field of nonlinear chemical dynamics that validate the theoretical estimates and examine the performance of such strategies in the context of academical one-dimensional test cases as well as multi-dimensional configurations simulated on parallel architecture.
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INTRODUCTION

Numerical simulations of multi-scale phenomena are commonly requested for modelling purposes in many applications such as combustion [10,31,49,50], chemical vapor deposition [32], or air pollution modelling [39, 48,61]. The important development of the numerical strategies in these and in other fields such as nonlinear chemical dynamics for excitable media [6,20,21] or biomedical engineering [12,22,34] is mainly due to the constant increase of the computer power (see for instance [23] for a recent review of methods applied to turbulent combustion). In general, all these models raise several difficulties created by the large number of unknowns and the wide range of temporal scales due to large and detailed chemical kinetic mechanisms, as well as by steep
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spatial gradients or large higher order derivatives associated with very localized fronts of high chemical activity. Therefore, there are several numerical strategies in order to treat the induced stiffness for time dependent problems. In this particular study, we focus on reaction-diffusion systems which is the subsystem that normally involves the strongest difficulties in terms of stiffness in multi-scale phenomena, even if convection plays also a crucial role.

The most natural idea to overcome these difficulties is to use dedicated numerical methods and to solve the complete models where diffusion, reaction and eventually convection are coupled together. In this context, we aim at solving strongly coupled nonlinear systems with either a fully implicit method, using eventually modified Newton methods for ill-conditioned problems \cite{18,19,53}, or yet semi-implicit or linearized implicit methods instead (see \cite{8} and references therein). However, the strong stability restrictions for the latter when dealing with very fast temporal scales \cite{8,9} as well as the computational cost and the huge memory requirements of these methods, even if adaptive grids are used, make these strategies difficult to handle. Nevertheless, these kind of coupled resolutions are useful when we need reference solutions for validation and study purposes but necessarily restricted to low dimensional configurations with not too many unknowns.

An alternative numerical strategy first introduced in \cite{2} is then to combine implicit and explicit schemes to discretize nonlinear evolution problems in time. Further studies into \cite{54,64} settled the appropriate numerical background for these methods called IMEX, which in particular might be conceived to solve stiff nonlinear problems as presented in \cite{52,66}. These methods are usually very efficient (see for instance \cite{50} for a combustion application). Nevertheless, on the one hand, the feasibility of utilizing dedicated implicit solvers over a discretized domain become soon critical when treating large computational domains. And on the other hand, the time steps globally imposed over partial regions or the entire domain are strongly limited by either the stability restrictions for the explicit solver or by the fastest scales treated by the implicit scheme.

Nevertheless, in many multi-scale problems as for example the propagation of reaction waves, the fastest time scales do not play a leading role in the global physical phenomenon and thus, we might consider the possibility of using reduced models where these chemical scales have been previously relaxed \cite{35}. These simplified models provide reasonable predictions when the fastest characteristic chemical times are small in comparison with the flow time, and the associated computational costs are significantly reduced in comparison with comprehensive chemical models. In particular, the derivation of the reduced model is usually accessible when the system is well-partitioned and the fast scales have been isolated \cite{55,57}. In this case, a rigorous singular perturbation analysis can be conducted even in the context of nonlinear source terms for numerical analysis purposes \cite{13,47}. Nevertheless, the identification of these fast scales in terms of reaction rates or species, which can change with time, relies on sensitivity analysis which is most of the time difficult to conduct and justify in realistic configurations. Hence, it reveals the need for other strategies which do not rely on the knowledge of the fast scales.

It is then natural to envision a compromise, since the fully coupled problem is most of the time out of reach and the reduced model does not always imply straightforward implementations. In this context, splitting methods \cite{46} also called fractional step methods \cite{62,63,68} have been well known for a long time and there exists a large literature showing the efficiency of such methods for evolution problems. Yet from a theoretical point of view, they represent a suitable framework to design even higher order methods for the integration in time of such problems \cite{11,51}. In practice, it is firstly necessary to decouple numerically the reaction part from the rest of the physical phenomenon like convection, diffusion or both, for which there also exist dedicated numerical methods. Hence, operator splitting techniques allow a completely independent optimization of the resolution of each subsystem which normally yields lower requirements of computational resources.

In the context of multi-scales waves, the dedicated methods chosen for each subsystem are then responsible for dealing with the fast scales associated to each one of them, in a separate manner; then, the composition of the global solution based on the splitting scheme should guarantee the good description of the global physical coupling; therefore, in order to verify this fundamental constraint, a rigorous numerical analysis is required. In fact, several works \cite{8,35,56,65} proved that the classical numerical analysis of splitting schemes fails in presence of scales much faster than the splitting time step and motivated more rigorous studies for these stiff
configurations [13]. In this way, complementary works described also the numerical behavior of these methods when spatial multi-scale phenomena arise mainly as a consequence of large spatial gradients [16], so that the influence of both spatial and time related stiffness has been and continues to be analyzed in detail for not arbitrarily small splitting time steps [17].

Thus, with the choice of the resolution technique properly justified, we investigate the coupling of operator splitting with a time parallelization scheme, pursuing even better performances in time consumption for multi-scale simulations on parallel architectures. In this context, many algorithms already proposed the solution of evolution problems in a time-parallel fashion (see [28] and the references therein for a historical review). However, the parareal algorithm, first presented in [42], has received a lot of attention over the past few years in different applications in different domains [3,5,25,26,29], as a promising efficient numerical method to solve evolution problems in parallel. The general principle of the parareal algorithm combines a coarse and fast solver which is run sequentially, and a more accurate and expensive fine solver that should be run in parallel. In this way, we take advantage of parallel computations through an iterative process which yields convergence from a coarse initial approximation to the detailed dynamics of the system given by the accurate resolution of the fine solver. Several variants of the method have been also proposed (for example in [25,30]).

Up to these days, many theoretical analysis of the parareal algorithm have been conducted (see for instance [4,27,28,42,44,45,58]), which led to various estimates of convergence rates and descriptions of the stability behavior of the method in applications involving general linear and nonlinear systems of ODEs or PDEs. Nevertheless, to our knowledge, none of the studies previously conducted either in a linear or in a nonlinear framework, took explicitly into account stiff phenomena. As a result, there is the need of complementary studies to utterly predict the performance of the algorithm in such configurations in order to propose more efficient time parallelization schemes in multi-scale contexts.

Keeping this in mind, the present work conducts a detailed numerical analysis of parareal operator splitting techniques in the context of multi-scale reaction waves. In this way, new representation of the splitting local errors are deduced and a convergence analysis of the parareal operator splitting algorithm is performed for general linear reaction-diffusion systems. These results are then extended to the case of reaction waves through the associated linearized system of the original reaction-diffusion system modelling the multi-scale phenomenon, where stiffness is introduced by the presence of large spatial gradients. The negative influence of stiffness on the numerical behavior of parareal operator splitting schemes is then mathematically proven.

With this theoretical characterization achieved, we are able to build a new and simple numerical strategy for multi-scale phenomena, with the parareal algorithm and the operator splitting as fine solver, each one of them based on their corresponding theoretical background. The time operator splitting strategy adopted then considers on the one hand, a high order method like Radau5 [35], based on implicit Runge-Kutta schemes for stiff ODEs, that solves the reaction term using adaptive time integration tools and highly optimized linear systems solvers. And on the other hand, another high order method like ROCK4 [1], based on explicit stabilized Runge-Kutta schemes, that solves the diffusion problem. The potential of this splitting configuration has already been tested and evaluated in previous studies [21,22]. The numerical simulations then performed show the influence of a stiff configuration on the parareal performance, validating the theoretical estimates previously conducted. Finally, the discussions inspired by these numerical results gives some insights into alternative numerical strategies for this kind of difficult problems.

The paper is organized as follows: in a first part, we formally present the parareal algorithm as well as the splitting techniques which will be used in the proposed numerical strategy. The complete numerical analysis of the parareal operator splitting is conducted in the second part: a brief review on the theoretical results found in the literature is first presented, then the different local error estimates are carefully conducted to finish with the theoretical convergence analysis in a general linear reaction-diffusion configuration and in the case of multi-scale reaction waves through a linearized model of such configurations. In the last part, we first conduct a series of detailed and careful numerical simulations in a one-dimensional case in order to validate the previous theoretical results. Finally, the potential of the method is illustrated in the framework of a two-dimensional simulation.
which allows a detailed discussion of the capability and performance of the method. All the models belong to the field of nonlinear chemical dynamics.

1. Parareal algorithm

1.1. Temporal parallelization

We first consider a general method in order to compute the numerical solution of a system of ordinary differential equations (ODEs) of the form:

\[ u'(t) = f(u(t)), \quad t \in [0, T], \quad u(0) = u^0, \tag{1.1} \]

where for some integer \( M, f : \mathbb{R}^M \rightarrow \mathbb{R}^M \) and \( u : \mathbb{R} \rightarrow \mathbb{R}^M \). In order to achieve a time parallelization algorithm for (1.1), we decompose the time domain \( I = [0, T] \) into \( N \) subdomains \( I_n = [T_{n-1}, T_n], \ n = 0, \ldots, N-1 \), with \( 0 = T_0 < \ldots < T_{N-1} < T_N = T \), and \( \Delta T_n := T_{n+1} - T_n \), so that we consider for each time subdomain the evolution problem:

\[ u_n'(t) = f(u_n(t)), \quad t \in I_n, \quad u_n(T_n) = U_n, \tag{1.2} \]

where the initial values \( U_n \) are a necessary input in order to solve each of these evolution problems. The solutions \( u_n \) on the subdomains \( I_n \) in (1.2) should be consistent with \( u \) over \( I \) obtained out of (1.1), this means that the initial values \( U_n \) are intended to satisfy the system:

\[ U_0 = u^0, \quad U_n = \phi^\Delta T_{n-1}(U_{n-1}) \quad \text{for } n = 1, \ldots, N, \tag{1.3} \]

where the flow \( \phi^\Delta T_n(U) \) denotes the solution of (1.1) with initial condition \( U \) after time \( \Delta T_n \).

Thus, we consider \( N \) independent evolution problems given by (1.2) for each time subdomain \( I_n \), so that each of them may be computed by a different processor in a parallel environment. Nevertheless, this can only be achieved if the initial conditions \( U_n \) of (1.2) are previously known or at least approximated, in order to have a proper Cauchy problem on each time subdomain. Therefore, any time parallelization algorithm will aim at approximating the initial \( U_n \) by the set \( \hat{U}_n \) and then, at solving (1.2), even though condition (1.3) with \( \hat{U}_n \) is not initially verified. In this context, the parareal algorithm gives us a way to perform this kind of parallelization in an efficient way.

This technique extends naturally to the numerical resolution of partial differential equations (PDEs), as it was initially proposed in [42]. In fact, the multi-scale reaction waves that we consider in this study are modeled by means of parabolic PDEs.

1.2. Principle of the parareal algorithm

Considering system (1.2), the parareal algorithm is based on two propagation operators: \( \mathcal{G}^\Delta T_n(U) \) and \( \mathcal{F}^\Delta T_n(U) \), that provide respectively a coarse and an accurate approximation of \( \phi^\Delta T_n(U) \). In this way, the algorithm starts with an initial approximation \( \hat{U}_0 \) given for example by the sequential computation:

\[ \hat{U}_0^0 = u^0, \quad \hat{U}_n^0 = \mathcal{G}^\Delta T_{n-1}(\hat{U}_{n-1}^0) \quad \text{for } n = 1, \ldots, N, \tag{1.4} \]

and then performs for \( i = 1, \ldots, \text{i_{conv}} \) the correction iterations:

\[ \hat{U}_0^i = u^0, \quad \hat{U}_n^i = \mathcal{F}^\Delta T_{n-1}(\hat{U}_{n-1}^{i-1}) + \mathcal{G}^\Delta T_{n-1}(\hat{U}_n^{i-1}) - \mathcal{G}^\Delta T_{n-1}(\hat{U}_{n-1}^{i-1}) \quad \text{for } n = 1, \ldots, N. \tag{1.5} \]

Notice that \( i \) iterations imply \( i \) time subdomains integrated by \( \mathcal{F} \), since \( \hat{U}_n^i = \mathcal{F}^\Delta T_{n-1}(\hat{U}_{n-1}^{i-1}) \) for \( n \leq i \) and \( \hat{U}_0^i = u^0 \) with \( u^0 \) taken from the original problem (1.1). Then, for \( i = N \), where \( N \) is the number of subdomains, the parareal algorithm (1.5) will generate a set of values \( \hat{U}_n \) that satisfy \( \hat{U}_n = \mathcal{F}^\Delta T_{n-1}(\hat{U}_{n-1}) \). That is, the approximations at the time-points \( T_n \) will have achieved the accuracy of the propagator \( \mathcal{F} \). Nevertheless,
the main idea of the algorithm is to choose propagators \( F \) and \( G \) in order to achieve this level of accuracy without performing the \( N \) accurate resolutions. Therefore, after convergence of the algorithm (1.5) for \( i = i_{\text{conv}} \), we shall obtain a solution \( \tilde{U}_{n}^{i_{\text{conv}}} \) with a fine accuracy respect to \( U_{n} \) in (1.3), for which only \( i_{\text{conv}} \ll N \) subdomains would have been integrated by propagator \( F \). Thus from an initial coarse approximation (1.4), we might achieve an accurate resolution of problem (1.1) with important savings of computational time.

1.3. Interpretation of the parareal algorithm

The parareal algorithm can most naturally be interpreted as a classical deferred correction method in which the initial values \( U_{n} \) of (1.2) are corrected through a feedback mechanism based on both propagators \( F \) and \( G \), as it was presented in [3]. Therefore, for a initial condition given by (1.4), we define the correction \( E^{\Delta T_{n-1}}(\tilde{U}_{n-1}) = F^{\Delta T_{n-1}}(\tilde{U}_{n-1}) - G^{\Delta T_{n-1}}(\tilde{U}_{n-1}) \) in order to obtain the new initial conditions for \( n = 1, \ldots, N-1 \) and the new value at \( n = N \):

\[
\tilde{U}_{n}^{1} = G^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{1}) + E^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{0}).
\]

Thus, a recursive application leads us to

\[
\tilde{U}_{0}^{i} = u^{0}, \quad \tilde{U}_{n}^{i} = G^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i}) + E^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i-1}) \quad \text{for} \quad n = 1, \ldots, N,
\]

which gives us the same scheme as (1.5).

Nevertheless, based on [7], the time decomposition method (1.2) can be also interpreted as a multiple shooting method for (1.1). In fact, considering \( U = (U_{0}, \ldots, U_{N})^{T} \) as the unknowns, the system (1.3) can be written as

\[
F(U) = \begin{pmatrix}
U_{0} - u^{0} \\
U_{1} = \phi^{\Delta T_{0}}(U_{0}) \\
\vdots \\
U_{N} = \phi^{\Delta T_{N-1}}(U_{N-1})
\end{pmatrix} = 0,
\]

(1.7)

where \( F : \mathbb{R}^{M,N+1} \rightarrow \mathbb{R}^{M,N+1} \). In this way, we search the initial values \( U_{n} \) of (1.2) that correspond to the solution of original problem (1.1) through condition (1.3).

Solving this system with Newton’s method, leads after a short calculation to

\[
\tilde{U}_{0}^{i} = u^{0}, \quad \tilde{U}_{n}^{i} = \phi^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i-1}) + \frac{\partial \phi^{\Delta T_{n-1}}}{\partial \tilde{U}_{n-1}^{i}}(\tilde{U}_{n-1}^{i}) \left( \tilde{U}_{n-1}^{i} - \tilde{U}_{n-1}^{i-1} \right) \quad \text{for} \quad n = 1, \ldots, N.
\]

(1.8)

With this formulation, there are many ways to apply the multiple shooting algorithm to solve (1.8) numerically, as it is detailed in [28], and when the approximations are close enough to the solution, the convergence is guaranteed as shown in [7]. However, if we approximate the time subdomain integration in (1.8) by

\[
\phi^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i-1}) \approx F^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i-1}),
\]

and the Jacobian term by

\[
\frac{\partial \phi^{\Delta T_{n-1}}}{\partial \tilde{U}_{n-1}^{i}}(\tilde{U}_{n-1}^{i}) \left( \tilde{U}_{n-1}^{i} - \tilde{U}_{n-1}^{i-1} \right) \approx G^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i}) - G^{\Delta T_{n-1}}(\tilde{U}_{n-1}^{i-1}),
\]

then the multiple shooting method (1.8) and the parareal algorithm (1.5) coincide (see [28]).

The parareal algorithm can also be seen as a time-multigrid method as it was entirely proven in [28]. However, because of its clarity and simplicity, in this paper we will adopt the multiple shooting point of view, i.e. a Newton’s method approximation, even if the numerical analysis we will perform is practically independent of this choice. In fact, from a practical point of view, all the interpretations are equivalent and the algorithm is mainly implemented as a deferred correction method.
1.4. Considerations on the propagation operators

The parareal algorithm relies on two solvers, the fine and coarse propagators, $\mathcal{F}$ and $\mathcal{G}$. On the one hand, the fine solver produces an accurate approximation of the solution and its choice depends on the desired level of accuracy and on the nature of the problem (multi-scale phenomena, stiffness, large systems). In our particular case of multi-scale reaction waves, the time operator splitting reveals itself as a suitable resolution technique as it was previously discussed in the introduction. Its parallelization is then achieved via the parareal scheme. On the other hand, the coarse solver gives a coarser approximation that needs to be computed in a sequential way, therefore it should be as fast as possible in order to globally guarantee important savings in time consumption. The performance of the parareal algorithm then relies directly on the choice of this solver and an optimal balance must be found between its computational speed and its level of accuracy, i.e. coarser approximations are faster but increase the number of iterations needed.

Let us now set the general mathematical framework in this work; in this context, we recall that a class of multi-scale phenomena can be modeled by general reaction-diffusion systems of type:

$$
\begin{align*}
\frac{\partial_t u - \partial_x (D(u) \partial_x u)}{\partial_x} &= f(u), & x \in \mathbb{R}^d, & t > 0, \\
u(0, x) &= u_0(x), & x \in \mathbb{R}^d, & t = 0,
\end{align*}
$$

(1.9)

where $f : \mathbb{R}^M \rightarrow \mathbb{R}^M$ and $u : \mathbb{R} \times \mathbb{R}^d \rightarrow \mathbb{R}^M$ for some integer $d$ and with the diffusion matrix $D(u)$, which is a tensor of order $d \times d \times M$.

However, in this work we will only consider the simplified case of linear diagonal diffusion, in which case the elements of the diffusion matrix are written as $D_{ii1i2i3}(u) = D_{i3} \delta_{ii1i2}$, so that the diffusion operator reduces to the heat operator with some scalar diffusion coefficient $D_{i3}$ for component $u_{i3}$ of $u$. Notice that as it was established in previous studies [13,16,17], on the one hand, a rigorous numerical analysis of this simpler class of reaction-diffusion systems is very useful in order to theoretically characterize the impact of stiffness on the numerical behavior of methods conceived to simulate these phenomena. In particular, the original multi-scale character is not withdrawn. And on the other hand, it shall give us some insights into more complex cases as well as complete convection-reaction-diffusion systems.

Finally, in order to simplify the presentation, we consider a one-dimensional model, taking into account that extension into higher dimensions of $x$ or $u$ is straightforward. From these considerations, we infer the following initial value problem:

$$
\begin{align*}
\frac{\partial_t u}{\partial_x} - D \frac{\partial^2 u}{\partial_x^2} &= k f(u), & x \in \mathbb{R}, & t > 0, \\
u(0, x) &= u_0(x), & x \in \mathbb{R}, & t = 0,
\end{align*}
$$

(1.10)

where $f$ and $u_0$ are smooth functions, with real coefficients $D$ and $k$. Furthermore, we denote by $T^{u}(u_0)$ the semiflow associated to (1.10). In what follows, we shall present both the fine and the coarse solvers taken into consideration to solve problem (1.10) by means of the parareal algorithm (1.5).

1.4.1. Fine solver: time operator splitting

Let us first introduce the classical decoupling of the diffusion and reaction parts of (1.10). More precisely, we denote $X^{u}(u_0)$ the solution of the diffusion equation:

$$
\frac{\partial_t u_D}{\partial_x} - D \frac{\partial^2 u_D}{\partial_x^2} = 0, & x \in \mathbb{R}, & t > 0,
$$

(1.11)

with initial data $u_D(0, \cdot) = u_0(\cdot)$. We also denote by $Y^{u}(u_0)$ the solution of the reaction part where the spatial coordinate $x$ can be considered as a parameter:

$$
\frac{\partial_t u_R}{\partial_x} = k f(u_R), & x \in \mathbb{R}, & t > 0,
$$

(1.12)

with initial data $u_R(0, \cdot) = u_0(\cdot)$. 

\[\]
The two Lie approximation formulae of (1.10) are defined by

\[ L^1_t(u_0) = X^tY^t(u_0), \quad L^2_t(u_0) = Y^tX^t(u_0), \]  

and the two Strang approximation formulae of (1.10) \cite{59,60} are defined by

\[ S^1_t(u_0) = X^{t/2}Y^tX^{t/2}(u_0), \quad S^2_t(u_0) = Y^{t/2}X^tY^{t/2}(u_0). \]  

It is well known that Lie formulae (1.13) (resp. Strang formulae (1.14)) are an approximation of order 1 (resp. 2) of the exact solution of (1.10). Nevertheless, these classical orders are no longer valid since we consider very stiff reactive or diffusive terms (see \cite{13}). In fact, if the fastest time scales play a leading role in the global physics of the phenomenon, then the composed solution obtained by means of a splitting technique will surely fail to capture the final dynamics of the phenomenon, unless we consider splitting time steps of the same order of such scales.

In the opposite case where these fast scales are not directly related to the physical development of the phenomenon, larger splitting time steps might be considered, but order reductions may then appear due to short-life transients associated to the fast variables. In particular, this is the case for propagating reaction waves. In this context, it has been proven in \cite{13} that better performances are expected while ending the splitting scheme by the time integration of the reaction part (1.12) or in a more general case, the part involving the fastest time scales of the phenomenon (see the numerical application in \cite{17}). In particular, in the case of linear diagonal diffusion problems, no order loss is expected for the \( L^2_t \) and \( S^2_t \) schemes when fast scales are present in the reactive term. Even more, as it was presented and analyzed in \cite{16}, the presence of high spatial gradients may also degrade the performance of these methods leading to order reductions coming from space multi-scale phenomena.

Keeping in mind these theoretical studies and considering the various numerical alternatives previously discussed, the time operator splitting remains as the most appropriate resolution scheme for general multi-scale problems and so far, the optimal choice for the fine solver. A complementary consideration is that suitable time integration methods in terms of order and stability must be chosen for each subsystem (1.11) and (1.12), in order to guarantee the accuracy of the estimates established by the corresponding numerical analysis. In fact, in all splitting order estimates, the solutions associated to these systems are supposed to be known exactly or with a sufficient accuracy (see for example \cite{13,14,36,37}).

1.4.2. Coarse approximation

When considering stiff problems of type (1.9) (or (1.10)), the choice of the coarse solver is not an easy task because we must look for fast and stable methods at the same time, considering that these computations will be performed in a sequential environment. In fact, depending on the stiffness of the system, we are almost constrained to choose more expensive but more stable methods (see \cite{35} for more details on integration of stiff ODEs), otherwise, we would not be able to obtain coarser but still valid approximations.

Taking into account these requirements, several strategies might be considered. For instance, we can solve the coupled reaction-diffusion system (1.10) with a dedicated, stable but less accurate solver; which can be achieved by using larger integration time steps or a lower order method respect to the fine solver. Nevertheless, as previously discussed, the important computational requirements of these dedicated methods must be taken into account and thus, this alternative might not be always feasible.

Another technique could be the resolution of (1.10), discretized on a coarser spatial grid. Then, the crucial aspect would be the definition of proper inter-grid operators; that is, the operators allowing data exchange between the coarse and the fine grids. On the other hand, we might also consider the resolution of a reduced model of (1.10) instead, where the fastest scales have been relaxed; and thus, take this solution as the coarse approximation. Nevertheless, the previous knowledge of the fast scales is mandatory for straightforward implementations, and at the same time, we should also conceive an efficient reconstruction procedure of the fast variables not estimated by the coarse solver.
However, in the context of multi-scale reaction waves, a less accurate splitting operator might be a natural choice, conceived with larger splitting time steps or coarser time integrators of the split subsystems in order to accelerate computations. In particular, in this work we will be mainly focused on the detailed analysis of such splitting solvers as coarse propagators, considering their reputed pertinence on multi-scale problems. In this way, the numerical analysis presented in the next section describes the behavior of the splitting techniques as well as the parareal scheme itself, and shall lead us to further numerical studies and potential improvements of the numerical strategy.

2. Numerical analysis of the parareal operator splitting

In this section, we will first present important results from the literature that explain the behavior of the parareal algorithm and detail its convergence when applied to, first, linear and then, nonlinear problems. Those particularly relevant for our study will be described in details. Complementary information can be found in the indicated references. Then, a comprehensive numerical analysis of the parareal Lie (Strang) operator splitting will be presented in a linear framework that mimics the eventual influence of high spatial gradients for reaction waves.

Throughout all this section, we will maintain the notation established in the previous one.

2.1. Review of the literature and state of the art

2.1.1. The linear case

We first consider a scalar linear problem of the form:

\[ u'(t) = au, \quad t \in [0,T], \quad u(0) = u^0 \text{ with } a \in \mathbb{C}, \]  

(2.1)

the following proposition is taken from the first publication on the parareal algorithm [42].

Proposition 2.1. Let \( \Delta T = T/N \), \( T_n = n\Delta T \) for \( n = 0, \ldots, N \). Consider (2.1) with \( a \in \mathbb{R} \). Let \( F^{\Delta T}(T_n) \) be the exact solution at \( T_{n+1} \) of (2.1) with \( u(T_n) = U_n \), and let \( G^{\Delta T}(U_n) \) be the corresponding backward Euler approximation with time step \( \Delta T \). Then,

\[ \max_{1 \leq i \leq N} \left| u(T_{n+1}) - \tilde{U}^i_n \right| \leq P_i \Delta T^{i+1}. \]  

(2.2)

Thus, the algorithm converges and behaves in \( \Delta T \) like a method of order \( i + 1 \). Nevertheless, we must take into account that this result is only valid for a fixed iteration step \( i \), since the constant \( P_i \) in (2.2) grows with \( i \) in the estimate of the proof in [42], i.e. the convergence is verified only for \( \Delta T \) sufficiently small. Result (2.2) has been extended to more general and, in particular, higher order time-integration schemes. In fact, it was shown in [4,5] that the parareal is a method of order \( p(i + 1) \) when a method of order \( p \) is used as the coarse propagator.

However, a very important work presented in [28] gives us complementary results that describe the behavior of the algorithm for any \( i \) and a fixed \( \Delta T \). As a matter of fact, the following corollary was stated and proven.

Corollary 2.2. Let \( T < \infty, \Delta T = T/N \), and \( n = 0, \ldots, N \). Consider (2.1) with \( a \in \mathbb{C} \). Let \( F^{\Delta T}(T_n) \) be the exact solution at \( T_{n+1} \) of (2.1) with \( u(T_n) = U_n \), and let \( G^{\Delta T}(U_n) = R(a\Delta T)U_n \) be a one-step method in its region of absolute stability. Then, we have the bound

\[ \max_{1 \leq n \leq N} |u(T_n) - \tilde{U}^i_n| \leq \frac{|a\Delta T - R(a\Delta T)|^i}{i!} \prod_{j=1}^{i} (N - j) \max_{1 \leq n \leq N} |u(T_n) - \tilde{U}^0_n|. \]  

(2.3)
If the local truncation error of $G$ is bounded by $C \Delta T^{p+1}$, with $p > 0$ and $C$ a constant, then we have, for $\Delta T$ small enough,

$$\max_{1 \leq n \leq N} |u(T_n) - \hat{U}^i_n| \leq \frac{(CT)^i}{i!} \Delta T^p \max_{1 \leq n \leq N} |u(T_n) - \hat{U}^0_n|. \quad (2.4)$$

These results give us more precise information regarding constant $P_i$ in (2.2). In fact, for finite $T$, the division by $i!$ in (2.3) and (2.4) shows that the algorithm converges superlinearly. Furthermore, result (2.4) presents the parareal as a method of order $pi$.

A linear convergence result was also demonstrated in [28] for an infinitely long time interval, i.e., $T = \infty$, for problem (2.1). Moreover, similar results were obtained in [28] while investigating the performance of the parareal algorithm on PDEs, more precisely, a diffusion equation and an advection one. In fact, a Fourier transform in space converts these equations into linear systems of ODEs for each Fourier mode, and the convergence is demonstrated based on the previous results with some complementary hypothesis.

2.1.2. The nonlinear case

Taking into account the nonlinear system of ODEs (1.1), the superlinear convergence of the parareal algorithm has also been demonstrated in [27]. In fact, considering $F$ as the exact solution of (1.1), it has been assumed that the difference between the approximate solution given by $G$ and the exact solution can be expanded for $\Delta T$ small, in the following way:

$$F^{\Delta T}(u) - G^{\Delta T}(u) = c_{p+1}(u) \Delta T^{p+1} + c_{p+2}(u) \Delta T^{p+2} + \ldots, \quad (2.5)$$

which is possible if the right hand side function $f$ in (1.1) is smooth enough. Notice that this condition is no other than the series expansion of the local error of a numerical method $G$ of order $p$ (where $F$ is the exact solution of (1.1)). Then, as a consequence of (2.5), we might assume that we have the following bound:

$$\|F^{\Delta T}(u) - G^{\Delta T}(u) - (F^{\Delta T}(v) - G^{\Delta T}(v))\| \leq C_1 \Delta T^{p+1}\|u - v\|, \quad (2.6)$$

as it has been supposed in [27].

Moreover, if $G$ satisfies the Lipschitz condition:

$$\|G^{\Delta T}(u) - G^{\Delta T}(v)\| \leq (1 + C_2 \Delta T)\|u - v\|, \quad (2.7)$$

the following theorem was stated and proven in [27].

**Theorem 2.3.** Let $F^{\Delta T}(U_{n-1})$ be the exact solution on time subdomain $I_{n-1}$, and let $G^{\Delta T}(U_{n-1})$ be an approximate solution with local truncation error bounded by $C_3 \Delta T^{p+1}$, and satisfying (2.5), where the $c_j$, $j = p + 1, p + 2, \ldots$ are continuously differentiable, and assume that $G$ satisfies the Lipschitz condition (2.7). Then, at iteration $i$ of the parareal algorithm (1.5), we have the bound

$$\|u(T_n) - \hat{U}^i_n\| \leq \frac{C_3}{C_1} \frac{(C_1 \Delta T^{p+1})^{i+1}}{(i + 1)!} (1 + C_2 \Delta T)^{n-i-1} \sum_{j=0}^{i} \binom{n-j}{i-j},$$

$$\leq \frac{C_3}{C_1} \frac{(C_1 T_n)^{i+1}}{(i + 1)!} e^{C_2(T_n - T_{n+1})} \Delta T^{p(i+1)}. \quad (2.8)$$

Finally, we see that the parareal algorithm also converges superlinearly with respect to $i$ and behaves as a method of order $p(i + 1)$ for a nonlinear problem and a finite $T$. Hence, result (2.8) does not contradict the previous ones but extends them to the nonlinear case. Nevertheless, in a practical application, a more complete knowledge of the bound (2.8) might be necessary in order to fully describe the behavior of the algorithm. More precisely, constants $C_1$, $C_2$ and $C_3$ in (2.8) (as well as $C$ into (2.4) for a linear application) should be properly estimated. This is one of the purposes of the present work in the case of an operator splitting strategy and the corresponding analysis will be presented in the next section.
2.2. Convergence analysis of the parareal operator splitting

In order to carry on our study, we will first present the mathematical problem that we want to solve. The link with multi-scale reaction waves will be then established.

2.2.1. Mathematical framework

We consider the initial-value problem:

\[
\begin{aligned}
\partial_t u - D \partial_x^2 u + kV(x)u &= 0 & x \in \mathbb{R}, & t > 0, \\
u(x, 0) &= u_0(x) & x \in \mathbb{R}, & t = 0,
\end{aligned}
\]  

(2.9)

where \( V \) is a bounded function from \( \mathbb{R} \) to \( \mathbb{R} \) of class \( \mathcal{C}^\infty \) with all bounded derivatives and, \( D \) and \( k \) are some real positive coefficients such that \( Dk = 1 \). Moreover, \( u \) represents a dimensionless specie concentration.

For this study, we consider problem (2.9) as coming from the associated linearized system of (1.10) around \( u_0 \) after some simple change of variables. In this context, \( V \) is no other than the Jacobian \( f'(u_0) = \partial f(u_0)/\partial u \) in (1.10). The diffusion and reaction coefficients, \( D \) and \( k \) in (1.10) and (2.9), might be seen as scale coefficients of time and space. In fact, in the context of reaction waves, we can obtain a dimensionless form of system (1.10) considering a dimensionless time \( \tau \) and a dimensionless space \( r \) with

\[
\tau = kt \quad \text{and} \quad r = (k/D)^{1/2}x.
\]

See [37] for details on how reaction systems of ODEs can be built from a reaction scheme, and [33] for details on analysis of traveling reaction waves.

Then, without loss of generality, a dimensionless analysis of a traveling wave, as shown in [33], may allow us to establish the steady state of a reaction wave. Therefore, taking into account the scale coefficients, the dimensionless steady velocity of the wavefront given by the expression \( dr/d\tau \) establishes that

\[
\frac{dr}{d\tau} \propto (Dk)^{1/2},
\]

(2.10)

while coming back to the initial representation of time \( t \) and space \( x \). Moreover, in a general way, the sharpness of the wave profile is measured by

\[
\left. \frac{du}{dx} \right|_{\text{max}} \propto (k/D)^{1/2}.
\]

(2.11)

Note that condition \( Dk = 1 \) implies constant velocity for all \( k = 1/D \); however, greater \( k \) (or smaller \( D \)) implies higher spatial gradients, and thus, stiffer configurations.

In the context of reaction waves, we have usually wavefronts of steep spatial gradient propagating with a steady constant speed. Therefore, we are interested in studying this kind of stiff configurations and their impact on a time parallelization algorithm such as the parareal scheme. In particular, the latter must be coupled with an appropriate stiff solver such as the operator splitting, considered in this work. Hence, in order to conduct a convergence analysis of the parareal scheme, we are first constrained to obtain some bounds (similar to those given by (2.5), (2.6) and (2.7)) drawn out of a more precise analysis of the operator splitting itself, applied to problem (2.9). This is the main goal of the following section.

2.2.2. Analysis of the operator splitting

For problem (2.9), we consider the linear operator \( b \) corresponding to the multiplication by \( kV \) and the operator \( a = -D\partial_x^2 \) (minus \( D \) times the second partial derivative with respect to \( x \) in one dimension). Hence, their commutator is given by

\[
\partial_a b = [a, b] = -(\partial_x^2 V) - 2(\partial_x V)\partial_x,
\]

(2.12)
considering that $Dk = 1$. We first recall the following result which is proven in [14] and gives an exact representation of the difference between the exponential of $a + b$, i.e. the exact solution of (2.9), and its Lie (resp. Strang) approximation denoted by $L$ (resp. $S$).

**Theorem 2.4.** The following identities hold

\[
L(t) = e^{-ta}e^{-tb} = e^{-t(a+b)} + \int_0^t \int_0^s e^{-(t-s)(a+b)}e^{-(s-r)a}(\partial_s b)e^{-r(a+b)}dr \, ds,
\]

(2.13)

\[
S(t) = e^{-tb/2}e^{-ta}e^{-tb/2} = e^{-t(a+b)} + \frac{1}{4} \int_0^t \int_0^s (s-r)e^{-(t-s)(a+b)}e^{-(s-r)b/2}(\partial_s a)e^{-tb/2}e^{-r(a+b)}dr \, ds
\]

\[-\frac{1}{2} \int_0^t \int_0^s (s-r)e^{-(t-s)(a+b)}e^{-sb/2}(\partial_s b)e^{-(s-r)a}e^{-sb/2}dr \, ds.
\]

(2.14)

In particular, for problem (2.9) we have

\[
\partial_s^2 b = [a, [a, b]] = D(\partial_s^4 V) + 4D(\partial_s^2 V)\partial_x + 4D(\partial_s^2 V)\partial_x^2,
\]

(2.15)

\[
\partial_s^2 a = [b, [b, a]] = -2k(\partial_x V)^2.
\]

(2.16)

Identities (2.13) and (2.14) are also valid for general nonlinear operators (or vector fields) $a$ and $b$, in which case the commutators (2.12), (2.15) and (2.16) are computed as the Lie derivatives of the Lie bracket of the vector fields (see [37] and the complete analysis conducted in [17,43]).

Nevertheless, even if (2.13) and (2.14) give us the exact representation of the local error of a Lie or Strang splitting approximation, we are more interested in defining some bounds on these local errors. More precisely, we will see in the next section that the key point of the proof of the convergence estimates for the parareal algorithm is the use of $L^2$ to $L^2$ estimates of the errors.

Therefore, considering the exact solution of problem (2.9), a simple computation shows that for $t \geq 0$,

\[
\|e^{t(D\partial_s^2 - kV)}\|_{L^2(L^2, L^2)} \leq e^{k\|V\|_{\infty}t}.
\]

(2.17)

Moreover, with the exact representation of the local errors (2.13) and (2.14), and denoting by

\[ E_L(t) = e^{t(D\partial_s^2 - kV)} - L(t) \quad \text{and} \quad E_S(t) = e^{t(D\partial_s^2 - kV)} - S(t), \]

it is straightforward to obtain the following bounds.

**Lemma 2.5** (first estimate of the splitting local error). Consider problem (2.9) and $u_0 \in H^2(R)$, for $t \geq 0$ we have the following local error bounds

\[
\|E_L(t)u_0\|_{L^2} \leq \left( \frac{t^2}{2} \|\partial_x^2 V\|_{\infty} + \frac{2t^2}{3}k\|\partial_x V\|_{\infty}^2 \right) e^{k\|V\|_{\infty}t}\|u_0\|_{L^2} + t^2\|\partial_x V\|_{\infty} e^{k\|V\|_{\infty}t}\|\partial_x u_0\|_{L^2}, \]

(2.18)

and

\[
\|E_S(t)u_0\|_{L^2} \leq \left( \frac{t^3}{12} \left( k\|\partial_x V\|_{\infty}^2 + D\|\partial_x^2 V\|_{\infty} \right) + \frac{t^4}{8} \left( \|\partial_x^3 V\|_{\infty}\|\partial_x V\|_{\infty} + \|\partial_x^2 V\|_{\infty}^2 \right) 
\]

\[ + \frac{t^5}{20}k\|\partial_x^2 V\|_{\infty}\|\partial_x V\|_{\infty}^2 \right) e^{k\|V\|_{\infty}t}\|u_0\|_{L^2} + \left( \frac{t^4}{3}D\|\partial_x^2 V\|_{\infty} \right) \]

\[ + \frac{t^4}{4}\|\partial_x^2 V\|_{\infty}\|\partial_x V\|_{\infty} \right) e^{k\|V\|_{\infty}t}\|\partial_x u_0\|_{L^2} + \frac{t^3}{3}D\|\partial_x^2 V\|_{\infty} e^{k\|V\|_{\infty}t}\|\partial_x^2 u_0\|_{L^2}. \]

(2.19)
Proof. Using (2.13), we have in \( L^2(\mathbb{R}) \),
\[
\left\| e^{t(D\partial_x^2 - kV)} u_0 - e^{tD\partial_x^2 e^{-tkV}} u_0 \right\|_{L^2} \leq \int_0^t \int_0^s \left\| e^{(t-s)(D\partial_x^2 - kV)} e^{(s-r)D\partial_x^2} \partial_x b e^{rD\partial_x^2 e^{-skV}} u_0 \right\|_{L^2} \, dr \, ds.
\]
And with (2.17) we have
\[
\left\| e^{t(D\partial_x^2 - kV)} u_0 - e^{tD\partial_x^2 e^{-tkV}} u_0 \right\|_{L^2} \leq \int_0^t \int_0^s e^{(t-s)k\|V\|_\infty} \left\| \partial_x b e^{rD\partial_x^2 e^{-skV}} u_0 \right\|_{L^2} \, dr \, ds. \tag{2.20}
\]
Since
\[
\partial_x b e^{rD\partial_x^2 e^{-skV}} u_0 = - (\partial_x^2 V) e^{rD\partial_x^2 e^{-skV}} u_0 - 2(\partial_x V) \partial_x \left( e^{rD\partial_x^2 e^{-skV}} u_0 \right),
\]
we obtain (2.18), integrating (2.20) and knowing that \( \|e^{-skV}\|_{L^2(\mathbb{R})} \leq e^{sk\|V\|_\infty} \).
Performing the same computations, we obtain (2.19) from (2.14), (2.15) and (2.16).

However, we recall the fact that we are specifically searching for \( L^2 \) to \( L^2 \) error estimates in order to conduct the convergence analysis of the parareal scheme. Hence, thanks to the regularizing effect of the Laplacian, we have for all \( u_0 \) in \( L^2 \) and for \( t > 0 \),
\[
\left\| \partial_x e^{tD\partial_x^2 u_0} \right\|_{L^2} \leq \frac{1}{\sqrt{2eDt}} \|u_0\|_{L^2}, \tag{2.21}
\]
and then, we can conduct further calculations.

Lemma 2.6 (second estimate of the splitting local error). Consider problem (2.9), for \( t > 0 \) we have the following error bounds
\[
\|E_L(t)u_0\|_{L^2} \leq \left( \frac{8}{3} \sqrt{t} \left( \frac{\|\partial_x V\|_{\infty}}{\sqrt{2eD}} + \frac{L^2}{2} \|\partial_x^2 V\|_{\infty} \right) \right) e^{k\|V\|_\infty t} \|u_0\|_{L^2}, \tag{2.22}
\]
and
\[
\|E_S(t)u_0\|_{L^2} \leq \left( \frac{t^2}{4} \left( \frac{\|\partial_x V\|_{\infty}}{e} + \frac{1}{12} (k\|\partial_x V\|_{\infty}^2 + D\|\partial_x^2 V\|_{\infty}) \right) \right) e^{k\|V\|_\infty t} \|u_0\|_{L^2}. \tag{2.23}
\]

Proof. We take into account that
\[
\partial_x b e^{rD\partial_x^2 e^{-skV}} u_0 = -(\partial_x^2 V) e^{rD\partial_x^2 e^{-skV}} u_0 - 2(\partial_x V) \partial_x \left( e^{rD\partial_x^2 e^{-skV}} u_0 \right).
\]
Coming back to (2.20), the regularizing effect of the Laplacian (2.21) yields
\[
\left\| e^{t(D\partial_x^2 - kV)} u_0 - e^{tD\partial_x^2 e^{-tkV}} u_0 \right\|_{L^2} \leq \int_0^t \int_0^s e^{(t-s)k\|V\|_\infty} \left\| \partial_x b e^{rD\partial_x^2 e^{-skV}} u_0 \right\|_{L^2} \, dr \, ds,
\]
\[
\leq \int_0^t \int_0^s e^{(t-s)k\|V\|_\infty} \left( \frac{2\|\partial_x V\|_{\infty}}{\sqrt{2eD}t} + \|\partial_x^2 V\|_{\infty} \right) \|e^{-skV} u_0\|_{L^2} \, dr \, ds,
\]
\[
\leq \frac{8}{3} \sqrt{t} \left( \frac{\|\partial_x V\|_{\infty}}{\sqrt{2eD}} + \frac{t^2}{2} \|\partial_x^2 V\|_{\infty} \right) e^{k\|V\|_\infty t} \|u_0\|_{L^2}.
\]
Moreover, taking into account that
\[ \partial_t^2 b = D(\partial_t^2 V) + 4D \partial_x \left( (\partial_x^2 V) \partial_x \right) \]
and if we consider
\[ e^{r \Delta t^2 b} e^{(s-r)D\partial_x^2} e^{-s\Delta t^2} u_0 = D e^{r \Delta t^2 b} (\partial_t^{4} V) e^{(s-r)D\partial_x^2} e^{-s\Delta t^2} u_0 + 4D e^{r \Delta t^2 b} \partial_x \left( (\partial_x^2 V) \partial_x \right) e^{(s-r)D\partial_x^2} e^{-s\Delta t^2} u_0, \]
we obtain with (2.21),
\[ \left\| e^{r \Delta t^2 b} e^{(s-r)D\partial_x^2} e^{-s\Delta t^2} u_0 \right\|_{L^2} \leq D \left\| \partial_t^4 V \right\|_{\infty} \left\| e^{-s\Delta t^2} u_0 \right\|_{L^2} + \frac{4D}{\sqrt{2eDr}} \left\| \partial_t^4 V \right\|_{\infty} \left\| \partial_x e^{(s-r)D\partial_x^2} e^{-s\Delta t^2} u_0 \right\|_{L^2}, \]
\[ \leq D \left\| \partial_t^4 V \right\|_{\infty} \left\| e^{-s\Delta t^2} u_0 \right\|_{L^2} + \frac{2 \left\| \partial_t^4 V \right\|_{\infty}}{e^{\sqrt{r(s-r)}}} \left\| e^{-s\Delta t^2} u_0 \right\|_{L^2}, \]
\[ \leq \left( D \left\| \partial_t^4 V \right\|_{\infty} + \frac{2 \left\| \partial_t^4 V \right\|_{\infty}}{e^{\sqrt{r(s-r)}}} \right) e^{sk\Delta t^2} \left\| u_0 \right\|_{L^2}. \]
Taking this into (2.14) and integrating yield (2.23).

The main advantage of these local error bounds is that all terms in estimates (2.18), (2.19), (2.22) and (2.23) are known. No truncated terms in \( t \) are present indeed, since we have considered an exact representation of errors (2.13) and (2.14). Furthermore, first and second estimates of the splitting local error agree perfectly with those found in the literature (see [16]) for the case of PDEs with high spatial gradients. In particular, a more general and complete study of the Strang method can be found in [14].

Notice that as it was stated in [16], an order reduction might appear in the local error. Thus, if we consider \( k = D = 1 \) and expand \( e^{\Delta t^2} \), we infer from the previous results that for \( t > 0 \),
\[ \|E_L(t)u_0\|_{L^2} \propto \max \left( \|\partial_x u_0\|_{L^2}, \|u_0\|_{L^2} e^{t^{1.5}} \right) \]
and
\[ \|E_S(t)u_0\|_{L^2} \propto \max \left( \|\partial_x u_0\|_{L^2}, \|u_0\|_{L^2} e^{t^2} \right). \]
These estimates describe the behavior of the local errors; the first terms are more relevant when \( t \) is small and the second ones when \( t \) is not small enough and \( \|\partial_x u_0\|_{L^2} \) is very high. More precisely there exists an explicit constant \( \theta > 0 \) such that for \( t \leq \theta \), \( \|E_L(t)u_0\|_{L^2} \) (resp. \( \|E_S(t)u_0\|_{L^2} \)) behaves like \( t^2 \) (resp. \( t^3 \)) and for \( t \geq \theta \), \( \|E_L(t)u_0\|_{L^2} \) (resp. \( \|E_S(t)u_0\|_{L^2} \)) behaves like \( t^{5.6} \) (resp. \( t^5 \)).

These local error estimates are valid for general linear problems of type (2.9). However, in the context of propagating wavefronts, since the \( L^2 \)-norm of \( \partial_x u_0 \) is normally very high, it is especially relevant to obtain alternative error estimates which do not involve the derivative of the initial condition. In our particular case, the \( L^2 \) to \( L^2 \) error estimates established in Lemma 2.6 allow us to obtain the following bounds which will be necessary for the convergence analysis of the parareal operator splitting scheme.

**Lemma 2.7.** Consider problem (2.9) with initial conditions \( u_0 \) and \( v_0 \), then for a fixed \( t > 0 \), there exist \( \kappa_L, \kappa_S, C_L, C_S \in \mathbb{R}^+ \) such that we have the following bounds
\[
\|L(t)u_0 - L(t)v_0\|_{L^2} \leq e^{tl\|V\|_{\infty}} \left\| u_0 - v_0 \right\|_{L^2},
\]
\[
\|E_L(t)u_0 - E_L(t)v_0\|_{L^2} \leq \kappa_L C_L t^{\sqrt{e}l\|V\|_{\infty}} \left\| u_0 - v_0 \right\|_{L^2},
\]
\[
\|E_S(t)u_0 - E_S(t)v_0\|_{L^2} \leq \kappa_S C_S t^{-\sqrt{e}l\|V\|_{\infty}} \left\| u_0 - v_0 \right\|_{L^2},
\]
and 
\[ \|S(t)u_0 - S(t)v_0\|_{L^2} \leq e^{\|V\|_{\infty} t}\|u_0 - v_0\|_{L^2}, \] (2.26) 
\[ \|E_S(t)u_0 - E_S(t)v_0\|_{L^2} \leq \kappa_S C_{ST} e^{\|V\|_{\infty} t}\|u_0 - v_0\|_{L^2}. \] (2.27)

**Proof.** Simple calculation of \( e^{tD\partial_t^2} e^{-tkV}(u_0 - v_0) \) yields (2.24), as well as \( e^{-tkV/2} e^{tD\partial_t^2} e^{-tkV/2}(u_0 - v_0) \) yields (2.26). Besides, estimates (2.25) and (2.27) come from the bounds (2.22) and (2.23) applied to \((u_0 - v_0)\) with

\[
C_L = \max \left( \frac{8\|\partial_x V\|_{\infty}}{3\sqrt{2}eD}, \frac{\|\partial_x^2 V\|_{\infty}}{2} \right),
\]
\[
C_S = \max \left( \frac{\pi\|\partial_x^2 V\|_{\infty}}{4e}, \frac{k\|\partial_t V\|_{\infty}^2}{12}, \frac{D\|\partial_t^2 V\|_{\infty}}{12} \right),
\]
\[
\kappa_L \geq 1 + \sqrt{t} \quad \text{and} \quad \kappa_S \geq 1 + t.
\]

Notice that bounds (2.25) (resp. (2.27)) and (2.24) (resp. (2.26)) correspond to estimates (2.6) and (2.7) respectively in [27], i.e. the difference of local errors for different initial conditions and the Lipschitz condition related to the Lie (resp. Strang) approximation (we can even consider some \( C \in \mathbb{R}^+ \) such that \( e^{\|V\|_{\infty} t} \leq (1 + C t) \) for \( t \in (0, 1) \) into the different estimates). Moreover, series expansion (2.5) can be associated to (2.22) (resp. (2.23)). In this way, we have completely characterized the constants \( C_1, C_2 \) and \( C_3 \) appearing into classical bound (2.8) and a more detailed analysis of the algorithm can be performed.

The choice of the second estimate of the splitting local errors is justified by the fact that reaction waves phenomena involve usually wavefronts of high spatial gradients and that there is no such practical interest in utilizing very small time steps in order to simulate them. Besides, from a mathematical point of view, this allows us to obtain the necessary Lipschitz relations from \( L^2 \) to \( L^2 \) spaces.

2.2.3. **Parareal convergence analysis**

The following theorem gives us the convergence rate of the parareal operator splitting algorithm. Its demonstration is based on the preliminary lemmas stated before and on the convergence analysis developed by [27]. For reasons of simplicity, we assume that all the time subdomains are of the same size, i.e. \( \Delta T := \frac{T}{N} \) and \( T_n = n\Delta T \) for \( n = 0, 1, \ldots, N \).

**Theorem 2.8.** Let \( F^{\Delta T}(U_{n-1}) \) be the exact solution of problem (2.9) on time subdomain \( I_{n-1} \). If \( G^{\Delta T}(U_{n-1}) \) is the Lie approximate solution with local error bounded by (2.22) satisfying (2.24) and (2.25), then at iteration \( i \) of the parareal algorithm (1.5), there exist some finite \( \kappa_L, \kappa_S, C_L, C_S, \Lambda_{T_n} \in \mathbb{R}^+ \) such that we have the bound

\[ \|u(T_n) - \tilde{U}^i_n\|_{L^2} \leq \Lambda_{T_n} \left( \frac{\kappa_L C_L T_n}{(i + 1)!} \Delta T^{(i+1)/2} \right), \] (2.31)

with \( \Lambda_{T_n} = \|u_0\|_{L^2} e^{k\|V\|_{\infty} T_n} \). Otherwise, if \( G^{\Delta T}(U_{n-1}) \) is the Strang approximate solution with local error bounded by (2.23) satisfying (2.26) and (2.27), then we have the bound

\[ \|u(T_n) - \tilde{U}^i_n\|_{L^2} \leq \Lambda_{T_n} \left( \frac{\kappa_S C_S T_n}{(i + 1)!} \Delta T^{(i+1)} \right). \] (2.32)

**Proof.** The proof is similar to the one conducted in [27]. From the parareal algorithm (1.5), considering \( F \) is the exact solution of (2.9) and adding and subtracting \( G^{\Delta T}(u(T_{n-1})) \), we obtain

\[ u(T_n) - \tilde{U}^{i+1}_n = F^{\Delta T}(u(T_{n-1})) - G^{\Delta T}(u(T_{n-1})) - \left( F^{\Delta T}(\tilde{U}^i_{n-1}) - G^{\Delta T}(\tilde{U}^i_{n-1}) \right) + G^{\Delta T}(u(T_{n-1})) - G^{\Delta T}(\tilde{U}^{i+1}_{n-1}). \]
Hence, taking norms and considering (2.25) or (2.27) and (2.24) or (2.26), there exist some $\alpha$ and $\beta$ such that

$$\|u(T_n) - \bar{U}_n^{i+1}\|_{L^2} \leq \alpha \|u(T_n-1) - \bar{U}_n^i\|_{L^2} + \beta \|u(T_n-1) - \bar{U}_n^{i+1}\|_{L^2}.$$  

The classical convergence analysis lead us to study the recurrence relation

$$e_n^{i+1} = \alpha e_n^i + \beta e_n^{i+1}, \quad e_0^{i+1} = \gamma + \beta e_0^i,$$

where $e_n^i$ is an upper bound on $\|u(T_n) - \bar{U}_n^i\|_{L^2}$, the global error of the parareal scheme at $T_n$ considering the exact solution $u(t)$. After induction and using the binomial series expansion, we obtain the bound [27]

$$e_n^i \leq \gamma \alpha^{n-i} \left( \frac{n}{i+1} \right).$$

If $\mathcal{G}$ is the Lie approximate solution,

$$\alpha = \kappa_L C_L \Delta T \sqrt{\Delta T} e^{k\|V\|\Delta T}, \quad \beta = e^{k\|V\|\Delta T} \text{ and } \gamma = \kappa_L C_L \Delta T \sqrt{\Delta T} e^{k\|V\|\Delta T} u_0 \|_{L^2},$$

then,

$$\|u(T_n) - \bar{U}_n^i\|_{L^2} \leq \|u_0\|_{L^2} \frac{(\kappa_L C_L \Delta T \sqrt{\Delta T} e^{k\|V\|\Delta T})^{i+1}}{(i+1)!} \prod_{j=0}^{i} (n-j),$$

$$\leq \|u_0\|_{L^2} (e^{k\|V\|\Delta T})^n \frac{(\kappa_L C_L n \Delta T \sqrt{\Delta T})^{i+1}}{(i+1)!},$$

$$\leq \|u_0\|_{L^2} e^{k\|V\|\Delta T} T_n \frac{(\kappa_L C_L T_n)^{i+1}}{(i+1)!} \Delta T^{(i+1)/2}.$$  

If $\mathcal{G}$ is the Strang approximate solution, we perform the same process to obtain (2.32) with

$$\alpha = \kappa_S C_S \Delta T^2 e^{k\|V\|\Delta T}, \quad \beta = e^{k\|V\|\Delta T} \text{ and } \gamma = \kappa_S C_S \Delta T^2 e^{k\|V\|\Delta T} u_0 \|_{L^2}. \quad \square$$

These convergence results show that the parareal algorithm converges superlinearly with respect to $i$ and behaves as a method of order $p(i+1)$ for a problem of type (2.9) and a finite $T$. Notice that this time $p = 1/2$ for the Lie formula instead of classical global order 1 and $p = 1$ for Strang instead of 2, according to the order reduction previously discussed and proven in [16]. Thus, results (2.31) and (2.32) do not contradict the classical results from the literature but complement them, giving new and more detailed insights to the performance of the algorithm. In fact, all the terms into bounds (2.31) and (2.32) are known or can be calculated for a general problem of type (2.9), even more, constants $C_L$, $C_S$, $\kappa_L$ and $\kappa_S$ have been established in the proof of Lemma 2.7. This means that more precise estimates can be obtained for a parareal operator splitting strategy.

### 2.3. Parareal operator splitting for reaction waves

Theorem 2.8 gives us the convergence rate while applying a parareal operator splitting strategy on a general problem of type (2.9). Nevertheless, we will now extend these results to the particular case of reaction waves phenomena. In this context, we are interested in the propagation of steady self-similar waves, i.e. parabolic PDEs of type (1.10) with solution

$$u(x, t) = u_0(x - ct),$$

where $c$ is the steady speed of the wavefront.
We have already showed the link between problems (2.9) and (1.10), furthermore a simple dimensionless analysis of traveling waves yield expressions (2.10) and (2.11) with scaling constants $D$ and $k$ (see [33]). Therefore, we can easily show that for an integer $s > 0$,

$$\partial_s^x V(x) = \partial_s^x f'(u_0) = \partial_s^{-1} (f''(u_0) \partial_x u_0).$$

Taking norms and taking into consideration (2.11) under condition $kD = 1$, we obtain that

$$\|\partial_s^x V(x)\|_\infty = \|\partial_s^x f'(u_0)\|_\infty = \|\partial_s^{-1} (f''(u_0) \partial_x u_0)\|_\infty = k^s \|\partial_s^{-1} (f''(u_0) \partial_x \bar{u}_0)\|_\infty,$$

(2.33)

where $\bar{u}(x,t) = \bar{u}_0(x - ct)$ is a reference solution of (1.10) when $k = 1$. Moreover, following (2.10), condition $Dk = 1$ implies constant speed $c$ for all $k$. Then, we can rewrite Lemma 2.7 as follows.

**Lemma 2.9.** Consider problem (2.9) with initial conditions $u_0$ and $v_0$. Furthermore, let us assume that $Dk = 1$ and that condition (2.33) is satisfied. Denoting by $E_L(t) = e^{(Dk^2 - k f'(u_0)) - L(t)}$, $E_S(t) = e^{(Dk^2 - k f'(u_0)) - S(t)}$ and $\tau = k t$, then for any fixed $t > 0$, there exist $\kappa_L, \kappa_S, C_L, C_S \in \mathbb{R}^+$ such that we have the following bounds

$$\|E_L(t)u_0 - E_L(t)v_0\|_{L^2} \leq \kappa_L C_L \tau e^{\|f'(u_0)\|_\infty \tau} \|u_0 - v_0\|_{L^2},$$

(2.34)

and

$$\|E_S(t)u_0 - E_S(t)v_0\|_{L^2} \leq \kappa_S C_S \tau e^{\|f'(u_0)\|_\infty \tau} \|u_0 - v_0\|_{L^2}.$$

(2.35)

**Proof.** The proof of (2.34) and (2.35) is straightforward to obtain, considering (2.33) and rewriting (2.22) and (2.23) as

$$\|E_L(t)u_0\|_{L^2} \leq \left( \frac{8}{3} \sqrt{\frac{\kappa \|g(u_0)\|_\infty}{\sqrt{2eD}}} + \frac{t^2}{2} k^2 \|\partial_x g(u_0)\|_\infty \right) e^{k \|f'(u_0)\|_\infty t} \|u_0\|_{L^2},$$

$$\|E_S(t)u_0\|_{L^2} \leq \left( \frac{t^2}{4} \left( \frac{\pi}{2} k^2 \|\partial_x g(u_0)\|_\infty \right) + \frac{t^3}{12} \left( \kappa \|g(u_0)\|_\infty^2 + Dk^4 \|\partial_x^2 g(u_0)\|_\infty \right) \right) e^{k \|f'(u_0)\|_\infty t} \|u_0\|_{L^2},$$

where $g(u_0) = f''(u_0) \partial_x \bar{u}_0$, then we take $Dk = 1$, $\tau = k t$ and redefine $C_L$ and $C_S$ as

$$C_L = \max \left( \frac{8 \|g(u_0)\|_\infty}{3 \sqrt{2e}}, \frac{\|\partial_x g(u_0)\|_\infty}{2} \right),$$

(2.36)

$$C_S = \max \left( \frac{\pi \|\partial_x g(u_0)\|_\infty}{4e}, \frac{\|g(u_0)\|_\infty^2}{12}, \frac{\|\partial_x^2 g(u_0)\|_\infty}{12} \right).$$

(2.37)

\[\Box\]

With this lemma, the following corollary of Theorem 2.8 can be obtained.

**Corollary 2.10.** Let $F^{\Delta T}(U_{n-1})$ be the exact solution of problem (2.9) on time subdomain $I_{n-1}$. Furthermore, let us assume that $Dk = 1$ and that condition (2.33) is satisfied. If $G^{\Delta T}(U_{n-1})$ is the Lie approximate solution with local error bounded by (2.34) satisfying (2.24), then at iteration $i$ of the parareal algorithm (1.5), there exist some finite $\kappa_L, \kappa_S, C_L, C_S, \Lambda_{T_n} \in \mathbb{R}^+$ such that we have the bound

$$\|u(T_n) - \bar{U}_{n}^i\|_{L^2} \leq \Lambda_{T_n} \frac{(k \kappa_L C_L k T_n)^{i+1}}{(i+1)!} (k \Delta T)^{(i+1)/2}.$$

(2.38)
with $\Lambda T_n = \|u_0\|_{L^2} \|f'(u_0)\|_\infty k T_n$. Otherwise, if $G^{\Delta T}(U_{n-1})$ is the Strang approximate solution with local error bounded by (2.35) satisfying (2.26), then we have the bound

$$\|u(T_n) - \tilde{U}^i_n\|_{L^2} \leq \Lambda T_n \frac{(\kappa S C G T_n)^{i+1}}{(i+1)!} (k \Delta T)^{(i+1)}.$$  

(2.39)

**Proof.** The proof comes out directly from Theorem 2.8 and Lemma 2.9, considering coefficients $k$ behaves like $k^{1/5}$ (resp. $k^2$) for a fixed $\Delta T$. And as established by condition (2.11), higher $k$ implies the propagation of wavefronts with higher spatial gradients at the same speed. As a matter of fact, the following corollary establishes more precisely the influence of high spatial gradients onto the performance of the parareal algorithm.

From these results we conclude that the convergence rate of the algorithm in the Lie (resp. Strang) case behaves like $k^{1/5}$ (resp. $k^2$) for a fixed $\Delta T$. And as established by condition (2.11), higher $k$ implies the propagation of wavefronts with higher spatial gradients at the same speed. As a matter of fact, the following corollary establishes more precisely the influence of high spatial gradients onto the performance of the parareal algorithm.

**Corollary 2.11.** Let us consider Lemma 2.9 and Corollary 2.10. Denoting by $E^i_n = \|u(T_n) - \tilde{U}^i_n\|_{L^2}$ with fixed $k \geq 1$ into (2.9). Then, at iteration $i$ of the parareal algorithm (1.5), there exist some finite $A, B, q \in \mathbb{R}^+$ such that we have the bound

$$E^i_n \leq e^{A(i+1)qB} \overline{E}^i_n,$$

(2.40)

where $\overline{E}^i_n$ is a fixed reference value of $E^i_n$ with $k = D = 1$ in (2.9).

**Proof.** From Corollary 2.10, we have

$$E^i_n \leq \Lambda T_n k^{q(i+1)} \frac{(\kappa G C G T_n)^{i+1}}{(i+1)!} \Delta T^{(q-1)(i+1)},$$

with $q = 3/2$, $C_G = C_L$ and $\kappa_G = \kappa_L$ (resp. $q = 2$, $C_G = C_S$ and $\kappa_G = \kappa_S$) if $G$ is the Lie (resp. Strang) approximate solution.

After simple computations, we obtain

$$\ln E^i_n \leq (k-1) ||f'(u_0)||_\infty T_n + q(i+1) \ln k + \ln \overline{E}^i_n,$$

that yields (2.40) with

$$A \geq (k-1) ||f'(u_0)||_\infty T_n \quad \text{and} \quad B \geq \ln k.$$  

Thus, Corollary 2.11 establishes the bound on the convergence rate of the algorithm for a fixed $k$ into (2.9); as a consequence, the convergence rate is directly related to the value of the highest spatial gradient of the wavefront. In particular, the simulation of sharper wavefronts (higher $k$) implies weaker convergence rates since constants $A$ and $B$ into (2.40) increase. This can be easily shown from (2.40) if we consider the line $r_n(i)$:

$$\ln E^i_n - \ln \overline{E}^i_n \leq r_n(i) = A + (i+1)qB,$$

(2.41)

where we see that its slope is directly proportional to $\ln k$ through $B \propto \ln k$ for the same approximate solution, i.e. same $q$; and the convergence rate gets lower when sharper spatial gradients are present in the solution.

Now that we have obtained these results that explain the behavior of the parareal algorithm when we consider an operator splitting scheme as the coarse approximation technique, we need to validate them with some numerical examples. This is the goal of the next section.
3. Numerical simulations

In this section, we will present some illustrating simulations in order to first, validate the theoretical results presented before, and secondly, to investigate the performance of such algorithms on multi-scale reaction wave phenomena. Both mathematical models considered in the following come from nonlinear chemical dynamics; nevertheless, the conclusions might be extended to similar reaction-diffusion models in other domains. In this way, the 1D KPP model is a clarifying example of the deduced behavior of the parareal splitting technique applied on such type of problems. Then, with a more efficient operator splitting strategy inspired by [21, 22], we will consider a much more complex model, the 1D and 2D BZ system, that will also confirm the previous results and will give us some insights into the performance of the algorithm and the alternative strategies for these multi-scale problems.

3.1. 1D KPP equation

Following the theoretical investigations we have presented, we focus in this part on the numerical evidence of the convergence rate reduction associated to splitting solvers in a typical nonlinear framework of stiff traveling waves. Let us first recall the Kolmogorov-Petrovskii-Piskunov model. In their original paper dated in 1937 [41], these authors introduced a model describing the propagation of a virus and the first rigorous analysis of a stable traveling wave solution of a nonlinear reaction-diffusion equation [33, 67]. The equation is the following:

$$\partial_t u - D \Delta u = k u^2 (1 - u),$$  \hspace{1cm} (3.1)

with homogeneous Neumann boundary conditions.

The description of the dimensionless model and the structure of the exact solution can be found in [33]. Thus, the dimensionless analysis shows that in the case of $D = 1$ and $k = 1$, the velocity of the self-similar traveling wave is $c = 1/\sqrt{2}$ and the maximal gradient value reaches $1/\sqrt{32}$. The structure of the wave can be observed in Figure 1 with a discretization of 5001 points of the interval $[-70, 70]$ and a time varying in $[0, 30]$ divided into eight time intervals.

The key point of this illustration is that the velocity of the traveling wave is proportional to $(kD)^{1/2}$, whereas the maximal gradient is proportional to $(k/D)^{1/2}$. Thus, switching to values $k = 10.0$ and $D = 0.1$, the velocity
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Figure 2. “Stiff” KPP traveling wave, discretization with 5001 points on the \([-70,70]\) region. Self-similar solutions for eight time intervals after the initial condition. (Figure in color available online at \texttt{www.esaim-m2an.org}.)

is preserved, but the maximal gradient is multiplied by a factor of 10 and introduces stiffness in the equation, as presented in Figure 2. For the spatial discretizations considered, the wave, however “stiff”, is always well solved on the considered grid. This model is then a very suitable example because it coincides perfectly with the general reaction-diffusion structure considered throughout our theoretical study.

Application of the method of lines with a finite difference second order discretization in space implies a discretization of the Laplacian operator in (3.1) and thus, leads to a system of nonlinear ODEs. For the parareal scheme, we then need the fine and coarse temporal integrations of this semi-discretized problem. Based on the previous considerations, we choose a Lie (or Strang) split scheme as the coarse solver and a very accurate Lie (or Strang) split scheme as the fine one, the latter considers smaller splitting time step. In all cases, each of the time integration substeps (reaction and diffusion substeps) is integrated by a unique and very accurate solver in time: LSODE with very fine predefined tolerances. In this way, we decouple the errors originated by the operator splitting itself from the errors coming from the temporal integration of the substeps, in order to remain coherent with the theoretical study conducted in the paper.

We start from an already self-similar solution and evaluate the ability of the parareal solution to reproduce the correct self-similar profile. The splitting time steps for both fine and coarse solvers, are defined such that the wave speed is correctly calculated. Figures 3 and 4 below show the convergence results of the parareal algorithm considering the convergence of the parareal iterative solutions towards the fine solution, computed separately and sequentially by the fine solver. The first iteration corresponds to the initial coarse approximation and the time domain is decomposed into \(N = 128\) time subdomains.

In Figure 3, on the one hand we observe a clean and fast iterative evolution towards convergence of the Lie splitting technique applied to the standard KPP equation. In fact, only 10 over 128 subdomains have been solved directly by the fine solver to achieve the fine accuracy. On the other hand, a much more lower convergence rate of the algorithm is shown while applying the parareal Lie scheme to the “stiff” KPP equation. In fact, after 15 iterations we are very far from the accuracy obtained in the standard case.

The key point in this paper is the reduction of the convergence rate exhibited by the “stiff” case, where the velocity of the wave is the same, but the maximal gradient is ten times higher. Thus, considering the line defined by (2.41) as a consequence of Corollary 2.11 where \(B = 1\) since \(k = 10\) (considering log instead of ln), we have plotted a straight line of slope \(q = 1.5\) in order to show the very good agreement to the bound predicted by the theory.
Figure 3. Comparison of convergence rates of the parareal operator splitting at time $t = 15$ for 1D KPP equation for the Lie splitting scheme.

Figure 4. Comparison of convergence rates of the parareal operator splitting at time $t = 15$ for 1D KPP equation for the Strang splitting scheme.

The same conclusions arise from the Strang case, as it is shown in Figure 4, where this time $q = 2$, as established into Corollary 2.11. Notice that the parareal scheme applied to the standard KPP equation converges faster than in the previous Lie case, as a Strang scheme is naturally more accurate than a Lie one. Thus, we obtain less coarse approximations and convergence after five iterations. Notice also that the stiff case practically converges after 15 iterations, which was not the case in the previous Lie application (Fig. 3). Therefore, let us consider a more accurate Lie application where the splitting time steps are smaller so that the stiff case converges completely. Figure 5 describes this situation where once again the theoretical results are validated and for which convergence is achieved after five (resp. 9) iterations for the standard (resp. stiff) case.

Let us finally see what happens with a coarse solver that considers the initial coupled reaction-diffusion system instead of the split one. To limit important computational cost, let us consider an explicit solver such us ROCK4 [1]. This alternative might not be always feasible because of the important stability restrictions...
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Figure 5. Comparison of convergence rates of the parareal operator splitting at time $t = 15$ for 1D KPP equation for a more accurate Lie scheme.

Figure 6. Comparison of convergence rates of the parareal algorithm with an operator splitting or ROCK4 as coarse solver, at time $t = 15$ for 1D KPP equation.

of this method when treating problems with important imaginary part eigenvalues (see [1] for more details). We reproduce in Figure 6, the former convergence rates found in the Lie application of Figure 3 for both, the standard and stiff KPP equation, and the new one obtained by the ROCK4-based coarse solver for the stiff case. The latter coupled coarse resolution clearly improves the convergence rate of the parareal scheme for the stiff KPP problem. Hence, we see that an operator splitting approach as coarse approximation clearly implies an important reduction of the convergence rate of the parareal algorithm as it was proven in the previous section.

3.2. BZ equation

In this second illustration, we are concerned with the numerical approximation of another model coming from nonlinear chemical dynamics, the Belousov-Zhabotinski reaction, a catalyzed oxidation of an organic species by acid bromated ion (for more details and illustrations, see [24]). We can first consider the two-variable Oregonator
model, studied in [38]; it has solutions that represent propagation of a steep wavefront by interplay of HBrO$_2$ (hypobromous acid) diffusion with an autocatalytic reaction that quickly generates HBrO$_2$ (using bromide ions Br$^-$ as an intermediary species that remains always in equilibrium with local instantaneous HBrO$_2$). Denoting by $b = [\text{HBrO}_2]$ and $c = [\text{Br}^-]$, we consider the following model:

\[
\begin{align*}
\frac{\partial b}{\partial \tau} - D_b \Delta b &= \frac{1}{\varepsilon} \left( b(1 - b) + \frac{f(q - b)c}{q + b} \right), \\
\frac{\partial c}{\partial \tau} - D_c \Delta c &= b - c,
\end{align*}
\]

(3.2)

with diffusion coefficients $D_b$ and $D_c$ and some real positive parameters $f$, small $q$ and small $\varepsilon$.

Nevertheless, a more refined model, introduced in [33] and coming from the classic work of Field, Koros and Noyes (FKN) (1972), takes into account not only the two species HBrO$_2$ and Br$^-$ but also the cerium(IV). Denoting by $a = [\text{Ce(IV)}]$, we obtain a very stiff system of three partial differential equations:

\[
\begin{align*}
\frac{\partial a}{\partial \tau} - D_a \Delta a &= \frac{1}{\mu} (-qa - ab + fc), \\
\frac{\partial b}{\partial \tau} - D_b \Delta b &= \frac{1}{\varepsilon} (qa - ab + b(1 - b)), \\
\frac{\partial c}{\partial \tau} - D_c \Delta c &= b - c,
\end{align*}
\]

(3.3)

with additional diffusion coefficient $D_a$ and real positive parameter $\mu \ll \varepsilon$.

The dynamical systems associated to systems (3.2) and (3.3) model reactive excitable media with a large time scale spectrum (see [33] for more details). Moreover, the spatial configuration with addition of diffusion generates propagating wavefronts with steep spatial gradients. Thus, this model presents all the difficulties associated to a stiff multi-scale configuration. The advantages of applying a splitting strategy to these models have already been studied and presented in [15,21]. In what follows, we will consider the 1D and 2D configurations of problem (3.3).

3.2.1. 1D BZ equation

Let us first consider the 1D case of problem (3.3) with homogeneous Neumann boundary conditions and the following parameters (based on [33]): $\varepsilon = 10^{-2}$, $\mu = 10^{-5}$, $f = 3$ and $q = 2 \times 10^{-4}$, with diffusion coefficients $D_a = 1$, $D_b = 1$ and $D_c = 0.6$. Following the same partial discretization applied in the previous problem, the structure of the waves can be observed in Figure 7 with a discretization of 4001 points of the interval $[0, 80]$ and a time varying in $[0, 2]$ divided into eight time intervals.

We then construct an optimal operator splitting configuration already studied and validated [21,22] based on the RDR Strang $S^2$ scheme for which, Radau5 is used for the time integration of the reaction term and ROCK4 for the diffusive part. In this context, Figure 8 shows the iterative evolution and the convergence rate obtained with a RDR Strang operator splitting scheme considered for both fine and coarse solvers, the latter with larger splitting time steps. In the same figure, we see that once again a coupled resolution of the initial reaction-diffusion system (3.3) as coarse solver yields better performances. Also in this illustration, we take ROCK4 as coarse solver of the coupled system.

3.2.2. 2D BZ equation

We now consider the 2D configuration of problem (3.3) with homogeneous Neumann boundary conditions and the following parameters (taken from [15]): $\varepsilon = 10^{-2}$, $\mu = 10^{-5}$, $f = 1.6$ and $q = 2 \times 10^{-3}$, with diffusion coefficients $D_a = 2.5 \times 10^{-3}$, $D_b = 2.5 \times 10^{-3}$ and $D_c = 1.5 \times 10^{-3}$. We follow the same partial discretization applied in the previous case and after integration over a time domain of $[0, 2]$, we see the developed spiral waves at final time $t = 2$ into Figure 9.
Figure 7. 1D BZ traveling waves, discretization with 4001 points on the [0, 80] region. Self-similar solutions for eight time intervals after the initial condition. (Figure in color available online at www.esaim-m2an.org.)

Figure 8. Comparison of convergence rates of the parareal algorithm with an operator splitting or ROCK4 as coarse solver, at time $t = 2$ for 1D BZ equation.

In this illustration, we are concerned with the evaluation of the potential gains obtained in the computational time through a partial parallel computation process. In this way, let us first introduce the following notation:

$T_{\text{fine}}$: computation time of the fine solver over the whole time domain;

$T_{\text{coarse}}$: computation time of the coarse solver over the whole time domain;
\[ N_{\text{proc}}: \text{number of processors, i.e. number of time subdomains considered; and} \]
\[ N_{\text{ite}}: \text{number of iterations.} \]

In a parallel environment, the computation time utilized by the parareal algorithm, \( T_{\text{para}} \), should be equivalent to the time needed by the fine resolution divided by the number of processors available, that is
\[
T_{\text{para}} \approx N_{\text{ite}} \times \frac{T_{\text{fine}}}{N_{\text{proc}}},
\]
(3.4)
taking into account the iterative procedure. We set this estimate as the optimal ratio, when coarse approximations are very fast. Nevertheless, a more realistic estimate should take into account all coarse approximations computed sequentially in order to initialize each time subdomain. Then, we have
\[
T_{\text{para}} \approx (N_{\text{ite}} + 1) \times T_{\text{coarse}} + N_{\text{ite}} \times \frac{T_{\text{fine}}}{N_{\text{proc}}},
\]
(3.5)
with the initial coarse approximation needed to start the algorithm. Thus, the choice of the coarse solver is crucial and represents the major constraint on the success of the applications.

In this context, let us make some computations using the RDR Strang \( S_2 \) operator splitting established in the previous 1D case and ROCK4, as coarse solvers for two different grids, \([129 \times 129]\) and \([257 \times 257]\), where the time domain has been decomposed into \( N = N_{\text{proc}} = 64 \) time subdomains. Naturally, the fine solver is an accurate RDR Strang operator splitting. According to the parareal scheme, this fine resolution is performed on a cluster made of 32 nodes with 2 processors AMD Opteron 64 bits dual core with speed 2.4 GHz; the numerical code is written in Fortran 95 and uses the MPI library for the parallel features. The results related to each configuration are summarized in Table 1, where the stopping criterion is based on the same order of difference between successive parareal solutions for both configurations. Notice that the splitting scheme is faster than a coupled resolution even if an explicit method such as ROCK4 has been utilized. Nevertheless, the coupled computation as coarse approximation allows faster convergence and thus, a better performance of the algorithm.

This is also reflected in Table 2 where the computation time ratios have been estimated. \( N_{\text{proc}}/N_{\text{ite}} \) then represents the optimal ratio described into expression (3.4): 16 for the split coarse solver and 32 for the coupled...
### Conclusions

In this paper, we have presented a new numerical strategy that couples an optimal operator splitting technique for multi-scale problems and the parareal algorithm, a promising time parallelization scheme. Considering the state of the art of the literature, we have then conducted a detailed numerical analysis of such techniques in order to introduce complementary and necessary characterization of the numerical behavior of operator splitting and parareal schemes in the context of multi-scale reaction waves. In particular, a precise representation of the impact of stiff configurations on the performance of the algorithm has been mathematically proven for reaction-diffusion models with large spatial gradients.

Then, a set of numerical illustrations have on the one hand, validated the previous theoretical results and explicitly showed the reduction of the convergence rate of the parareal algorithm when an operator splitting is performed for the coarse approximations of the method. And on the other hand, they have highlighted the need of efficient coarse solvers for stiff problems inorder to construct more competitive methods.

Finally, it was also numerically demonstrated that a more suitable strategy considers a coupled resolution of the initial reaction-diffusion system as coarse solver. However, this alternative may not always be feasible and other approaches should be evaluated. For instance, the resolution of the reduced model of the BZ system or the set of slow variables for a general multi-scale problem could be considered as a coarse approximation of the complete fine model. Nevertheless, further studies that go out of the scope of this work are necessary in order to test such alternatives; this is the topic of our current research.
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