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Abstract. The construction of a well-conditioned integral equation for iterative solution of scattering problems with a variable Leontovitch boundary condition is proposed. A suitable parametrix is obtained by using a new unknown and an approximation of the transparency condition. We prove the well-posedness of the equation for any wavenumber. Finally, some numerical comparisons with well-tried method prove the efficiency of the new formulation.
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1. INTRODUCTION

This paper deals with the solution of electromagnetic scattering problems by an obstacle whose surface is covered by thin layers of imperfectly conductor materials. This type of materials is generally taken into account by imposing an impedance boundary condition like the Leontovitch condition [21] on the surface of the object. It was recognized that this type of boundary condition can be extensively used to get a tractable problem in numerous complex situations. A first example can be found in radar applications: objects are often partially coated by a thin dielectric layer to reduce the radar cross section of scattering waves; in this case, the direct scattering problem amounts to a mixed boundary value problem with Maxwell’s equations posed on an unbounded domain and where on the coated part of the boundary the electromagnetic field satisfies an impedance boundary condition while on the remaining part of the boundary the tangential component of the total electric field vanishes. Another domain of application is the use of this condition as an absorbing boundary condition to limit the computational domain of a finite elements method [25]. This condition plays also a major role in the domains decomposition method for Maxwell’s equations [5,13,31]. Thus, it appears crucial to have efficient numerical methods well suited for such boundary conditions.

In the frequency domain, the Boundary Integral Methods (BIM) are a very attractive tool to solve electromagnetic problems. Numerous studies have been conducted about the choice and resolution of an integral equation for many years. Among significant accomplishments (this list is not exhaustive): the development of equations which are well-posed for any frequency [22,24], the development of the Fast Multipole Method (FMM) which allows to reduce the matrix-vector product to \( O(N\log(N)) \) complexity and consequently gives the possibility to treat big problems (several millions degrees of freedom) [20] and more recently the emergence of “naturally”
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well-conditioned formulations which are derived by finding a analytical preconditioner or parametrix (in sense of the pseudo-differential calculus) of the underlying integral operator \[1,12,17,30\]. The latter technique allows to obtain Fredholm integral equations of second kind which decompose under the form “Identity + C” where C is a compact operator and which lead to good rates of convergence when an iterative solver is used to solved the linear system. In particular, \[1,17\] have shown that the convergence rate is wavenumber \(k\) and mesh-size \(h\) independent (for the smooth surfaces). That is why this technique is attractive, compared to the classical algebraic preconditioners like SPAI (SParse Approximate Inverse) where the \(k\) and \(h\)-dependences are not obvious to take into account. The aim of this paper is to propose a well-conditioned integral equation to solve for the scattering problems with a variable Leontovitch boundary condition. This construction is based on an adequate parametrix which is obtained by using an approximation of the transparent condition \[2,18\]. The formulation is an extension to the impedance problems of this one proposed in \[18\] with furthermore first numerical results.

The outline of the paper is as follows. In Section 2, we present the mathematical model and the basic tools to derive the integral equations in electromagnetism. Section 3 is devoted to the construction of the well-conditioned integral equation. In Section 4, we prove that this equation corresponds to a compact perturbation of the identity operator and is one-to-one when the impedance operator and the surface are smooth. These last assumptions are necessary to use the pseudo-differential calculus. In Section 5, we present the discretization and the resolution of the integral formulation. Finally, in Section 6, some numerical test-cases allow us to show that we obtain good convergences rates for constant and piecewise constant impedance operators. Moreover, some comparisons with other integral method allow us to see that the proposed formulation is also competitive in terms of accuracy.

2. THE SCATTERING PROBLEM AND INTEGRAL REPRESENTATION

Let \(\Omega^-\) be a Lipschitz polyhedron with a boundary \(\Gamma\) which is assumed to be simply connected and connected. The open complement of \(\Omega^-\) in \(\mathbb{R}^3\) is \(\Omega^+\). Vector \(n\) denotes the unit normal to \(\Gamma\) pointing into the exterior domain \(\Omega^+\) of \(\Omega^-\). The problem is to find the scattering electromagnetic fields \(E\) and \(H\) solution to the Maxwell system

\[
\begin{align*}
\text{curl} E - ikZ_0 H &= 0 \quad \text{in } \Omega^+, \\
\text{curl} H + ikZ_0^{-1} E &= 0 \quad \text{in } \Omega^+,
\end{align*}
\]

completed with both the Silver-Müller radiation condition at infinity

\[
\lim_{|x| \to \infty} |x| \left( E(x) + Z_0 \frac{x}{|x|} \times H(x) \right) = 0
\]

and the boundary conditions on the surface \(\Gamma\)

\[
\begin{align*}
n \times (E_{\Gamma} \times n) &- Z_0 \eta (n \times H_{\Gamma}) = g
\end{align*}
\]

where \(k > 0\) is the wavenumber, \(Z_0\) is the intrinsic impedance of the vacuum, \(g\) is a data and \(\eta(x)\) is an impedance function. The variations of \(\eta(x)\) allows us to take into account the presence of different materials on the surface \(\Gamma\) of the obstacle.

We have the following existence and the uniqueness results (see [8] for a proof and [25] for details on this kind of techniques):

**Theorem 2.1.** We assume that:

- \(\Omega^-\) is a connected Lipschitz polyhedral domain.
- \(g \in H^0_T(\Gamma)\).
- \(\eta \in L^\infty(\Gamma)\) and is assumed to be a strictly-positive real-valued function.

Then the exterior mixed boundary value problem (2.1)-(2.2)-(2.3) has a unique solution which belongs to the space \(X_{\text{loc}}(\Omega^+, \Gamma) := \{ u \in H_{\text{loc}}(\text{curl}, \Omega^+) : n \times u_{\Gamma} \in L^2(\Gamma) \}, \) where \(L^2(\Gamma) = H^0_T(\Gamma) = \{ u \in [L^2(\Gamma)]^3 : u \cdot n = 0 \}.\)
**Remark 2.2.** In what follows, we assume that the assumptions of Theorem 2.1 are verified. Moreover, the impedance function $\eta(x)$ is assumed to be piecewise constant.

Now, we are presenting some material from the classical scattering theory. First, we recall some functional spaces which allow to correctly define the trace and integral operators in the context of Lipschitz polyhedral domains [7]: the tangential trace operator $\gamma_t$ defined by:

$$\gamma_t : H(\text{curl}, \Omega) \rightarrow H^{-1/2}(\text{div}_\Gamma, \Gamma)$$

$$u \mapsto n \times u$$

(2.4)

is continuous, surjective and possesses a right inverse where $H^{-1/2}(\text{div}_\Gamma, \Gamma) = \{ v \in H^{-1/2}(\Gamma) : \text{div}_\Gamma v \in H^{-1/2}(\Gamma) \}$ with $H^{-1/2}(\Gamma)$ is the dual space of the Hilbert space $H^{1/2}(\Gamma) = \gamma_t(H^1(\Omega))$ with respect to the pairing $\langle \gamma_t v, \gamma_t u \rangle_{\Gamma, \Gamma} = \int_\Gamma (\text{curl} v \cdot u - v \cdot \text{curl} u) \, dx$.

Any electromagnetic field in $\Omega^+$ which is a sum of a plane wave $(E^{\text{inc}}, H^{\text{inc}})$ and of a radiating field $(E, H)$ is uniquely determined by the knowledge of the two equivalent currents,

$$J(x) = n \times H_{\Gamma}(x) \quad \text{and} \quad M(x) = -n \times E_{\Gamma}(x),$$

(2.5)

through the well known Stratton-Chu formulae [7,15,25]

$$E(x) = \begin{cases} iZ_0 \tilde{T}J(x) + \tilde{K}M(x) & x \in \Omega^+ \\ -\tilde{K}J(x) + iZ_0^{-1} \tilde{T}M(x) & x \in \Omega^+, \end{cases}$$

(2.6)

where the respective potentials $\tilde{T}$ and $\tilde{K}$ are defined by

$$\tilde{T} : H^{-1/2}(\text{div}_\Gamma, \Gamma) \rightarrow H_{\text{loc}}(\text{curl}^2, \Omega^+ \cup \Omega^-) \cap H_{\text{loc}}(\text{div}0, \Omega^+ \cup \Omega^-)$$

$$J \mapsto \tilde{T}J(x) = k \int_\Gamma G(x,y)J(y) \, d\Gamma(y) + \frac{1}{k} \int_\Gamma \nabla_x G(x,y) \cdot \text{div}_\Gamma J(y) \, d\Gamma(y)$$

(2.7)

$$\tilde{K} : H^{-1/2}(\text{div}_\Gamma, \Gamma) \rightarrow H_{\text{loc}}(\text{curl}^2, \Omega^+ \cup \Omega^-) \cap H_{\text{loc}}(\text{div}0, \Omega^+ \cup \Omega^-)$$

$$J(x) \mapsto \tilde{K}J(x) = \int_\Gamma \nabla_y G(x,y) \times J(y) \, d\Gamma(y)$$

and $G(x,y)$ is the fundamental solution for the radiating solution of the 3-D Helmholtz equation

$$G(x,y) = \frac{\exp(ik|x-y|)}{4\pi|x-y|}.$$  

(2.8)

The tangential traces on $\Gamma$ of the potentials $\tilde{T}$ and $\tilde{K}$ are known and one has [7,25]

$$n \times (E_{\Gamma} \times n)(x) = iZ_0 \tilde{T}J(x) + KM(x) + \frac{1}{2} n \times M(x),$$

$$n \times (H_{\Gamma} \times n)(x) = -KJ(x) - \frac{1}{2} n \times J(x) + iZ_0^{-1} TM(x),$$

(2.9)
where $T$ and $K$ are defined by

\[
T : H^{-1/2}_\times(\text{div}_\Gamma, \Gamma) \to H^{-1/2}_\times(\text{curl}_\Gamma, \Gamma) \\
J \mapsto \{\gamma_t(\tilde{T}J) \times n\}_\Gamma
\]

\[
K : H^{-1/2}_\times(\text{div}_\Gamma, \Gamma) \to H^{-1/2}_\times(\text{curl}_\Gamma, \Gamma) \\
J \mapsto \{\gamma_t(\tilde{K}J) \times n\}_\Gamma
\]

(2.10)

where $\{\gamma_t A \times n\} = \frac{1}{2}(n^+ \times (A \times n^+) + n^- \times (A \times n^-))$ and $H^{-1/2}_\times(\text{curl}_\Gamma, \Gamma) = \{v \in H^{-1/2}_\times(\Gamma) : \text{curl}_\Gamma v \in H^{1/2}_\times(\Gamma)\}$ is the dual space $H^{-1/2}_\times(\text{div}_\Gamma, \Gamma)$ with $H^{1/2}_\times(\Gamma)$ is the dual space of the Hilbert space $H^{1/2}_\times(\Gamma) = n \times \gamma_t(H^1(\Omega))$.

Using (2.5), we obtain

\[
M = \frac{1}{2} M - n \times KM - iZ_0 n \times TJ \quad (11-a)
\]

\[
n \times J = \frac{1}{2} n \times J + KJ - iZ_0^{-1} TM \quad (11-b)
\]

These two relations hold whatever the boundary condition on $\Gamma$ is. There are not independent: except for some exceptional values of $k$ (interior resonance), they are indeed equivalent. When impedance boundary condition is considered, we have to add the boundary condition (2.3) or equivalently

\[
n \times M(x) = \eta Z_0 J(x) + g(x) \quad \text{for } x \in \Gamma.
\]

(2.12)

The two unknowns $J, M$ have to be determined using the four previous equations. Several boundary integral equations can be constructed to determine the currents, all of them amounts to combine (2.11) and (2.12) to get an equation with a unique solution. The derivations of some of these equations can be found for example in [4].

3. WELL-CONDITIONED INTEGRAL EQUATION

3.1. A general approach

In this part, we present a general approach to construct an inherently well-conditioned integral equation. For that, we follow the reasoning which is used in [1,17].

We consider the generic scattering problem: find the radiating electromagnetic field $(E, H)$ in $\Omega^+$

- solution of the Maxwell equations (2.1) with radiation condition (2.2);
- and subjected to a boundary condition $B(J, M) = g$ on the boundary $\Gamma$.

For example, the perfect conducting object corresponds to $B(J, M) = M = -E^{\text{inc}} \times n$ and the purely impedance case corresponds to $B(J, M) = M + \eta Z_0 n \times J = -n \times g = \tilde{g}$.

Now, if we assume that our generic problem is well-posed, then one can formally define an operator $Y^{ex}$ which links the data $g$ to the electromagnetic currents $(J, M)$ solution of the problem in this way:

\[
(J, M) = Y^{ex} g = (Y^{ex}_J, Y^{ex}_M) g.
\]

(3.1)
Recall that the electromagnetic fields solution of the Maxwell equations (2.1) with radiation condition (2.2) can be parameterized by the currents \((J, M)\) via (2.6) and so if we introduce (3.1) in these equations, we obtain:

\[
\begin{align*}
E(x) &= (iZ_0\tilde{T} \circ Y_{\mathcal{C}}^J + \tilde{K} \circ Y_{\mathcal{C}}^M)g(x), \quad x \in \Omega^+ \\
H(x) &= (-\tilde{K} \circ Y_{\mathcal{C}}^J + iZ_0^{-1}\tilde{T} \circ Y_{\mathcal{C}}^M)g(x), \quad x \in \Omega^+.
\end{align*}
\]  

(3.2)

Finally, if we form the boundary condition by using (3.2), we obviously obtain:

\[
B \circ P \circ Y_{\mathcal{C}}g = g
\]  

(3.3)

where \(P\) is the Calderón projector defined by (2.11):

\[
P = \begin{bmatrix}
\frac{1}{2}Id - n \times K \\
-iZ_0n \times T & \frac{1}{2}Id - n \times K
\end{bmatrix}
\]

where \(Id\) is the identity operator.

So, we obtain the crucial relation:

\[
B \circ P \circ Y_{\mathcal{C}} = Id.
\]  

(3.4)

In conclusion, one can parameterized the radiating electromagnetic field by a density \(u\),

\[
\begin{align*}
E &= (iZ_0\tilde{T} \circ Y_{\mathcal{C}}^J + \tilde{K} \circ Y_{\mathcal{C}}^M)u \\
H &= (-\tilde{K} \circ Y_{\mathcal{C}}^J + iZ_0^{-1}\tilde{T} \circ Y_{\mathcal{C}}^M)u
\end{align*}
\]  

(3.5)

which is the solution of the integral equation:

\[
B \circ P \circ Y_{\mathcal{C}}u = g.
\]  

(3.6)

In this particular case, \(u = g\) because \(B \circ P \circ Y_{\mathcal{C}} = Id\).

Now, we are going to exploit the properties (3.4), (3.5) and (3.6) to formally construct well-conditioned integral equations. Since the operator \(Y_{\mathcal{C}}\) is generally unknown in practice, we assume that we possess an approximation \(Y\) of this operator. The idea is to substitute \(Y = (Y_J, Y_M)\) to \(Y_{\mathcal{C}}\) in (3.5) and (3.6). For that, we choose to parameterize the radiating electromagnetic field by a density \(u\),

\[
\begin{align*}
E &= (iZ_0\tilde{T} \circ Y_J + \tilde{K} \circ Y_M)u \\
H &= (-\tilde{K} \circ Y_J + iZ_0^{-1}\tilde{T} \circ Y_M)u
\end{align*}
\]  

(3.7)

which is the solution of the integral equation:

\[
B \circ P \circ Y u = g.
\]  

(3.8)

Now, let us give some important remarks:

- The electromagnetic field defined by (3.7) is always a radiating field \(i.e.\) verifying the Maxwell equations and the radiation condition at the infinity.
For all operator \( Y \) such that the integral equation (3.8) is well-posed, the electromagnetic fields \((E, H)\) defined by (3.7) and (3.8) is the exact field of our initial problem. It is true even if \( Y \) is a "bad" approximation of the optimal operator \( Y^{ex} \).

- If \( Y \) is "sufficiently close" on \( Y^{ex} \), one expects that the integral operator \( B \circ P \circ Y \) leads to a well-conditioned linear system after discretization.
- The currents defined by \( J_u = Y J_u \) and \( M_u = Y M_u \) are fictitious.

### 3.2. Application to the impedance problem

#### 3.2.1. Formal derivation

In our problem, the boundary condition is:

\[
B(J, M) = M + \eta Z_0 n \times J = g \text{ on } \Gamma.
\]  
(3.9)

The existence and the uniqueness (Thm. 2.1) of the solution of problem (2.1)-(2.2)-(2.3) induce the existence of the operator \( Y^{ex} = (Y^{ex}_M, Y^{ex}_J) \) and in particular, we have

\[
M + \eta Z_0 n \times J = (Y^{ex}_M + \eta Z_0 n \times Y^{ex}_J) g = g \text{ on } \Gamma.
\]  
(3.10)

(3.10) leads to a new expression of the operator \( Y^{ex} \)

\[
Y^{ex} = (\text{Id} - \eta Z_0 n \times Y^{ex}_J, Y^{ex}_J).
\]  
(3.11)

Consequently, a candidate for the approximation operator \( Y \) can be chosen as:

\[
Y = (\text{Id} - \eta Z_0 n \times Y_J, Y_J)
\]  
(3.12)

where \( Y_J \) is an approximation of \( Y^{ex}_J \).

Now, we want to define an approximation of \( Y^{ex}_J \). For that, we introduce the so-called exact exterior admittance or Stecklov-Poincaré operator \( \mathcal{Y}^{ex} \) of the surface \( \Gamma \). Recall that the operator is defined in this way: let \((u, v)\) be the solution of the well-posed problem:

\[
\begin{align*}
\text{curl} u - ikZ_0 v &= 0 \text{ in } \Omega^+ \\
\text{curl} v + ikZ_0^{-1} u &= 0 \text{ in } \Omega^+ \\
n \times u &\in H^{1/2}_x(\text{div}_Y, \Gamma) \text{ fixed on } \Gamma \\
+ \text{ radiation condition at infinity.}
\end{align*}
\]  
(3.13)

The operator \( \mathcal{Y}^{ex} \) corresponds to the operator which from \( n \times v \) gives \( n \times u = -\mathcal{Y}^{ex}(n \times v) \). In particular, the current \((M, J)\) on \( \Gamma \) induce by the field solution of the problem (2.1)-(2.3)-(2.2) are linked by the relation:

\[
M = \mathcal{Y}^{ex}(J).
\]  
(3.14)

By using (3.9) and (3.14), one obtains a new expression of \( Y^{ex}_J \):

\[
Y^{ex}_J = (\mathcal{Y}^{ex} + \eta Z_0 n \times \text{Id})^{-1}.
\]  
(3.15)

In conclusion, if one possesses an approximation \( \mathcal{Y} \) of the admittance, we choose as candidate for the approximation of \( Y^{ex} \):

\[
\begin{align*}
Y &= (\text{Id} - \eta Z_0 n \times Y_J, Y_J) \\
Y_J &= (\mathcal{Y} + \eta Z_0 n \times \text{Id})^{-1}.
\end{align*}
\]  
(3.16)
and the integral equation (3.8) becomes: find $u \in H^{2}(\text{div}_\gamma, \Gamma)$ such that

$$
\mathcal{Z}u \equiv B \circ P \circ Y u = \left( \frac{1}{2}\text{Id} - \eta \times K \circ \nabla \nabla + i \eta Z_0 \eta \times Y J + \eta \eta Z_0 K \circ \nabla \nabla - i \eta \gamma \circ \nabla \nabla \right) u = g.
$$

(3.17)

3.2.2. An approximation of the admittance for a smooth surface

We choose an approximation based on a microlocal analysis of the problem (3.13). This kind of approach has been already used by Antoine and Darbas for the construction of analytical preconditioners in electromagnetism for perfectly conductor objects. It is based on the knowledge of principal symbol of the admittance of a smooth surface and on an efficient approximation of the square root operator found in this symbol. They obtain an approximate operator which act on all zones: hyperbolic, elliptic and creeping zones. It is a regularization of the square root by an adequate small damping parameter which allows to correctly take into account the creeping modes. We will give the results which we briefly need and we refer to [16] for more details.

The principal symbol $\sigma(\mathcal{Y})$ of $\mathcal{Y}$ is [2]

$$
\sigma(\mathcal{Y}) = -Z \left( 1 - \frac{\|v\|^2}{k^2} \right)^{1/2} \left( \begin{array}{cc}
-\frac{\theta_2 \theta_3}{k^2} & 1 - \frac{\theta_2^2}{k^2} \\
-1 + \frac{\theta_3^2}{k^2} & \frac{\theta_2 \theta_3}{k^2}
\end{array} \right)
$$

(3.18)

where $(\theta_2, \theta_3)$ is the dual variable of a particular parameterization of $\Gamma$, $|\theta|^2 = \theta_2^2 + \theta_3^2$, and $k$ is the dual variable of the time $t$.

Now, if one returns in the primal variables by a inverse Fourier transform in space, one obtains the following approximation of $\mathcal{Y}$:

$$
\mathcal{Y} : H^{-1/2}(\text{div}_\gamma, \Gamma) \rightarrow H^{-1/2}(\text{div}_\gamma, \Gamma)
$$

$$
v \mapsto \mathcal{Y}u = -Z \left( \text{Id} + \frac{\text{curl}_\gamma - \text{curl}_\gamma \text{curl}_\gamma}{k^2} \right) \circ \text{curl}_\gamma \circ \text{curl}_\gamma \circ n \times v
$$

(3.19)

where $H^{-1/2}(\text{div}_\gamma, \Gamma) = \{ u \in H^{-1/2} : \text{div}_\gamma u \in H^{-1/2} \}$ is the classical space for a smooth surface.

For our convenience, we define another expression of $\mathcal{Y}$. For that, we consider the Helmholtz decomposition of tangential fields belonging to $H^{-1/2}(\text{div}_\gamma, \Gamma)$: For each $v \in H^{-1/2}(\text{div}_\gamma, \Gamma)$, there exists two scalar potential $\psi \in H^{1/2}(\Gamma)$ and $\phi \in H^{1/2}(\Gamma)$ such that:

$$
v = n \times \nabla_\gamma \psi + \nabla_\gamma \phi
$$

(3.20)

and by reading $\mathcal{Y}$ as $2 \times 2$ matrix of operator and by posing $w = n \times \nabla_\gamma \psi + \nabla_\gamma \phi = \mathcal{Y}v$, one can write:

$$
\begin{pmatrix}
\psi_w \\
\phi_w
\end{pmatrix} = Z _\theta \begin{pmatrix}
0 & \left( 1 + \frac{\Delta_\gamma}{k^2} \right)^{\frac{1}{2}} \\
-\left( 1 + \frac{\Delta_\gamma}{k^2} \right)^{-\frac{1}{2}} & 0
\end{pmatrix} \begin{pmatrix}
\psi_v \\
\phi_v
\end{pmatrix}.
$$

(3.21)

The operator $ik \left( 1 + \frac{\Delta_\gamma}{k^2} \right)^{\frac{1}{2}}$ corresponds to the Dirichlet-To-Neumann operator for the acoustic scattering problem [3]. For an efficient approximation of this one, we introduce a damping parameter $\varepsilon$ in order to perturb the wavenumber $k$ by $k_\varepsilon = k + i\varepsilon$ and so we regularize the singularity of the square root at the level.
of the transition region of glancing rays. A suitable value of $\varepsilon$ has been determined in [16]: $\varepsilon = 0.4k^{-1/3}H^{-2/3}$ where $H$ is the mean curvature of $\Gamma$. This value is optimum for the spherical geometries.

Finally, we explain how to compute accurately the square root. Recall that the square-root operator

$$SQR = \left(1 + \frac{\Delta r}{kz}\right)^{\frac{1}{2}}$$

is a non-local pseudo-differential operator. To realize an efficient estimation of $SQR$, we use the technique based on a Padé expansion of the square root and a rotating branch-cut technique [23] (θ corresponds to the angle of the rotation):

$$\left(1 + \frac{\Delta r}{kz}\right)^{\frac{1}{2}} \approx A_0 + \sum_{j=1}^{p} A_j \frac{\Delta r}{kz} \left(I + B_j \frac{\Delta r}{kz}\right)^{-1}$$

(3.22) where $A_0 = e^{i\theta/2}R_p(e^{-i\theta} - 1)$, $A_j = e^{-i\theta/2}a_j/(1 + b_j(e^{-i\theta} - 1))^2$, $B_j = e^{-i\theta/2}b_j/(1 + b_j(e^{-i\theta} - 1))$ with $R_p(z) = 1 + \sum_{j=1}^{p} a_j z/(1 + b_j z)$, $a_j = 2/(2p+1)\sin^2(j\pi/(2p+1))$ and $b_j = \cos^2(j\pi/(2p+1))$.

### 3.2.3. More tractable approximations of $\mathcal{B}_3$ and $\mathcal{B}_M$ on a smooth surface

By pursuing our work with the Helmholtz potentials, we are going to give a new approximation $\mathcal{Y}$. For that, we look at the action of $\mathcal{Y}$ (3.16) on tangential vector field $u \in H^2_{\Gamma}(\Gamma)$ by using the Helmholtz decomposition. 

First, if one poses $J_u = Y \mathcal{J} \mathcal{J} \mathcal{J} \mathcal{J}$ and $M_u = Y \mathcal{M} \mathcal{M} \mathcal{M} \mathcal{M}$ we get the system of two equations:

$$\begin{align*}
\mathcal{M}_u &= M_u + Z_0 \eta \mathcal{M} \mathcal{M} \mathcal{M} \mathcal{M} \\
M_u &= \mathcal{M}_u \\
\mathcal{J}_u &= \mathcal{J}_u + \mathcal{J}_u \mathcal{J}_u \mathcal{J}_u \mathcal{J}_u
\end{align*}$$

(3.23)

Secondly, by using the Helmholtz decompositions:

$$\begin{align*}
\{u \in H^2_{\Gamma}(\Gamma) &\quad \Rightarrow \quad u = n \times \nabla_{\Gamma} \psi_u + \nabla_{\Gamma} \phi_u \quad \text{with } \psi_u, \phi_u \in H^1(\Gamma) \\
\{M_u \in H^{-1/2}(\text{div}_{\Gamma}, \Gamma) \cap H^0_{\Gamma}(\Gamma) &\quad \Rightarrow \quad M_u = n \times \nabla_{\Gamma} \psi_{M_u} + \nabla_{\Gamma} \phi_{M_u} \quad \text{with } (\psi_{M_u}, \phi_{M_u}) \in H^1(\Gamma) \times H^{3/2}(\Gamma) \\
\mathcal{J}_u \in H^{-1/2}(\text{div}_{\Gamma}, \Gamma) \cap H^2_{\Gamma}(\Gamma) &\quad \Rightarrow \quad \mathcal{J}_u = n \times \nabla_{\Gamma} \mathcal{J}_u + \nabla_{\Gamma} \phi_{\mathcal{J}_u} \quad \text{with } (\mathcal{J}_u, \phi_{\mathcal{J}_u}) \in H^1(\Gamma) \times H^{3/2}(\Gamma)
\end{align*}$$

(3.24)

the first equation of (3.23) leads to

$$n \times \nabla_{\Gamma} \psi_u + \nabla_{\Gamma} \phi_u = n \times \nabla_{\Gamma} \psi_{M_u} + \nabla_{\Gamma} \phi_{M_u} + Z_0 \eta \left( - \nabla_{\Gamma} \psi_{\mathcal{J}_u} + n \times \nabla_{\Gamma} \psi_{\mathcal{J}_u} \right)$$

(3.25)

and by formally applying $\text{curl}_{\Gamma}$ and $\text{div}_{\Gamma}$ to (3.25), we obtain:

$$\psi_u = \psi_{M_u} + Z_0 \Delta_{\Gamma}^{-1}(\text{curl}_{\Gamma}(\eta \nabla_{\Gamma} \psi_{\mathcal{J}_u})) - Z_0 \Delta_{\Gamma}^{-1}(\text{curl}_{\Gamma}(\eta n \times \nabla_{\Gamma} \phi_{\mathcal{J}_u}))$$

$$\phi_u = \phi_{M_u} - Z_0 \Delta_{\Gamma}^{-1}(\text{div}_{\Gamma}(\eta \nabla_{\Gamma} \psi_{\mathcal{J}_u})) + Z_0 \Delta_{\Gamma}^{-1}(\text{div}_{\Gamma}(\eta n \times \nabla_{\Gamma} \phi_{\mathcal{J}_u}))$$

(3.26)

where $\Delta_{\Gamma}^{-1}$ is the Moore-Penrose pseudo-inverse of the Laplace-Beltrami operator.

Now by using the second equation of (3.23) as well as (3.21), we get the system of two equations:

$$\begin{align*}
\frac{\psi_u}{Z_0} &= \left(1 + \frac{\Delta_{\Gamma}}{kz}\right)^{\frac{1}{2}} \phi_{\mathcal{J}_u} + \Delta_{\Gamma}^{-1}(\text{rot}_{\Gamma}(\eta \nabla_{\Gamma} \psi_{\mathcal{J}_u})) - \Delta_{\Gamma}^{-1}(\text{rot}_{\Gamma}(\eta n \times \nabla_{\Gamma} \phi_{\mathcal{J}_u})) \\
\frac{\phi_u}{Z_0} &= \left(1 + \frac{\Delta_{\Gamma}}{kz}\right)^{-\frac{1}{2}} \psi_{\mathcal{J}_u} + \Delta_{\Gamma}^{-1}(\text{div}_{\Gamma}(\eta \nabla_{\Gamma} \psi_{\mathcal{J}_u})) - \Delta_{\Gamma}^{-1}(\text{div}_{\Gamma}(\eta n \times \nabla_{\Gamma} \phi_{\mathcal{J}_u})).
\end{align*}$$

(3.27)
We remark that if the impedance function \( \eta \) is constant, then these two equations are decoupled in the sense that the first equation only depends on \( \phi_{J_u} \) and the second one on \( \psi_{J_u} \) since \( \text{rot}_\Gamma(\eta \nabla \psi_{J_u}) = \text{div}_\Gamma(\eta \nabla \phi_{J_u}) \). So, by remembering of the second important remark made at the end of the section entitled “A general approach” and since \( \eta \) is generally chosen to be piecewise constant, we consider a new “less complicated” approximation \( Y_J \) which is defined by:

\[
\begin{align*}
\frac{\psi_{J_u}}{Z_0} &= \left( 1 + \frac{\Delta \Gamma}{k_0^2} \right)^{1/2} \phi_{J_u} - \Delta_\Gamma^{-1}(\text{rot}_\Gamma(\eta \nabla \phi_{J_u})) \\
-\frac{\phi_{J_u}}{Z_0} &= \left( 1 + \frac{\Delta \Gamma}{k_0^2} \right)^{-1/2} \psi_{J_u} + \Delta_\Gamma^{-1}(\text{div}_\Gamma(\eta \nabla \psi_{J_u})).
\end{align*}
\]

Finally, we obtain \( M_u \) (or \( Y_M \)) by taking \( M_u = u - Z_0 \eta n \times J_u = u - Z_0 \eta n \times Y_J u \).

**Remark 3.1.** The approximation (3.28) does not change the initial problem. Indeed, the representation formulae (2.6) always imply that \((E, H)\) is solution of the problem (2.1)-(2.2) and the trace formulas derived of (2.11), the integral equation (3.17) and the operator \( Y_M \) give the boundary condition (2.3). The operator \( Y_J \) and consequently \( Y_M \) must be sufficiently close on the exact one in order to obtain an integral operator \( \mathcal{Z} \) (defined in (3.17)) close to the identity operator. Numerically, these operators will particularly have an influence on the rate of convergence of the iterative solver.

3.2.4. Case of a non-smooth surface

At the begin of this paper, we have assumed that the domain \( \Omega \) is a Lipschitz polyhedron which is simply connected and connected. Moreover, the integral framework and Theorem 2.1 has been given for this regularity assumption. Unfortunately, we are unable to currently determine an approximation \( Y \) of the optimal operator \( Y^{opt} \) in this context and that is why we have derived it for the smooth surface. Nevertheless, as we have already it said in many place, for all operator \( Y \), (3.7) and (3.8) define always the solution of the initial problem (2.1)-(2.2)-(2.3). Consequently, it is not absurd to consider the approximation defined in the smooth case for the non-smooth situation. It should all the same be made sure that (3.28) can be defined for the Lipschitz polyhedron. This does not pose any problem since Buffa et al. have proved that the space \( H_x^{-1/2}(\text{div}_\Gamma, \Gamma) \) admits the following Hodge decomposition [7]:

\[
H_x^{-1/2}(\text{div}_\Gamma, \Gamma) = n \times \nabla_\Gamma(\text{H}^{1/2}(\Gamma)/\mathbb{R}) \oplus \nabla_\Gamma \mathcal{H}(\Gamma)
\]

where \( \mathcal{H}(\Gamma) \equiv \{ v \in H^1(\Gamma)/\mathbb{R} : \Delta_\Gamma v \in H^{-1/2}(\Gamma) \} \).

**Remark 3.2.** An Hodge decomposition of the space \( H_x^{-1/2}(\text{div}_\Gamma, \Gamma) \) can be also obtained in the multi-connected case [6].

Finally, an open question is the well-posedness of the integral equation (3.8) for the non-smooth surface. It is the same problem for the very popular Combined Field Integral Equation (CFIE) but this does not prevent its successful use in industrial contexts.

4. Well-posedness for smooth surface and impedance operator

We assume that the surface \( \Gamma \) is smooth and connected and that \( \eta \) is constant in order to use the pseudo-differential calculus. The results can be extended to the case of a non-constant smooth impedance in a straightforward way.

In this section, we first prove that our choice leads to an equation which can be written under the form: \( a^* \text{identity} + \text{one compact operator} \) where \( a \) is closed on \( 1 \) i.e. \( a^* \text{identity} \approx \text{identity} \). It is well known that this type of equation is well-adapted to an iterative resolution and that if the spectral behavior of the equation is well restored to the discrete level, then the convergence rate is independent to space and frequency refinement [9,10].
Proposition 4.2. We have

\[
\eta \exists
\begin{align*}
\psi_{\mathbf{J}} &= -\frac{1}{Z_0} \left( \eta + \left( 1 + \frac{\Delta r}{k_r} \right) \right)^{-\frac{1}{2}} \phi_u = Y_{\mathbf{J}}^1 \psi_u \\
\phi_{\mathbf{J}} &= \frac{1}{Z_0} \left( \eta + \left( 1 + \frac{\Delta r}{k_r} \right) \right)^{-\frac{1}{2}} \psi_u = Y_{\mathbf{J}}^2 \psi_u
\end{align*}
\]

and

\[
\eta \exists
\begin{align*}
\psi_{\mathbf{M}} &= \left( 1 + \eta \left( 1 + \frac{\Delta r}{k_r} \right) \right)^{-\frac{1}{2}} \psi_u = Y_{\mathbf{M}}^1 \psi_u \\
\phi_{\mathbf{M}} &= \left( 1 + \eta \left( 1 + \frac{\Delta r}{k_r} \right) \right)^{-\frac{1}{2}} \phi_u = Y_{\mathbf{M}}^2 \phi_u.
\end{align*}
\]

Proposition 4.1. We have

\[
Y_{\mathbf{M}}^1 \sim \text{Id mod } \Psi^{-1}(\Gamma) \quad \quad Y_{\mathbf{J}}^1 \sim -\frac{1}{Z_0 \eta} \text{Id mod } \Psi^{-1}(\Gamma)
\]

\[
Y_{\mathbf{M}}^2 \sim \text{op} \left( \frac{k_X}{|\eta|\theta|} \right) \text{ mod } \Psi^{-2}(\Gamma) \quad \quad Y_{\mathbf{J}}^2 \sim \text{op} \left( \frac{k_X}{Z_0 |\theta|} \right) \text{ mod } \Psi^{-2}(\Gamma)
\]

where \( \Psi^n(\Gamma) \) denotes the class of pseudo-differential operators of order \( s \) defined on the closed surface \( \Gamma \), \( \text{op}(\sigma) \) defines the pseudo-differential operator whose the symbol is \( \sigma \) and \( A \sim B \mod \Psi^{-m}(\Gamma) \) with \( m \in \mathbb{Z} \) means \( \exists C \in \Psi^{-m}(\Gamma) \) such that \( A - (B + C) \in \Psi^{-\infty}(\Gamma) \).

Proof. All these results are obtained in the same way. We only detail the calculus for \( Y_{\mathbf{M}}^2 \):

\[
\sigma(\mathbf{Y}_\mathbf{M}^2) = \frac{1}{1 + \eta \sqrt{1 - \frac{|\theta|^2}{k_r}}} = \frac{1}{1 + in/k_r \sqrt{1 - \frac{|\theta|^2}{k_r}}} = \frac{1}{1 + in/|\theta|^2 \left( 1 + \sum_{j=1}^{\infty} \frac{\lambda_j}{|\theta|^{2j}} \right)}
\]

\[
= \frac{1}{1 + in/|\theta|^2 \left( \frac{k_X}{|\eta|\theta|} + 1 + \sum_{j=1}^{\infty} \frac{\lambda_j}{|\theta|^{2j}} \right)} = \frac{k_X}{|\eta|\theta|} \left( 1 + \sum_{j=1}^{\infty} (-1)^j X^j \right)
\]

where \( X = \frac{k_X}{|\eta|\theta|} + \sum_{j=1}^{\infty} \frac{\lambda_j}{|\theta|^{2j}} \).

This expansion is valid in the elliptic zone and for \( |\theta| \to +\infty \). \( \square \)

Proposition 4.2. We have

\[
\eta \exists
\begin{align*}
\text{n} \times T \mathbf{Y}_{\mathbf{J}} \sim \frac{k_X}{2iZ_0 k} \text{n} \times \nabla r \Delta r^{-1} \text{ curl } \text{ mod } \Psi^{-1}(\Gamma) \\
T \mathbf{Y}_{\mathbf{M}} \sim -\frac{k_X}{2i\eta k} \nabla r \Delta r^{-1} \text{ div } \text{ mod } \Psi^{-1}(\Gamma).
\end{align*}
\]
Proof. We only prove the first result. The second is obtained in the same way. First, we write \( T \) under this straightforward form \( T = kG + \frac{1}{k} \nabla \tilde{r} G_s \text{div} \Gamma \) and \( J_u, M_u \) in this way

\[
J_u = (n \times \nabla \tilde{r} Y^3_j \Delta \Gamma^{-1} \text{div} \Gamma - \nabla \tilde{r} Y^2_j \Delta \Gamma^{-1} \text{curl} \Gamma) u \\
M_u = (-n \times \nabla \tilde{r} Y^4_j \Delta \Gamma^{-1} \text{curl} \Gamma + \nabla \tilde{r} Y^3_j \Delta \Gamma^{-1} \text{div} \Gamma) u.
\]  

(4.5)

We then get:

\[
n \times T J_u = (kn \times G + \frac{1}{k} n \times \nabla \tilde{r} G_s \text{div} \Gamma)(n \times \nabla \tilde{r} Y^3_j \Delta \Gamma^{-1} \text{div} \Gamma - \nabla \tilde{r} Y^2_j \Delta \Gamma^{-1} \text{curl} \Gamma) u \\
= kn \times G n \times \nabla \tilde{r} Y^3_j \Delta \Gamma^{-1} \text{div} \Gamma u \\
- kn \times \nabla \tilde{r} Y^2_j \Delta \Gamma^{-1} \text{curl} \Gamma u + \frac{1}{k} n \times \nabla \tilde{r} G_s \nabla Y^2_j \Delta \Gamma^{-1} \text{curl} \Gamma u.
\]

Finally, by using these classical properties: \( G_s \sim -\frac{1}{2|\theta|} \mod \Psi^{-2}(\Gamma) \), \( G \sim -\frac{1}{2|\theta|} \text{Id} \mod \Psi^{-2}(\Gamma) \) and \( \Delta \Gamma^{-1} \sim -4G^2_s \mod \Psi^{-3}(\Gamma) \), we immediately obtain:

\[
n \times T \Phi u \sim \frac{1}{k} n \times \nabla \tilde{r} G_s \Delta \Gamma Y^2_j \Delta \Gamma^{-1} \text{curl} \Gamma \mod \Psi^{-1}(\Gamma) \\
\sim -\frac{2k_e}{iZ0k} n \times \nabla \tilde{r} G_s \Delta \Gamma \Delta \Gamma^{-1} \text{curl} \Gamma \mod \Psi^{-1}(\Gamma) \\
\sim -\frac{2\epsilon k}{iZ0k} n \times \nabla \tilde{r} G_s \text{curl} \Gamma \mod \Psi^{-1}(\Gamma) \\
\sim \frac{k_e}{2iZ0k} n \times \nabla \tilde{r} \Delta \Gamma^{-1} \text{curl} \Gamma \mod \Psi^{-1}(\Gamma). \tag*{□}
\]

Introducing (4.4) in (3.17) and as \( K \) is pseudo-differential operator of order \(-3 \) [27], we obtain:

\[
\mathcal{L} \sim \frac{1}{2} \text{Id} - \frac{k_e}{2k} n \times \nabla \tilde{r} \Delta \Gamma^{-1} \text{curl} \Gamma + \frac{k_e}{2k} \nabla \tilde{r} \Delta \Gamma^{-1} \text{div} \Gamma \mod \Psi^{-1}(\Gamma) \\
\sim \left( \frac{1}{2} + \frac{k_e}{2k} \right) \text{Id} \mod \Psi^{-1}(\Gamma)
\]

where \( a = \frac{1}{2} + \frac{k_e}{2k} = 1 + \frac{\epsilon}{2k} \).

We still have to prove the injectivity of the operator in order to use a Fredholm alternative. For that, we again follow [18] by using the spectral decomposition of Laplace-Beltrami operator \( \Delta \Gamma \) on \( \Gamma \): let \( (Y_i)_i \) be a basis of eigenvectors of \( \Delta \Gamma \), then we have \(-\Delta \Gamma Y_i = \lambda_i Y_i \) with \( \lambda_i \geq 0 \). Moreover \( (Y_i)_i \) and \( \left( \frac{\nabla \tilde{r} Y_i}{\sqrt{\lambda_i}}, \frac{n \times \nabla \tilde{r} Y_i}{\sqrt{\lambda_i}} \right)_{i \geq 1} \) are orthogonal Hilbertian basis of \( L^2(\Gamma) \) and \( L^2(\Gamma) \) respectively.

**Proposition 4.3.** If the operator \( Y = (Y_M, Y_j) \) verifies the condition

\[
\Re \left( \int_{\Gamma} n \times Y_j u \cdot \overline{Y_M u} \text{d} \Gamma \right) > 0 \text{ for all } u \in H^0_\Gamma(\Gamma) \text{ and } u \neq 0 \tag*{(4.6)}
\]

then the equation (3.17) is one-to-one.
Proposition 4.4. If one chooses the operator $Y$ defined in Section 3.2.3, then the condition

$$\Re \left( \int_{\Gamma} (n \times Y Ju) \cdot Y M u d\Gamma \right) > 0 \quad \text{for all } u \in H^2_Y(\Gamma) \text{ and } u \neq 0$$

holds.

Proof. Let $u \in H^2_Y(\Gamma)$ such that $u \neq 0$. One can decompose $u$ in this way: $u = \sum_{i=1}^{\infty} \left( \alpha_i \frac{n \times \nabla_Y Y_i}{\sqrt{\lambda_i}} + \beta_i \frac{\nabla_Y Y_i}{\sqrt{\lambda_i}} \right)$, where $\alpha_i, \beta_i$ are complex numbers. In particular, one can take $\psi_u = \sum_{i=1}^{\infty} \alpha_i \frac{Y_i}{\sqrt{\lambda_i}}$ and $\phi_u = \sum_{i=1}^{\infty} \beta_i \frac{Y_i}{\sqrt{\lambda_i}}$ (4.1) and (4.2) give us:

$$\begin{align*}
\psi_{J_u} &= -\frac{1}{Z_0} \sum_{i=1}^{\infty} \beta_i \left( \eta + \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \right)^{-1} \frac{Y_i}{\sqrt{\lambda_i}} = -\frac{1}{Z_0} \sum_{i=1}^{\infty} \beta_i (\psi_{J_u})_i \frac{Y_i}{\sqrt{\lambda_i}}, \\
\phi_{J_u} &= \frac{1}{Z_0} \sum_{i=1}^{\infty} \alpha_i \left( \eta + \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \right)^{-1} \frac{Y_i}{\sqrt{\lambda_i}} = \frac{1}{Z_0} \sum_{i=1}^{\infty} \alpha_i (\phi_{J_u})_i \frac{Y_i}{\sqrt{\lambda_i}}, \\
\psi_{M_u} &= \sum_{i=1}^{\infty} \alpha_i \left( 1 + \eta \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \right)^{-1} \frac{Y_i}{\sqrt{\lambda_i}} = \sum_{i=1}^{\infty} \alpha_i (\psi_{M_u})_i \frac{Y_i}{\sqrt{\lambda_i}}, \\
\phi_{M_u} &= \sum_{i=1}^{\infty} \beta_i \left( 1 + \eta \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \right)^{-1} \frac{Y_i}{\sqrt{\lambda_i}} = \sum_{i=1}^{\infty} \beta_i (\phi_{M_u})_i \frac{Y_i}{\sqrt{\lambda_i}}.
\end{align*}$$

(4.8) leads to $\int_{\Gamma} (n \times Y Ju) \cdot Y M u d\Gamma = 1/Z_0 \sum_{i=1}^{\infty} \left( \|\beta_i\|^2 (\psi_{J_u})_i (\phi_{M_u})_i + \|\alpha_i\|^2 (\phi_{J_u})_i (\psi_{M_u})_i \right)$. Since $(\psi_{J_u})_i (\phi_{M_u})_i = \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \left( 1 + \eta \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} \right)^{-2}$, $\eta > 0$ (see assumption Thm. 2.1) and $\Re \left( 1 - \frac{\lambda_i}{k^2} \right)^{\frac{1}{2}} > 0$ (for $k > 0$ and $\varepsilon > 0$), we finally get the result. \hfill \Box

Finally, we have:

Theorem 4.5. If one chooses the operator $Y$ defined in Section 3.2.3, then the integral equation (3.17) is well-posed for any frequency.

Proof. We use a basic Fredholm argument. \hfill \Box
5. Discretization and resolution

After discretization, we want to iteratively solve (3.17). For that, we have to be able to form the matrix-vector products defined by the operator \( \mathcal{A} \) and required by the iterative solver. But, the choice made for \( Y_J \) and \( Y_M \) does not allow us to directly discretize the operators \( T \circ Y_{OP} \) and \( K \circ Y_{OP} \) where \( OP = Y_J \) or \( Y_M \) since one do not know the Schwarz kernel of these compositions. That is why we proceed in several steps: one knows \( u \in RT \) (RT is well-known lower-order Raviart-Thomas space [28]) at the iteration \( n \) and one wants to compute \( \mathcal{A} u \).

- First, we determine two potentials \((\phi_u, \psi_u)\) of \( u \) such that \( u \approx n \times \nabla \Gamma \psi_u + \nabla \Gamma \phi_u \).
- We compute \((\phi_{J_u}, \psi_{J_u})\) by solving (3.28) and we derive \( J_u \in RT \approx n \times \nabla \Gamma \psi_{J_u} + \nabla \Gamma \phi_{J_u} \).
- We compute \( M_u = u - Z_0 n \times J_u \in RT \).
- Finally, we compute the “classical” matrix-vector products coming from integral operators \( T \) and \( K \).

In this section, we explain how we treat these four steps.

5.1. First step

First, recall some properties related to the Raviart-Thomas space [11]. Let \( W_h \) be the subspace of RT defined by \( W_h := \{ v \in RT : \nabla \Gamma \cdot v = 0 \} \). There is \( C > 0 \) such that \( \forall v \in RT \) verifying \( \forall w \in W_h \ (v, w) = 0 \), the solution \( p \) of \( p \in H^1(\Gamma)^* \) and \( \Delta p = \nabla \cdot v \) satisfies \( |v - \Delta p|_{0, \Gamma} \leq C h |\nabla \Gamma \cdot v|_{0, \Gamma} \). Moreover, each \( v \in RT \) can be written in a unique way \( v = n \times \nabla \Gamma \psi + v_\perp \), with \( \psi \in \overset{\circ}{P}_1 \) (\( \overset{\circ}{P}_1 \) denotes the space of scalar functions, piecewise linear on each triangle of the mesh and whose mean value is null on \( \Gamma \)) and \( v_\perp \) in the \( L^2 \)-orthogonal of the kernel of the divergence operator in RT.

We begin by the computation of \( \psi \): for that it is sufficient to project \( v \) onto the space defined by:

\[
V_{loop} = \text{span}\{ n \times \nabla \Gamma \phi_i : i = 1, \ldots, nbnoe - 1 \} \tag{5.1}
\]

where \( \phi_i \) is the Lagrange basis function associated to the node \( i \) of the mesh and \( nbnoe \) denotes the number of vertices. More precisely, we find \( v_{\text{loop}} = \sum_{i=1}^{nbnoe-1} v_{\text{loop}}^i n \times \nabla \Gamma \phi_i \) such that \( \forall w \in V_{\text{loop}} \),

\[
\int_{\Gamma} v_{\text{loop}} \cdot w d\Gamma = \int_{\Gamma} v \cdot w d\Gamma. \tag{5.2}
\]

Finally, we simply have \( \psi = \sum_{i=1}^{nbnoe-1} v_{\text{loop}}^i \phi_i \) where \( \psi \) is obviously determined modulo one constant. We can remark that this computation only implies the inversion of a small sparse linear system whose \((nbnoe - 1) \times (nbnoe - 1))\).

Now we have to determine a potential \( \phi \in \overset{\circ}{P}_1 \) such that \( \psi_\perp \approx \nabla \Gamma \phi \). For that, we suggest to solve: find \( \phi \in \overset{\circ}{P}_1 \) such that \( \forall \phi' \in \overset{\circ}{P}_1 \)

\[
- \int_{\Gamma} \nabla \Gamma \phi \cdot \nabla \Gamma \phi' d\Gamma = \int_{\Gamma} \nabla \Gamma \cdot v \phi' d\Gamma = \int_{\Gamma} \nabla \Gamma \cdot \psi_\perp \phi' d\Gamma. \tag{5.3}
\]

As \( \forall w \in W_h \ (v_\perp, w)_{0, \Gamma} = 0 \), \( \phi \) solution of (5.3) is a finite element approximation of the problem: find \( p \in H^1(\Gamma)^* \) such that \( \Delta p = \nabla \Gamma \cdot v = \nabla \Gamma \cdot v_\perp \). One easily deduces from it that the \( a \text{ priori} \) error estimate \(|v_\perp - \nabla \Gamma \phi|_{0, \Gamma} \leq C h |\nabla \Gamma \cdot v|_{0, \Gamma} \) holds.

In conclusion, the determination of \((\psi, \phi)\) requires the resolution of two sparse systems. We also use the MUltifrontal Massively Parallel sparse direct Solver (MUMPS) [26] to solve them. MUMPS provides a quick and low cost inversion.
5.2. Second step

The system (3.28) can be written as two discrete weak formulations:

\[
\begin{align*}
\text{find } (\phi_{j_u}, V_j, U_j) & \in [P_1(\mathcal{T}_h)]^2 \times \hat{P}_1(\mathcal{T}_h) \text{ such that for all } (\phi', V_j', U') \in [P_1(\mathcal{T}_h)]^2 \times \hat{P}_1(\mathcal{T}_h) \\
& \begin{cases} 
A_0(\phi_{j_u}, \phi') - \sum_{j=1}^{p} \frac{A_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma \phi') + (U, \phi') = \frac{1}{Z_0}(\psi_{j_u}, \phi') \\
(V_j, V_j') - \frac{B_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma V_j') - (\phi_{j_u}, V_j') = 0 \text{ for all } j = 1, \ldots, p \\
(\nabla \Gamma U, \nabla \Gamma U') = 0 
\end{cases} 
\end{align*}
\]

(5.4)

and find \((\psi_{j_u}, V_j, U_j) \in [P_1(\mathcal{T}_h)]^2 \times \hat{P}_1(\mathcal{T}_h)\) such that for all \((\psi', V_j', U') \in [P_1(\mathcal{T}_h)]^2 \times \hat{P}_1(\mathcal{T}_h)\)

\[
\begin{align*}
& \begin{cases} 
(\psi_{j_u}, \psi') + A_0(U, \psi') - \sum_{j=1}^{p} \frac{A_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma \psi') = -\frac{1}{Z_0} \left( \left(1 + \frac{\Delta \Gamma}{k_x^2}\right) \phi_{j_u}, \psi' \right) \\
(V_j, V_j') - \frac{B_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma V_j') - (U, V_j') = 0 \text{ for all } j = 1, \ldots, p \\
- (\nabla \Gamma U, \nabla \Gamma U') + (\eta \nabla \Gamma \psi_{j_u}, \nabla \Gamma U') = 0 
\end{cases} 
\end{align*}
\]

(5.5)

where \((\cdot, \cdot)\) denotes the classical \(L^2\)-scalar product.

**Remark 5.1.** In (5.5), we also must determine the square root term \(\left( \left(1 + \frac{\Delta \Gamma}{k_x^2}\right) \phi_{j_u}, \psi' \right)\). For that, we proceed in this way:

\[
\left( \left(1 + \frac{\Delta \Gamma}{k_x^2}\right) \phi_{j_u}, \psi' \right) \approx A_0(\phi_{j_u}, \psi') - \sum_{j=1}^{p} \frac{A_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma \psi')
\]

(5.6)

where \(V_j \in P_1(\mathcal{T}_h)\) \((j = 1, \ldots, p)\) is solution of the discrete weak formulation \((V_j, V_j') - \frac{B_j}{k_x^2} (\nabla \Gamma V_j, \nabla \Gamma V_j') = (\phi_{j_u}, V_j')\) for all \(V_j' \in P_1(\mathcal{T}_h)\).

All these sparse linear systems are solved for by using MUMPS. The size of these systems is about \((2+p)\text{ntri}/2\) (with \text{ntri} is the number of triangle of the mesh and we have used the approximation \(\text{ntrioc} \approx \text{ntri}/2\)). In the next section, we show that \(p = 2\) is a relevant choice. In this case, the size becomes \(2\text{ntri}\). It is not a big system in the case of surface meshes and we have remarked [14] that the cost of the resolution of these kind of system by MUMPS is always negligible compared to the one of the resolution of the integral equation (dense system), even when we use a Fast Multipole Method.

Finally, \(J_u \in \text{RT}\) is obtained by a simple projection of \(n \times \nabla \Gamma \psi_{j_u} + \nabla \Gamma \phi_{j_u}\) on RT.

5.3. Third step

The determination of \(M_u\) is less obvious than one could believe. Indeed, the straightforward way to derive \(M_u \in \text{RT}\) is to do a simple projection of \(M_u = u - Z_0\eta \mathbf{n} \times J_u\) on RT. But, it seems that the property proved in the previous section (\textit{i.e.} \(Z^2 \sim \text{ald} + \text{Compact}\)) is not “sufficiently” preserved after the discretization. To avoid this problem, it is more judicious to compute \(M_u\) by using \(n \times \nabla \Gamma \psi_u + \nabla \Gamma \phi_u\). Indeed, if \(\eta\) is constant, one can see that \(M_u \approx n \times \nabla \Gamma (\psi_u - Z_0\eta \phi_{j_u}) + 1/2 \Gamma (\delta_u + Z_0\eta \psi_{j_u})\) and \(Y_M\) is better closed on the continuous operator \(Y_M\) than when we directly use \(u\).
This choice has a direct impact on the solutions. Indeed, let us look how the impedance condition is verified to the discrete level: \( \forall w_h \in RT \), we have

\[
(E^h \times n + Z_o \eta n \times (H^h \times n), w_h) = \left( g + \frac{1}{2} (-u + M_u + \eta Z_0 n \times J_u), w_h \right) = \left( g + \frac{1}{2} (-u + n \times \nabla \Gamma \psi_u + \nabla \Gamma \phi_u - Z_o \eta n \times J_u + Z_o \eta n \times J_u), w_h \right) = \left( g + \frac{1}{2} (-n \times \nabla \Gamma \psi_u - \mathbf{u}_\perp + n \times \nabla \Gamma \psi_u + \nabla \Gamma \phi_u), w_h \right) = \left( g + \frac{1}{2} (\nabla \Gamma \phi_u - \mathbf{u}_\perp), w_h \right).
\]

(5.7)

We can make some remarks:

- For the continuous case, the space \( H_x^{-1/2} (\text{div} \Gamma, \Gamma) \) admits a hodge decomposition and we have \( \mathbf{u}_\perp = \nabla \Gamma \phi_u \).
- For the discrete case, if one choose \( M_u = u - Z_o \eta n \times J_u \), then the boundary condition is verified in this classical sense:

\[
(E^h \times n + Z_o \eta n \times (H^h \times n), w_h) = (g, w_h), \quad \forall w_h \in RT
\]

(5.8)

whereas by using our choice \( M_u = n \times \nabla \Gamma \psi_u + \nabla \Gamma \phi_u - Z_o \eta n \times J_u \), (5.7) leads to

\[
\sup_{w_h \in RT} \frac{(E^h \times n + Z_o \eta n \times (H^h \times n) - g, w_h)_{0,\Gamma}}{\|w_h\|_{0,\Gamma}} \leq \frac{1}{2} \|\mathbf{u}_\perp - \nabla \Gamma \phi_u\|_{0,\Gamma} \leq C h |\nabla \phi_u|_{0,\Gamma}
\]

(5.9)

since the Raviart-Thomas space does not subject to an exact Helmholtz decomposition. Nevertheless, the numerical results will show that this perturbation is under control.

5.4 Fourth step

The discretization of the operators \( T \) and \( K \) by the Raviart-Thomas finite elements is well-known and that is why we do not detail this here. What is less obvious is the computation of \( \mathbf{n} \times T \). We have already treated this difficulty in [14] when we wanted to construct a Combined Field Integral Equation for the impedance problems. The technique is based on a discrete analogue of the Helmholtz decomposition and has been proposed by Christiansen and Nédélec in [12]. For the completeness of the paper, we briefly describe it in this paper:

Let \( l_h \) be a linear form defined on \( RT \); the problem is to construct some \( \Theta^h l_h \) that mimics \( \mathbf{n} \times l_h \). In what follows, \( P_0^0 \) denotes the space of scalar functions whose restriction to any triangle is constant and whose mean value is null on \( \Gamma \) and \( P_0^0 \) denotes the space of scalar functions, piecewise linear on each triangle of the mesh and whose mean value is null on \( \Gamma \). We consider the following saddle-point problem:

Find \( (u^h, q^h) \in RT \times P_0^0 \) such that for all \( (u', q') \in RT \times P_0^0 \),

\[
\begin{align*}
\int \Gamma u^h \cdot u' d\Gamma + \int \Gamma q^h \text{div} u' d\Gamma &= l^h(u') \\
\int \Gamma q^h \text{div} u^h d\Gamma &= 0.
\end{align*}
\]

(5.10)

Once this system is solved, we associate to \( (u^h, q^h) \) the following element of \( RT \):

\[
v^h = \Theta^h l_h = \mathcal{P}_{RT}(u^h \times n) - \text{curl} \mathcal{P}_{RT}(q^h),
\]

(5.11)

where \( \mathcal{P}_X \) denotes the \( L^2 \)-projection on the finite element space \( X \).
The map $\Theta^h$ is analyzed in [12] and we have improved its determination by using the Loop-Star basis functions [20].

Now, we are going to explain how to reduce the cost of the (dense) matrix-vector products. There are normally four vector products to form the two terms: $T_1 = KM_u + iZ_0TJ_u$ and $T_2 = iZ_0KJ_u + TM_u$. We remark that if one computes the two quantities $Q_1 = (K + T)(M_u + iZ_0J_u)$ and $Q_2 = (K - T)(M_u - iZ_0J_u)$, we simply have $T_1 = (Q_1 + Q_2)/2$ and $T_2 = (Q_1 - Q_2)/2$ i.e. only two matrix-vector products. Moreover [14] proposed an algorithm which only uses two fast multipole calculations to determine $Ku + Tv$ and $Kv + Tu$.

The last steps are:

- Calculation of $\Theta^h(KM_u + iZ_0TJ_u) \approx n \times (KM_u + iZ_0TJ_u)$: [14] proved that this step is negligible compared to the (dense) matrix-vector products even when FMM is used.
- Calculation of $i\eta[iZ_0KJ_u + TM_u]$: first we compute $v \in \text{RT} \approx [iZ_0KJ_u + TM_u]$ by using a sparse inversion of the RT mass matrix (i.e. we make a simple projection of this term on the RT finite elements space) and then we form the sparse matrix-vector product $(i\eta v, v')$ with $v' \in \text{RT}$.

6. Numerical results

The aim of this part is to numerically prove the good iterative behavior of the method. We will also show that the solutions are accurate. Each result will be compared to the one obtained by using a Impedance Combined Field Equation (ICFIE) that we have proposed in [14]. We have proved that ICFIE is a relevant method to treat constant and variable impedance problems. The goal of this first study is to show that it is possible to construct a cheap naturally well-conditioned formulation for the partially coated object and to give a first numerical issue. The GMRES solver [19] is used to solve for the linear system. In the following, $\Gamma_m$ and $\Gamma_i$ correspond respectively to parts of $\Gamma$ where the impedance operator is equal or not to zero.

We consider four scattering objects illuminated by a plane wave with a wavenumber $k$:

- A sphere (smooth surface) of diameter 1 m. The meshes are composed of 1500, 6000 and 13500 edges which respectively correspond to wavenumbers $k$ equal to 4.83, 11 and 16.4. The discretization complies with the criterion of around 10 points per wavelength. We have simulated two situations: the first is a constant impedance $\eta = 0.34$ i.e. $\Gamma_m = \emptyset$ and the second is defined by $\eta = 0.34$ on $\Gamma_i = \{(x,y,z) : x^2 + y^2 + z^2 = 1 \text{ and } z > 0\}$.
- A cube (non-smooth surface). The meshes are composed of 2178, 4860, 8460 and 13374 edges which respectively correspond to wavenumbers $k$ equal to 10, 15, 20 and 25. We have also considered two situations: the first is a constant impedance $\eta = 0.34$ and for the second $\eta = 1$ on $\Gamma_i$ which corresponds to a face of the cube. The incident plane wave goes on a corner of the cube where the material is discontinuous.
- A gap-toothed cube (non-convex and non-smooth surface). The mesh is composed of 20628 edges and the wavenumber $k$ is equal to 14 m$^{-1}$. $\Gamma_i$ is composed of three faces as depicted in Figure 1. On each face, we impose a different impedance value (piecewise constant impedance). In particular, we have taken $\eta = 0.3, 0.5, 0.8$.
- A Channel cavity (non-convex, non-smooth surface and cavity effect) which is depicted in Figure 2. The mesh is composed of 153033 edges and the wavenumber $k$ is equal to 105 m$^{-1}$. We take $\eta = 0.035 + 0.035 i$ on $\Gamma_i$ which corresponds to the circular part to the bottom of the cavity. For this example, we have coupled the ICFIE with a SParse Approximate Inverse (SPAI) preconditioner.

First, we focus on the influence of $p$ (i.e. the truncation of the Padé expansion) on the convergence of iterative solver and the accuracy of the solution. In [16], it is proved that $p = 8$ and $\theta = \pi/3$ yield to a satisfactory approximation of the square-root operator. These values are derived in order to construct an efficient On-surface Radiation Condition (OSRC) in the high-frequency domain. So, the degree of the approximation has a direct impact on the accuracy of the solution. In our case, this impact can be qualified of "indirect" (in comparison of the previous) in the sense that it is firstly the integral formulation (3.17) which is modified and then it is its discretization which gives the quality of the solution. So, one can have an accurate solution for $p = 0$. If you want to improve the accuracy, you can use $p = 10$. Moreover, with this value of $p$, we see that the condition number is around $10^{5}$, which is usually sufficient for a robust and fast iterative solver.
It shows that the accuracy of the proposed formulation is comparable to the one of ICFIE for RCS computation. We clarify this point in order to avoid all confusion. One thus can hope to find a compromise between the robustness (number of iterations) and the accuracy. To illustrate that, we consider the case of the partially coated cube with 8460 edges and $k = 20$. Figure 4 represents the Radar Cross Section (RCS) in function of $p$. We can see that the solutions are similar. With regards to the robustness, Figure 3 shows that for this configuration the number of iterations reaches its minimum (25 for a residual equals to $10^{-8}$) as soon as $p = 2$. For the rest of the numerical experiments, we have taken $p = 2$.

Figures 7 give the RCS diagrams calculated with the new formulation and ICFIE for the box and the cavity. It shows that the accuracy of the proposed formulation is comparable to the one of ICFIE for RCS computation.

Figures 5 respectively show the evolution of the number of iterations according to the discretization (number of points per wavelength) and the wavenumber $k$ for the totally and partially coated sphere. For the new formulation, the number of matrix-vector product is independent of the discretization step and the frequency. Only 9 and 10 iterations are necessary to obtain the solution. For the ICFIE, one can observe a linear dependence which is most important for the space refinement. One also sees that the discontinuity of the material has a direct impact on the number of iterations for the two formulations.
Figure 3. Number of iterations in function of $p$ for the partially coated cube, $k = 20$ and the residue equals to $10^{-8}$.

Figure 4. RCS in function of $p$ for the partially coated cube, $k = 20$ and the residue equals to $10^{-8}$.

Figure 5. Behavior for the space refinement (left-hand side) and the frequency increase (right-hand side) for the sphere.
We have carried out the same analysis for the cube. The results are given in Figures 6. For ICFIE, the conclusion is the same one as for the sphere. For the new formulation, we observe a slight discretization dependence. Nevertheless, the stability of the method stays good and the gain in terms of iteration is still important.

Finally, we have tested the method for two partially coated non-convex geometries: the gap-toothed cube and the channel cavity. Figure 8 shows the evolution of residues according to the number of matrix-vector products.
for a GMRES tolerance equals to $10^{-4}$. We observe an good convergence rate for these types of geometry. With concern the channel cavity, we have used a SPAI preconditioner for the ICFIE and we have speed up the CPU time of a factor 3 by using the new formulation.

7. Conclusion

We have proposed a well-conditioned integral formulation for the electromagnetic scattering with the variable Leontovitch condition. Several numerical test-cases have proved that this formulation leads to convergence rates (for a GMRES solver) significantly better than the one of ICFIE. Moreover, these rates are almost frequency and discretization-step independent. The accuracy of solutions (for the RCS) are of the same order than ICFIE. Finally, this method seems to be a good candidate to efficiently treat more complicated problems (in particular a greater number of degrees of freedom). Indeed, as we have already said, it only requires two fast multipole calculations whereas we use four of this one for ICFIE. Moreover, the choice of $p = 2$ for the truncation of the Padé expansion implies small sparse matrices that one can treat at lower cost by MUMPS. This study is actually in progress. A comparison with ICFIE preconditioned by a SPAI will be interesting to really evaluate the cost of the method.
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