Abstract. The electrowetting process is commonly used to handle very small amounts of liquid on a solid surface. This process can be modelled mathematically with the help of the shape optimization theory. However, solving numerically the resulting shape optimization problem is a very complex issue, even for reduced models that occur in simplified geometries. Recently, the second author obtained convincing results in the 2D axisymmetric case. In this paper, we propose and analyze a method that is suitable for the full 3D case.
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Introduction

Handling very small amounts of liquid on a solid surface is of industrial interest, especially in microfluidics. In this field, electrowetting process is now broadly used. Indeed, the typical experiment consists in charging a droplet posed on a solid by applying a given voltage between this droplet and a counter-electrode placed beneath the insulator (see Fig. 1). This allows one to quickly control the wetting of the drop on the solid at small costs. Thus a wide range of applications already exists: from variable focal liquid lenses (Varioptic; Berge, Philips...), to “lab on a chip” and microchip (see e.g.: http://www-leti.cea.fr; Fouillet, http://www.cem.ucla.edu/; Garrell’s group...). The literature on this topic is developed as well; most of it is devoted to experimental aspects.

When one lets the applied voltage vary, experiments show a locking phenomenon: after a critical value of the voltage has been reached, the shape of the drop remains fixed. Explaining this locking phenomenon is still an open question: this could be due to droplet ejection, insulator breakdown, ionization of the air (see for example [25,26,31,32]...).

Concerning modelling, a first approximate model is commonly used. Called the plane capacitor approximation, it amounts to consider that the system is a plane capacitor. Thus one can describe the behavior of the drop at a given applied voltage. This model has been validated by experiments at small voltages. But it predicts...
a total spreading of the drop as the voltage increases, in contradiction with the locking phenomenon described above.

Due to the shape of the drop, the electric field, created by the application of the voltage, is singular at the interface between liquid, solid and gas (the so-called triple line). This fact is usually put forward, when one tries to understand the electrowetting process as well as its locking. In particular one needs to describe more precisely the geometry of the drop near the triple line. In this prospect, Buehrle et al. in [6] considered a second approximate model for the drop near the triple line: the drop is viewed as a 2D section of cylindrical 3D drop infinite in the direction perpendicular to the section. A physical analysis of this model yields a surprising result: the contact angle (the angle between the drop and the solid at the triple line) should remain constant, independently of the applied voltage.

Mathematically speaking, a shape optimization modelling of electrowetting, based on energy minimization and valid in a 3D geometry, can be used (cf. [3]).

This full model has been studied in the 3D axisymmetric case. Indeed, when the shape of the drop is invariant by rotation, the problem can then be recast in a 2D setting as data automatically become invariant by rotation. The invariance of the contact angle with respect to the applied voltage has been proved theoretically in [29]. Numerical aspects have also been investigated in this particular case. In order to be able to observe numerically the invariance of the contact angle, it was required to adopt a microscopic point of view in the model to focus on the triple line. And then, as the electrostatic potential is singular there, to treat its singular behavior with special care: it has been calculated in [28] using a singularity treatment: the Singular Complement Method (SCM, see for instance [9]). As a matter of fact, the use of the SCM greatly improves the quality of the numerical computations, compared to approximations based on refined meshes (see [28]).

In the light of the above mentioned results, it is clear that the axisymmetric case is a first important step. But as non-axisymmetric shapes can also be observed in reality, the study of the full model, i.e. in 3D geometries without a priori symmetry, is of central importance.

Numerically speaking, a precise calculus of the electrostatic potential is also needed for this full model. The use of a generalized Singular Complement Method is a priori an interesting choice (see [3]). However, one has to deal with the approximation of a Singular Complement that belongs to an infinite-dimensional vector space in 3D settings, instead of a one-dimensional vector space in 2D settings. The resulting numerical method is therefore much more costly to implement. Also, numerical experiments on a sample test-case (in [18]) show that the 3D implementation is not as efficient as its 2D counterpart. Or, rather than calculate the electrostatic potential, one can choose instead to compute directly the electrostatic field, to improve the quality of the numerical approximation. This can be achieved via a weighted weak formulation (see [8,13]). Indeed, this approach works in general geometries [11]. In this paper, we focus on this method.

The rest of the paper is organized as follows. The first part deals with the more theoretical features: it is dedicated to the energy minimization modelling of the electrowetting process (cf. [3]), and it is used on 3D geometries. Notations are set in Section 1.1, and the model is solved with the help of the shape optimization theory in Section 1.2. In particular, necessary conditions for optimality are derived. Then in Section 1.3,
we concentrate on the generalization of a result already obtained in the 2D case, namely, that the contact angle is independent of the applied voltage. The second part of the paper focuses on a new characterization of the electrostatic field, and on its numerical analysis. First, we recall how one can reduce the shape optimization problem to a series of computations of the field on varying geometries. This problem is then recast as a weighted weak formulation, see Section 2.2, and the approximation with conforming nodal finite element is investigated in Section 2.3. Finally, in Section 2.4, we review some other discretization techniques.

1. Modelling electrowetting in 3D

We study the evolution of the shape of a droplet, submitted to a voltage, posed on an insulated polymer (the experimental device). The upper face of the polymer film, on which the drop is posed, rests in the plane \((Oxy)\). We call \(\Omega_e\) the bounded domain of \(\mathbb{R}^3\) in which the experiment takes place and in which the calculations are carried out.

1.1. Notations

Let \(\cdot\) be the scalar product, and let \(||\) be the norm of vectors of \(\mathbb{R}^3\) (see Fig. 2).

**Domains and boundaries.** We use indices L, S and G to refer to liquid, solid and gas domains respectively. A couple of indices LS, LG... refers to a liquid-solid, liquid-gas interaction respectively. Let:

- \(\Omega_L\) be the domain of \(\mathbb{R}^3\) occupied by the liquid and \(\Gamma_L\) its boundary;
- \(\Gamma_{LS}\) be the liquid-solid interface;
- \(\Gamma_{LG}\) be the liquid-gas interface;
- \(\Omega_G\) be the domain of \(\mathbb{R}^3\) occupied by the gas phase and \(\Gamma_G\) its boundary;
- \(\Omega_S\) be the domain of \(\mathbb{R}^3\) occupied by the solid and \(\Gamma_S\) its boundary;
- \(\Gamma_0\) be the boundary of \(\Omega_e\) where the counter-electrode is applied;
- \(\Gamma_{\text{ext}} = \partial\Omega_e \setminus \Gamma_0\) be the exterior boundary of \(\Omega_e\).

The domain \(\Omega = \Omega_e \setminus \overline{\Omega_L}\) (the exterior of the drop) will be of central importance. \(\Omega_S, \Omega_G, \Omega_L, \Omega\) are included in \(\Omega_e\).
The liquid-solid-gas interface is called the **triple line** and it is denoted by $\Gamma$.

**Physical parameters**

- $\varepsilon_G$, $\varepsilon_S$ and $\varepsilon_L$ are the constant permittivities of $\Omega_G$, $\Omega_S$ and $\Omega_L$. The global permittivity $\varepsilon$ is defined on $\Omega$ by $\varepsilon_{\|i\|} = \varepsilon_i$, for $i = G, S, L$.
- $\sigma_{LS}$, $\sigma_{GS}$ and $\sigma_{LG}$ are the surface tensions at the interfaces, not necessarily constant.
- $\text{vol}$ is the given volume of the considered drop.
- $g$ is the gravity.

More generally, if $F$ is a function defined on $\Omega$, we will denote by $F_G$ its restriction on $\Omega_G$, and by $F_S$ its restriction on $\Omega_S$.

1.2. **The optimal shape problem**

The electrowetting modelling is studied in details in [29], with an electrostatic potential point of view. That is: the potential created by the application of a given voltage is calculated. Here we choose a slightly different point of view. As we will see later, we only need to determine accurately the electrostatic field. So we decide rather to focus on the direct calculation of the electrostatic field instead of the electrostatic potential. This gives exactly the same theoretical results as we will see later on.

**Electrostatic field.** Applying a voltage $V$ between the drop $\Omega_L$ and the counter-electrode $\Gamma_0$ creates an electrostatic potential $\chi$ in the whole space $\mathbb{R}^3$, together with an electrostatic field $E = \nabla \chi$. As the drop is supposed to be perfectly conductive (formally, $\varepsilon_L = \infty$), $\chi$ is constant in $\Omega_L$ and so $E$ is zero in $\Omega_L$. The voltage $V$ is by definition equal to the difference between the applied potential on $\Omega_L$ and the applied potential on $\Gamma_0$. Since we focus on the electrostatic field, we remark that we can choose the applied potentials up to any given constant value. As a matter of fact, we can consider that the applied potential is $V + v$ on $\Omega_L$, and $v$ on $\Gamma_0$, with any value of the constant $v$, and obtain the same field $E$. On the other hand, the potential $\chi$ is modified by a constant, namely $v$. So we consider from now on that the applied potential is $0$ on $\Omega_L$, and $-V$ on $\Gamma_0$.

We neglect electrostatic effects far away from the drop, which has an incidence on the chosen boundary condition on the exterior boundary $\Gamma_{\text{ext}}$ (see (1.6) below).

We denote by $E^\Omega$ the electrostatic field created in the exterior of the drop $\Omega_L$ i.e. in $\Omega$. It is then governed by

\begin{align}
\text{curl } E^\Omega_i &= 0 \text{ in } \Omega_i, \text{ where } i = G, S, \quad (1.1) \\
\text{div } (\varepsilon_{\|i\|} E^\Omega_i) &= 0 \text{ in } \Omega_i, \text{ where } i = G, S, \quad (1.2) \\
E^\Omega \times n &= 0 \text{ on } \Gamma_L \cup \Gamma_0, \quad (1.3) \\
\varepsilon_G E^\Omega_G \cdot n &= \varepsilon_S E^\Omega_S \cdot n \text{ on } \Gamma_{GS}, \quad (1.4) \\
E^\Omega_G \times n &= E^\Omega_S \times n \text{ on } \Gamma_{GS}, \quad (1.5) \\
E^\Omega \cdot n &= 0 \text{ on } \Gamma_{\text{ext}}, \quad (1.6)
\end{align}

where $n$ is the unit normal vector to $\Gamma_{GS}$, exterior to $\Omega_G$.

Equations (1.1)–(1.6) do not characterize completely $E^\Omega$ ($V$ does not appear!), however we know the structure of solutions to this system. Indeed, the domain $\Omega$ under consideration is simply connected but, on the other hand, its boundary is not connected (it has two connected components $\Gamma_0$ and $\Gamma_L$). Following [15], $E^\Omega$ can be expressed as

$$E^\Omega = -V \nabla \chi^\Omega_0$$  

(1.7)
where $\chi_0^\Omega$ is governed by

$$
\begin{align*}
\text{div} (\varepsilon_i \nabla \chi_{0,i}^\Omega) &= 0 \text{ in } \Omega, \quad i = 0, L \\
\chi_{0,i}^\Omega &= \delta_{0i} \text{ on } \Gamma_i, \quad i = 0, L \\
\varepsilon_i \nabla \chi_{0,G}^\Omega \cdot n &= \varepsilon_S \nabla \chi_{0,S}^\Omega \cdot n \text{ on } \Gamma_{GS} \\
\chi_{0,G}^\Omega &= \chi_{0,S}^\Omega \text{ on } \Gamma_{GS} \\
\nabla \chi_{0}^\Omega \cdot n &= 0 \text{ on } \Gamma_{\text{ext}}.
\end{align*}
$$

Above, $\delta_{ij}$ is the Kronecker symbol: for $i \in \{0, L\}$,

$$
\delta_{ij} = \begin{cases} 
1 & \text{if } i = j \\
0 & \text{else}.
\end{cases}
$$

If we introduce the one-by-one capacitance matrix of the system, i.e. the scalar

$$
C = \int_\Omega \varepsilon \nabla \chi_0^\Omega \cdot \nabla \chi_0^\Omega \, d\Omega,
$$

one can check easily that

$$
\int_{\Gamma_n} \varepsilon \mathbf{E}_0^\Omega \cdot n \, d\Gamma = -CV.
$$

From [15], we know that (1.1)–(1.6) and (1.8) characterize completely $\mathbf{E}_0^\Omega$.

**Remark 1.1.** The field $\mathbf{E}_0^\Omega$ is singular at the triple line, due to the geometry there. The relation (1.7) allows us to derive the regularity of $\mathbf{E}_0^\Omega$ (in terms of Sobolev spaces), using the theory of regularity of solutions to elliptic PDE’s (cf. [23,24]). More precisely, there exists $\nu \in \left[ \frac{1}{2}, 1 \right]$ such that

$$
\mathbf{E}_0^\Omega \in H^\nu(\Omega), \text{ for } i = G, S \text{ (for more details see Sect. 1.3 and Eq. (1.29)).}
$$

**Minimization of the energy.** Several forces act on the drop. Gravitational forces due to the weight of the drop, capillary forces due to surface tension at all the interfaces, electrostatic forces due to the application of a voltage. The system tends to reach its equilibrium which is the minimum of its free energy. For a given applied voltage $V$, the latter is then given by:

$$
\mathcal{E}(\Omega_L, V) := J(\Omega) := \rho g \int_{\Omega_L} z \, d\Omega + \int_{\Gamma_{LG}} \sigma_{LG} \, d\Gamma + \int_{\Gamma_{LS}} \sigma_{LS} \, d\Gamma + \int_{\Gamma_{GS}} \sigma_{GS} \, d\Gamma - \frac{1}{2} \int_\Omega |\varepsilon \mathbf{E}_0^\Omega|^2 \, d\Omega.
$$

The minus sign in front of the electrostatic energy comes from the fact that the voltage is applied by an external generator. The interested reader can find details and motivation on models on electrowetting in [2,20].

The problem is then:

For a given volume $\text{vol}$ and a given voltage $V$, find $\Omega_L^*$ the *shape of a drop* (or equivalently, find $\Omega^*$), such that:

$$
\mathcal{E}(\Omega_L^*, V) = \min_{\{\Omega_L \mid \text{volume}(\Omega_L) = \text{vol}\}} \mathcal{E}(\Omega_L, V) = \min_{\{\Omega \mid \text{volume}(\Omega_L) = \text{vol}\}} J(\Omega).
$$

Here we specify the meaning of the *shape of a drop*. We look for a minimum in a set of admissible domains, which are a deformation of a reference domain. We choose to work with bounded open sets $\Omega$ with Lipschitz boundary.

- We denote

$$
\mathcal{C}^1(\Omega, \mathbb{R}^3) := \left\{ U \mid \Omega \subset \mathcal{C}^1(\mathbb{R}^3, \mathbb{R}^3) \right\}
$$
with the infinite or sup norm
\[ ||U||_\infty = \sup_{x \in \Omega} |U(x)| + \sup_{x \in \Omega} |DU(x)| \]
where \( DU \) is the differential of \( U \).

- We introduce the set of admissible displacements:
\[ U(\Omega, \mathbb{R}^3) := \{ U \in C^1(\Omega, \mathbb{R}^3) \mid ||U||_\infty < 1, U|_{\Omega_S} \equiv 0, \text{ and } U|_{\Gamma_e} \equiv 0 \} \]
if \( U = (U_x, U_y, U_z) \).
Finally for \( U \in C^1(\Omega, \mathbb{R}^3) \), \( \Omega + U \) denotes the set \( (Id + U)(\Omega) \).

- Let \( \Omega_0 \) be a fixed reference domain of the type described in the previous paragraph. Define
\[ D_{ad} := \left\{ \Omega_0 + U, U \in U(\Omega_0, \mathbb{R}^3) \right\} \]
the set of admissible domains we will work with.

Remark 1.2. The existence of a minimizer is far from being obvious. Indeed, the minus sign in front of the electrostatic energy introduces additional difficulties. This question is currently under investigation using results and techniques of shape optimization coming from [5,17,21].

We can formulate the problem as follows:
\[
(P) \left\{ \begin{array}{l}
\text{Find } \Omega^* \in D_{ad} \text{ such that } \\
J(\Omega^*) = \min_{\Omega \in D_{ad} \mid C(\Omega) = 0} J(\Omega)
\end{array} \right.
\]
where \( C(\Omega) \) is the volume constraint: \( C(\Omega) = \text{volume}(\Omega_e \setminus \overline{\Omega}) - \text{vol} \).

A necessary optimality condition. As usual, for \( \Omega \in D_{ad} \), and \( \lambda \in \mathbb{R} \), we denote \( \mathcal{L}(\Omega, \lambda) = J(\Omega) - \lambda C(\Omega) \) the Lagrangian of this constrained optimization problem. Our aim is now to find necessary optimality conditions for \( (\Omega^*, \lambda^*) \) to be a saddle point of the given Lagrangian.

We use in the following the usual notion of shape derivatives. We refer the reader to [17,21] for details on this notion. The idea is to build a differential of a functional defined on domains. To that aim, the functional is viewed as a functional on a set of functions on which we are able to define a derivative notion.

Below, we recall the definition of shape derivative.

Definition 1.3. A functional \( J \) defined on \( D_{ad} \) and with values in \( \mathbb{R} \) has a directional derivative in \( \Omega \) of \( D_{ad} \) in a direction \( U \in U \) if the functional \( J^+ : W \mapsto J((I + W)(\Omega)) \) defined on \( U(\Omega, \mathbb{R}^3) \) with values in \( \mathbb{R} \) has a directional derivative at the origin 0, along the direction \( U \) (in the usual sense in \( C^1(\mathbb{R}^3, \mathbb{R}^3) \)). The directional derivative of \( J \) in \( \Omega \) in the direction \( U \) is denoted:
\[ DJ(\Omega).U := DJ^+(0).U. \]

We have a necessary optimality condition:

Proposition 1.4. If \( (\Omega^*, \lambda^*) \) is a saddle point of \( \mathcal{L} \), then if moreover \( J \) and \( C \) admit a directional derivative at \( \Omega^* \) in the direction \( U \in U(\Omega^*, \mathbb{R}^3) \), there holds \( DJ(\Omega^*).U = \lambda^* DC(\Omega^*).U \).

The proof is rather simple and classical and can be found in this particular case for example in [29].

The functional \( J \) considered here, the free energy of the system, is differentiable (see [29]). In what follows we give the expression of the differentials when needed.
1.3. Invariance of the contact angle

It has already been proved in [28] (Chap. 6) in every detail that the contact angle remains invariant in 3D, even for a non axisymmetric drop with non constant surface tension coefficients. In this paragraph we provide only a sketch of the proof. To make the demonstration clearer, we begin by proving the invariance of the contact angle for constant values of surface tension coefficients. Then we generalize this result to the case of non constant coefficients.

1.3.1. Case of constant surface tension coefficients

By introducing the scaling parameters,

\[
\alpha = \frac{\rho g}{\sigma_{LG}}, \quad \mu = \frac{\sigma_{LS} - \sigma_{GS}}{\sigma_{LG}}, \quad \delta = \frac{1}{\sigma_{LG}},
\]

one finds that, up to an additive constant, minimizing \( J \) is equivalent to minimizing the functional (still denoted \( J \))

\[
J(\Omega) = -\alpha \int_{\Omega} z \, d\Omega + \mu \int_{\Gamma_{LG}} \text{div}(U) \, d\Gamma - \frac{\delta}{2} \int_{\Omega} \varepsilon \left| \mathbf{E}^\Omega \right|^2 \, d\Omega.
\]

Proposition 1.5. The functionals \( J \) and \( C \) are differentiable and we have the following expressions for the derivatives:

\[
DJ_{grav}(\Omega).U = -\alpha \int_{\Omega} U \, z \, d\Omega - \alpha \int_{\Omega} \text{div}(U) \, d\Omega
\]

\[
DJ_{LG}(\Omega).U = \int_{\Gamma_{LG}} \text{div}(U) \, d\Gamma - \int_{\Gamma_{LG}} \langle \mathbf{n}_{LG}, \mathbf{t} DU \mathbf{n}_{LG} \rangle \, d\Gamma
\]

\[
DJ_{LS}(\Omega).U = \mu \int_{\Gamma_{LS}} \text{div}(U) \, d\Gamma - \mu \int_{\Gamma_{LS}} \langle \mathbf{n}_{LS}, \mathbf{t} DU \mathbf{n}_{LS} \rangle \, d\Gamma
\]

\[
DC(\Omega).U = \int_{\Omega} \text{div}(U) \, d\Omega
\]

\[
DJ_{elec}(\Omega).U = -\frac{\delta}{2} \int_{\Omega} \varepsilon \left| \mathbf{E}^\Omega \right|^2 \, d\Omega + \frac{\delta}{2} \int_{\Omega} \varepsilon \langle (t^\dagger DU + DU) \mathbf{E}^\Omega, \mathbf{E}^\Omega \rangle \, d\Omega
\]

where \( t^\dagger DU \) is the transpose of the Jacobian of \( U \), \( \mathbf{n}_i \) is the unit outward normal vector to \( \Gamma_i \) for \( i = LS, LG \).

The proof relies on the same arguments as in [29]. The only slight difference here is that we use a field formulation instead of a potential formulation. With the relation \( (1.7) \) between \( \mathbf{E}^\Omega \) and \( \nabla \chi^\Omega \), we deduce the property of differentiability directly from the arguments of proof used on \( \nabla \chi^\Omega \).

We then can apply Proposition 1.4. The necessary optimality condition is then exploited in what follows. To simplify notations, we denote by \( (\Omega, \lambda) \) a saddle point of the Lagrangian (i.e., we drop the *s).

The main idea of the proof of the invariance of the contact angle is to construct a sequence of deformations \( U^p \) on \( \Omega \) with compact support, that allows us to focus on the triple line as \( p \to +\infty \). It is chosen such that \( \frac{U^p}{\|U^p\|_{\infty}} \in \mathcal{U}(\bar{\Omega}, \mathbb{R}^3) \): the underlying idea is to zoom at the triple line.

As a consequence, applying the necessary optimality condition to \( \frac{U^p}{\|U^p\|_{\infty}} \), for \( p \in \mathbb{N} \), we obtain

\[
DJ(\Omega).U^p = \lambda DC(\Omega).U^p
\]

Then we let \( p \) go to +\infty and we scrutinize the limit of each term in equation \( (1.16) \).
Parameterization. We begin by parameterizing the domain $\Omega$ under consideration. We choose an orthonormal basis of $\mathbb{R}^3$ such that $\Gamma_{LS}$ is in the plane $(Oxy)$. We consider $\Gamma$ the triple line of the drop. It is a closed curve in $(Oxy)$ which we suppose to be of $C^2$ class. We denote by $l_{\Gamma}$ its length.

Let $\gamma$ be then a parameterization of $\Gamma$ by the curvilinear abscissa:

$$
\gamma(s) = \begin{pmatrix} \gamma_x(s) \\ \gamma_y(s) \\ 0 \end{pmatrix}, \quad \gamma'(s) = \begin{pmatrix} \gamma'_x(s) \\ \gamma'_y(s) \\ 0 \end{pmatrix}, \quad s \in [0, l_{\Gamma}].
$$

Furthermore, we have

- $\gamma^{(k)}(0) = \gamma^{(k)}(l_{\Gamma})$, $k = 0, 1, 2$, since $\Gamma$ is a closed curve (matching conditions);
- $|\gamma'(s)|^2 = 1$ and $\gamma'(s) \cdot \gamma''(s) = 0$, $\forall s \in [0, l_{\Gamma}]$.

For $s \in [0, l_{\Gamma}]$, we denote by $P_s$ the plane orthogonal to $\gamma'(s)$ at $\gamma(s)$ and by $M(s)$ a point of $P_s$ (see Fig. 3). There exists a unique couple $(\rho, \phi) \in ]0, +\infty[ \times [-\pi, \pi]$ such that:

$$
\overrightarrow{OM}(s) = \gamma(s) - \rho \cos(\phi) \gamma'^\perp(s) + \rho \sin(\phi) e_z
$$

where

$$
\gamma'^\perp(s) = \begin{pmatrix} -\gamma'_y(s) \\ \gamma'_x(s) \\ 0 \end{pmatrix}.
$$

As a consequence

$$
\overrightarrow{OM}(s) = \begin{pmatrix} \gamma_x(s) + \rho \cos(\phi) \gamma'_y(s) \\ \gamma_y(s) - \rho \cos(\phi) \gamma'_x(s) \\ \rho \sin(\phi) \end{pmatrix}.
$$

We can now give a mathematical definition to the contact angle.

**Definition 1.6.** Let $s \in [0, l_{\Gamma}]$ be fixed. The angle $\theta(s)$ between the tangents to resp. $\Gamma_{LG}$ and $\Gamma_{LS}$ in the plane $P_s$ is called the contact angle.

**New coordinates.** We make the following hypothesis: we suppose that there exists $\rho_0 > 0$ and a small neighborhood $V_{\rho_0}$ of the triple line such that: $\forall M \in V_{\rho_0}$, $\exists s \in [0, l_{\Gamma}]$ such that $M \in P_s$ and moreover its couple of coordinates $(\rho, \phi)$ in $P_s$ is such that $\rho < \rho_0$. 

**Figure 3.** Section in the plane $P_s$. 

\[ \text{Diagram of section in the plane $P_s$.} \]
Every \( M \in V_{\tilde{\rho}_0} \) can then be expressed in a unique way in the coordinates system \((s, \rho, \varphi)\). Let
\[
\chi : \left[ 0, l_r \right] \times [0, \tilde{\rho}_0] \times [-\pi, \pi] \rightarrow V_{\tilde{\rho}_0}
\]
\[
(s, \rho, \varphi) \mapsto \begin{pmatrix} \gamma_x(s) + \rho \cos(\varphi)\gamma'_x(s) \\ \gamma_y(s) - \rho \cos(\varphi)\gamma'_y(s) \\ \rho \sin(\varphi) \end{pmatrix}.
\]
If \( \gamma \) is of \( C^2 \) class, with matching conditions at \( s = 0 \) and \( s = l_r \), then \( \chi \) is differentiable and:
\[
D\chi(s, \rho, \varphi) = \begin{bmatrix}
\gamma'_x(s) + \rho \cos(\varphi)\gamma''_x(s) & \rho \cos(\varphi)\gamma'_y(s) & -\rho \sin(\varphi)\gamma'_y(s) \\
\gamma'_y(s) - \rho \cos(\varphi)\gamma''_y(s) & -\rho \sin(\varphi)\gamma'_x(s) & \rho \cos(\varphi)\gamma'_x(s) \\
0 & \rho \sin(\varphi) & \rho \cos(\varphi)
\end{bmatrix}.
\]
Furthermore:
\[
\det(D\chi) = -\rho(1 + \rho \cos(\varphi)\det(\gamma', \gamma'')).
\] (1.18)
Let
\[
D := \max_{s \in [0, l_r]} |\gamma''(s)| > 0
\]
and choose \( \tilde{\rho}_0 = \min\{\rho_0, \frac{1}{D}\} \) so that \( \det(D\chi) \neq 0 \) (it is possible according to the hypotheses on \( \gamma \)).

We are able to represent every point \( M \) of \( V_{\rho_0} \subset V_{\tilde{\rho}_0} \) uniquely in the coordinates system \((s, \rho, \varphi)\). In the following we can consider the change of variables
\[
\chi : [0, l_r] \times [0, \tilde{\rho}_0] \times [-\pi, \pi] \rightarrow V_{\rho_0}
\]
and we have
\[
(D\chi(s, \rho, \varphi))^{-1} = \frac{1}{\det(D\chi)} \begin{bmatrix}
-\rho \gamma'_x & -\rho \gamma'_y & -\rho \gamma'_x \\
-\rho \cos(\varphi)\gamma'_y - \rho \cos(\varphi)\gamma''_y & \rho \cos(\varphi)\gamma'_x + \rho \cos(\varphi)\gamma''_x & \rho \sin(\varphi) \gamma'_x + \rho \cos(\varphi)\gamma''_x \\
\rho \sin(\varphi)(\gamma'_y - \rho \cos(\varphi)\gamma''_y) & -\rho \sin(\varphi)(\gamma'_x - \rho \cos(\varphi)\gamma''_x) & \rho \cos(\varphi)(1 + \rho \cos(\varphi)\det(\gamma', \gamma'')) \\
0 & -\rho \sin(\varphi)(1 + \rho \cos(\varphi)\det(\gamma', \gamma'')) & \rho \cos(\varphi)(1 + \rho \cos(\varphi)\det(\gamma', \gamma''))
\end{bmatrix}.
\] (1.19)
In the rest of this part we work in this coordinates system.

General deformations. General deformations fields are given in \( U(\overline{\Omega}, \mathbb{R}^3) \) by:
\[
U : \Omega \subset \mathbb{R}^3 \rightarrow \mathbb{R}^3 \\
(x, y, z) \mapsto (U_x(x, y, z), U_y(x, y, z), U_z(x, y, z)).
\]
Considering that this deformation is defined in the neighborhood \( V_{\rho_0} \cap \Omega \) of the triple line, we can use the alternate coordinates system \((s, \rho, \varphi)\) there.

Then we consider a particular deformation of the form \( U = w \gamma \), or:
\[
U_x(s, \rho, \varphi) = U_x \circ \chi(s, \rho, \varphi) = -w(s, \rho, \varphi)\gamma_x'(s) \tag{1.20}
\]
\[
U_y(s, \rho, \varphi) = U_y \circ \chi(s, \rho, \varphi) = w(s, \rho, \varphi)\gamma_y'(s) \tag{1.21}
\]
\[
U_z(s, \rho, \varphi) = U_z \circ \chi(s, \rho, \varphi) = 0 \tag{1.22}
\]
where \( w \) is at least of \( C^1 \) class, with matching conditions, on the domain under consideration.
Remark 1.7. In particular, deformations defined by (1.20)–(1.22) occur only along the \(x\) and \(y\) directions.

Next, we build a sequence of particular deformations \(U_p\), with compact support included in \(V_{\tilde{\rho}_0}\), of the preceding form. We choose in (1.20)–(1.22) functions \(w^p\) with separated variables, and independent of \(\phi\):

\[
\begin{aligned}
w^p : (s, \rho, \phi) &\mapsto \begin{cases} 
= w^p(\rho) & \text{if } \rho < \frac{1}{p} \vspace{5pt} \\
0 & \text{else}
\end{cases} 
\end{aligned}
\tag{1.23}
\]

with

\(- p > \frac{1}{\tilde{\rho}_0}, \) which ensures that the support of \(w^p\) is included in \(V_{\tilde{\rho}_0};\)

\(- v\) is of \(C^1\) class over \([0, l]\), with matching conditions.

In what follows, \(U^p\) is the function derived from (1.20)–(1.22) with \(w = w^p\). We denote (for \(p > \frac{1}{\tilde{\rho}_0}\))

\[
\mathcal{V}_{\tilde{\rho}}^p := \{ (s, \rho, \phi) \in V_{\tilde{\rho}_0}, \text{ such that } \rho < \frac{1}{p} \}.
\]

Finally, we note that it is possible to express all differential operators (partial derivatives, divergence...) with respect to the coordinates \((s, \rho, \phi)\).

Remark 1.8. The various smoothness assumptions made here could be seen as strong limitations on the applicability of the model. However, these are general enough to cover a large variety of shapes observed in experiments.

Sketch of the proof on the invariance of the contact angle. As \(U^p = U^p_p\) belongs to \(U(\Omega; \mathbb{R}^2)\), relation (1.16) is valid. We then pass to the limit in each term comprised in \(DJ(\Omega).U^p\) and \(DC(\Omega).U^p\), and we study carefully each contribution.

Capillary contributions. These contributions come from the terms \(DJ_{LS}(\Omega).U^p\) and \(DJ_{LG}(\Omega).U^p\).

- **Term on \(\Gamma_{LS}\)**
  We observe that this surface is embedded in \(\{(\rho, \phi, s) | \phi = -\pi\}\). So, we can provide an adequate parameterization \(\psi\) of \(\Gamma_{LS}\), which writes (cf. (1.17) with \(\phi = -\pi\)):

\[
\psi : (s, \rho) \mapsto \begin{pmatrix} \gamma_x(s) - \rho \gamma_y'(s) \\ \gamma_y(s) + \rho \gamma_x'(s) \\ 0 \end{pmatrix}.
\]

This gives, for the elementary surface contribution \(d\Gamma = \left| \frac{\partial \psi}{\partial s} \wedge \frac{\partial \psi}{\partial \rho} \right| ds d\rho;

\[
d\Gamma = (1 - \rho \det(\gamma', \gamma'')) ds d\rho. \tag{1.24}
\]

Also, \(n_{LS} = \begin{pmatrix} 0 \\ 0 \\ -1 \end{pmatrix}\) which yields \(\langle DU^p n_{LS} \cdot n_{LS}\rangle = 0\).

After elementary calculations,

\[
DJ_{LS}(\Omega).U^p = -\exp(-1) \int_{0}^{l} v(s) ds, \quad \forall p > \frac{1}{\tilde{\rho}_0}
\tag{1.25}
\]
which implies
\[ \lim_{p \to +\infty} DJ_{LS}(\Omega).U^p = -\exp(-1) \int_0^l v(s) \, ds. \] (1.26)

• Term on \( \Gamma_{LG} \)
We parameterize \( \Gamma_{LG} \), assuming that the surface \( \Gamma_{LG} \) is smooth and that it can be represented by the parameterization:
\[
\psi: \{ (\rho, s) \mid 0 < s < l_{\Gamma}, \rho < \bar{\rho}_0 \} \to \Gamma_{LG}, (s, \rho) \mapsto \begin{pmatrix} \gamma_x(s) + \rho \cos(\varphi(s, \rho))\gamma'_x(s) \\ \gamma_y(s) - \rho \cos(\varphi(s, \rho))\gamma'_y(s) \\ \rho \sin(\varphi(s, \rho)) \end{pmatrix}
\]
with \( \varphi \) a function of \( C^2 \) class, with matching conditions (see Fig. 4). We have in this case:
\[
d\Gamma = \left[ \left( \frac{\partial \varphi}{\partial s} \right)^2 \rho^2 + \left( 1 + \left( \frac{\partial \varphi}{\partial \rho} \right)^2 \rho^2 \right) \left( 1 + \rho \cos(\varphi(s, \rho))\det(\gamma', \gamma'') \right) \right] ds \, d\rho. \] (1.27)

After another sequence of elementary, but lengthy, calculations, we find:
\[
\lim_{p \to +\infty} DJ_{LG}(\Omega).U^p = -\exp(-1) \int_0^l \cos(\varphi(s, 0))v(s) \, ds. \] (1.28)

Electrostatic contribution. We turn to the electrostatic term \( DJ_{elec}(\Omega).U^p \). The two terms appearing in this expression are of the same type. We can thus focus on the first term, which writes:
\[
\int_{\Omega} \varepsilon |E^\Omega|^2 \, \text{div} (U^p) \, d\Omega.
\]
It requires first the knowledge of the regularity of the electrostatic field, in terms of the Sobolev scale \( H^s(\Omega)^3 \), \( s \geq 0 \). Indeed, \( E^\Omega \) is singular at the triple line, and so is \( \text{div} (U^p) \).
We are able to determine the exact behavior of the electrostatic field at the triple line. In [3], the behavior of the electrostatic potential was described, here we simply take its gradient to recover the electrostatic field:

\[ E_\Omega = E_{\text{reg}}^\Omega + c(s)\nabla S. \]

Above, \( c \) is a smooth function of \( s \in [0, l_\Gamma] \) (with matching conditions), \( E_{\text{reg}}^\Omega \) is regular in the sense that it belongs to \( H^1(\Omega) \), and \( S \) is the singular part of the electrostatic potential (it belongs to \( H^1(\Omega) \), but not to \( H^2(\Omega) \)).

The expression of \( S \) is known explicitly, and it writes:

\[ S(s, \rho, \varphi) \approx \rho \nu(s), \]

where \( \nu \) is the unique solution in \( ]0, 1[ \) to the equation

\[ \varepsilon S \tan(\nu(s)(\pi - \theta(s))) = -\varepsilon G \tan(\nu(s)\pi). \]  

(1.29)

Once the explicit behaviors of \( E_\Omega \) and \( \text{div}(U^p) \) are known, the study of the first term of the electrostatic contribution can be split into three parts:

\[ \int_\Omega \varepsilon|E_{\text{reg}}^\Omega|^2 \text{div}(U^p) \, d\Omega, \quad \int_\Omega \varepsilon c(s)^2 |\nabla S|^2 \text{div}(U^p) \, d\Omega \quad \text{and} \quad 2 \int_\Omega \varepsilon c(s) E_{\text{reg}}^\Omega \cdot \nabla S \text{div}(U^p) \, d\Omega. \]

The first one can be treated using the dominated convergence theorem (with the help of Sobolev imbeddings), to find a vanishing contribution when \( p \to \infty \). On the other hand, the second one is treated by explicit calculations to find again a vanishing contribution. The same holds for the remaining term, by using a combination of the previous arguments. Finally, one concludes that:

\[ \lim_{p \to \infty} DJ_{\text{elec}}(\Omega).U^p = 0 \]  

(1.30)

**Other contributions.** With similar techniques, one can also show that:

\[ \lim_{p \to +\infty} DC(\Omega).U^p = 0 \]  

(1.31)

and

\[ \lim_{p \to +\infty} DJ_{\text{grav}}(\Omega).U^p = 0. \]  

(1.32)

**Conclusion.** Putting all the contributions (1.26), (1.28), (1.30), (1.31), (1.32) together, we conclude that for all \( v \) of \( C^1 \) class over \( [0, l_\Gamma] \) with matching conditions, there holds:

\[ \exp(-1) \int_0^{l_\Gamma} (\mu + \cos(\theta(s))) v(s) \, ds = 0, \]

which implies

\[ \cos(\theta(s)) = -\mu, \quad \forall s \in [0, l_\Gamma]. \]  

(1.33)

Therefore, the contact angle is independent of the applied potential and remains equal to Young’s angle, the contact angle at 0V, defined by \( \cos(\theta_Y) = -\mu \).

1.3.2. The case of non constant surface tension coefficients

Here, \( \sigma_{LG} \), \( \sigma_{LS} \) and \( \sigma_{GS} \) are functions of the position. This generalization requires a small amount of supplementary work. It allows us to include situations that are physically more relevant, with non axisymmetric drops. We work with the (non-normalized) Lagrangian:

\[ L(\Omega, \lambda) = pg \int_{\Omega_L} z \, d\Omega - \int_{\Gamma_{LG}} \sigma_{LG} \, d\sigma + \int_{\Gamma_{LS}} (\sigma_{LS} - \sigma_{GS}) \, d\sigma - \frac{1}{2} \int_\Omega \varepsilon |E_\Omega|^2 \, d\Omega - \lambda C(\Omega). \]
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The extra work is required only for the additional terms appearing in the expression of the differentials of capillary terms:

\[ DJ_{\text{grav}}(\Omega).U = -\rho g \int_{\Omega} U_z \, d\Omega - \rho g \int_{\Omega} \text{div} (U) \, d\Omega \]

\[ DC(\Omega).U = \int_{\Omega} \text{div} (U) \, d\Omega \]

\[ DJ_{\text{LG}}(\Omega).U = \int_{\Gamma_{\text{LG}}} (\text{grad} (\sigma_{\text{LG}}) \cdot U) \, d\sigma + \int_{\Gamma_{\text{LG}}} \sigma_{\text{LG}} \text{div} (U) \, d\sigma - \int_{\Gamma_{\text{LG}}} \sigma_{\text{LG}} (n_{\text{LG}}, DU n_{\text{LG}}) \, d\sigma \]

\[ DJ_{\text{LS}}(\Omega).U = \int_{\Gamma_{\text{LS}}} (\text{grad} (\sigma_{\text{LS}} - \sigma_{\text{GS}}) \cdot U) \, d\sigma + \int_{\Gamma_{\text{LS}}} (\sigma_{\text{LS}} - \sigma_{\text{GS}}) \text{div} (U) \, d\sigma \]

\[ DJ_{\text{elec}}(\Omega).U = -\frac{1}{2} \int_{\Omega} \varepsilon |E^\Omega|^2 \text{div} (U) \, d\Omega + \frac{1}{2} \int_{\Omega} \varepsilon (DW + DU) E^\Omega, E^\Omega \, d\Omega. \]

Comparing to (1.11)–(1.15), two new types of terms appear:

- \[ \int_{\Gamma_{\text{LG}}} (\text{grad} (\sigma_{\text{LG}}) \cdot U) \, d\sigma \]
  If the surface tensions are \( C^1 \) on the corresponding surface (or more generally if their gradients are \( L^\infty \) on the surface), then the limit as \( p \to \infty \) of \[ \int_{\Gamma_{\text{LG}}} (\text{grad} (\sigma_{\text{LG}}) \cdot U^p) \, d\sigma \] is zero. This is the assumption we make from now on on the coefficients.

- \[ \int_{\Gamma_{\text{LS}}} \sigma_{\text{LS}} \text{div} (U) \, d\sigma \]
  These terms are treated like in the constant case.

So, in the case of the non constant surface tensions, the contact angle remains independent of the applied potential \( V \). However, it can depend on the curvilinear abscissa of the triple line, via the relation:

\[ \cos(\theta(s)) = -\frac{\sigma_{\text{LS}}(\gamma(s)) - \sigma_{\text{GS}}(\gamma(s))}{\sigma_{\text{LG}}(\gamma(s))} =: \cos(\theta_Y(s)). \]

2. Numerical analysis

2.1. Finding the optimal shape

Turning to the numerical approximation of the shape of the drop, we want to find a saddle point \((\Omega^*, \lambda^*)\) of the Lagrangian \( L(\Omega, \lambda) = J(\Omega) - \lambda C(\Omega) \) at a given potential. In order to compute it we can use a Uzawa algorithm. It requires at each step to compute the electrostatic field on a given domain \( \Omega \) (the domain \( \Omega \) varies from one step to the other, see Fig. 5). The singularity of this field near the contact line requires accurate calculations in order to compute the electrostatic part.

Indeed during Step 1 (Fig. 5), one has to compute a minimum. This requires the discrete computation of \( DJ(\Omega), DC(\Omega) \) and of the solution to the equation \( DJ(\Omega) = \lambda^n C(\Omega) \). Consequently a precise approximation of the electrostatic field is needed. In the same way as in [28], to be more accurate in the computation of the optimal domain, one could consider a coupling with a local model, which would require the evaluation of the normal trace on \( \Gamma_{\text{LG}} \) of the approximate electric field in the vicinity of the contact line.

As remarked before, the point of view adopted here is not the same as the one adopted in [29] and in which numerical analysis and computations have only been investigated in 3D axisymmetric domains. In addition, the method we investigate here relies on a (direct) numerical approximation of the field. Indeed, one computes
Initialisation: 
\( \Omega^0, \lambda^0 \) given.

Iteration: 
\[ \Omega^{n+1} = \min_{\Omega \in D_{ad}} (J(\Omega) - \lambda^n C(\Omega)) \]

Uzawa’s algorithm

Step 2: 
\[ \lambda^{n+1} = \lambda^n + \rho C(\Omega^{n+1}) \]
where \( \rho \) is a given parameter.

Exit: 
If \( C(\Omega^{n+1}) \) small enough

Figure 5. Sketch of the iteration algorithm.

directly an approximation of the field, whereas in [29], the idea is to obtain an accurate numerical approximation of the potential, whose gradient is calculated at a second stage.

2.2. Weighted weak formulation

We turn now to the design of a setting that allows us to approximate directly the electrostatic field in 3D domains. With the transmission condition (1.5) imposed on \( \Gamma_{GS} \) and with the boundary condition (1.3) prescribed on \( \Gamma_L \) and \( \Gamma_0 \), the electric field naturally belongs to the Sobolev space

\[ H^1_0, \Gamma_0 \cup \Gamma_L(\text{curl}, \Omega) := \{ F \in L^2(\Omega)^3 \mid \text{curl} \, F \in L^2(\Omega)^3 \} \]

If \( H(\text{curl}, \Omega) \) denotes the classical space of \( L^2(\Omega)^3 \) fields with square integrable \( \text{curl} \), one has \( H(\text{curl}, \Omega) \subset H_0, \Gamma_0 \cup \Gamma_L(\text{curl}, \Omega) \), with the associated induced norm

\[ ||F||_{H(\text{curl}, \Omega)} := (||F||_0^2 + ||\text{curl} \, F||_0^2)^{1/2}. \]

Evaluation of the divergence in a weighted space. The domain \( \Omega \) we are working on has a curvilinear polyhedral Lipschitz boundary. We expect the behavior of the field to be singular due to the triple line (cf. [11]). We follow [11,13], and evaluate the divergence field in a weighted \( L^2 \) space. Let \( d \) be the distance to the triple line parameterized by \( \gamma: d(x) = \text{dist}(x, \gamma) \). Let \( w_\alpha \) be a smooth non-negative function of \( x \), depending on a real parameter \( \alpha \). The weight \( w_\alpha \) is chosen to behave locally as \( d^\alpha \) in the vicinity of the triple line, and is bounded above and below by a strictly positive constant outside a fixed neighborhood of the triple line.

We then define, for \( \alpha \geq 0 \):

\[ L^2_\alpha(\Omega) := \{ q \in L^2_{\text{loc}}(\Omega) \mid w_\alpha q \in L^2(\Omega) \}, \]

\[ ||q||_{0,\alpha} := ||w_\alpha q||_0, (q,q')_{0,\alpha} := (w_\alpha q, w_\alpha q')_0, \]

together with

\[ X_\alpha := \{ F \in H, \Gamma_0 \cup \Gamma_L(\text{curl}, \Omega) \mid \text{div} (\varepsilon F) \in L^2_\alpha(\Omega), (\varepsilon F) \cdot n|_{\Gamma_{ext}} = 0 \}. \]

For \( \alpha \in [0,1] \), one can prove that the imbedding of \( X_\alpha \) into \( L^2(\Omega)^3 \) is compact, and that the norm below is equivalent to the graph norm of \( X_\alpha \): 4

\[ ||F||_{X_\alpha} := \left( ||\text{curl} \, F||_0^2 + ||\text{div} (\varepsilon F)||_{0,\alpha}^2 + ||(\varepsilon F) \cdot n||_{\Gamma_{ext}}^2 \right)^{1/2}. \]

4These results can be obtained by combining arguments resp. used in [15] (mixed boundary conditions), [13] (weighted norm for the divergence), and [11] (piecewise constant \( \varepsilon \)).
We denote by $(\cdot, \cdot)_{\alpha}$ the scalar product associated to this norm.

**Remark 2.1.** The weight is introduced to recover density of the subspace of $X_\alpha$ made of piecewise smooth fields in $X_\alpha$ (see below for a precise statement). On the other hand, the last term $|\langle \varepsilon \mathcal{F} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0}|$ is added because the boundary of $\Omega$ is not connected. The existence of the normal trace (times $\varepsilon$) on $\Gamma_L$, $\Gamma_{\text{ext}}$ and $\Gamma_0$ is guaranteed for elements of $X_\alpha$, as soon as $\alpha \in [0, 1]$. As a matter of fact, using the technique developed in [16] (Chap. I), the normal trace of any field $\mathcal{F} \in L^2(\Omega)^3$ such that $\text{div} \mathcal{F} \in L^2(\Omega)$ can be defined in $H^{-\frac{1}{2}}(\partial \Omega)$ in the usual way, since one has automatically $H^1(\Omega) \subset L^2_{\alpha}(\Omega)$ (when $\alpha \in [0, 1]$).

Let us finally introduce the spaces of piecewise regular functions, for $s > 0$,

$$PH^s(\Omega) := \{ u \in L^2(\Omega) | u_j \in H^s(\Omega_j), \; j = G, S \},$$

(2.1)

and for $s \in \mathbb{N}^*$

$$PC^s(\Omega) := \{ u \in C(\Omega) | u_j \in C^s(\Omega_j), \; j = G, S \}.$$  

(2.2)

It can be proved, as in [11], that there exists $\alpha_{\text{min}} \in [0, 1]$ such that the space $X_\alpha \cap (PH^4(\Omega))^3$ is dense in $X_\alpha$, for all $\alpha \in [\alpha_{\text{min}}, 1]$. This fundamental property allows one to approximate elements of $X_\alpha$ by discrete, piecewise continuous, Lagrange finite element approximations, when $\alpha$ belongs to $[\alpha_{\text{min}}, 1]$.

**Weighted weak formulation.** Now, let us focus on the original problem governing the electrostatic field. We introduce a coercive bilinear form $a(\cdot, \cdot)$, defined over $X_\alpha$:

$$a(\mathcal{E}, \mathcal{F}) := \int_{\Omega} \text{curl} \mathcal{E} \cdot \text{curl} \mathcal{F} \; d\Omega + \sum_{i=G,S} s_i^d \int_{\Omega_i} w_\alpha \text{div} (\varepsilon \mathcal{E}) w_\alpha \text{div} (\varepsilon \mathcal{F}) \; d\Omega$$

$$+ s_n \langle \varepsilon \mathcal{E} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} \langle \varepsilon \mathcal{F} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0}. $$

Above, $(s_i^d)_{i=G,S}$ and $s_n$ are strictly positive constants, that allow one to stabilize the variational formulation of interest. For instance, one can choose $s_i^d = \varepsilon_i^{-2}$ for $i = G, S$ (see [11]).

**Remark 2.2.** One could also use a mixed approach (with a Lagrange multiplier), as an extra means to capture an even better approximation of the divergence of the field. This topic is discussed for instance in [10].

We then introduce a linear form $\ell(\cdot)$, defined over $X_\alpha$:

$$\ell(\mathcal{F}) := -s_n \mathcal{C}V \langle \varepsilon \mathcal{F} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0}. $$

We now consider the weighted weak formulation below, following [8]:

**Find** $\mathbf{E}^\Omega \in X_\alpha$ such that

$$a(\mathbf{E}^\Omega, \mathcal{F}) = \ell(\mathcal{F}), \; \forall \mathcal{F} \in X_\alpha.$$  

(2.3)

**Proposition 2.3.** $\mathbf{E}^\Omega$ is a solution to (1.1)–(1.6) and (1.8) if and only if $\mathbf{E}^\Omega$ is a solution to the weak form (2.3).

In either case, $\mathbf{E}^\Omega$ can be written as in (1.7).

**Proof.** We easily have that if $\mathbf{E}^\Omega$ is a solution to (1.1)–(1.6) and (1.8), it implies in turn that $\mathbf{E}^\Omega$ is a solution to (2.3).

---

5The problem is due to the presence of the triple line. So, one uses a localization argument, with the help of a truncation function, to reduce the problem to a neighborhood of the triple line. The result has then been obtained in [11]. In addition, we note that “explicit” computations can be carried out to characterize $\alpha_{\text{min}}$, with respect to the contrast $\varepsilon_G/\varepsilon_S$, the contact angle, and the geometry of the triple line (see Sect. 2.3).
For the reciprocal assertion, let’s suppose that \( \mathbf{E}^\Omega \) is a solution to (2.3). Then \( \mathbf{E}^\Omega \in \mathcal{X}_\alpha \). Next, let us take \( \mathcal{F} = \mathbf{E}^\Omega + \nabla \chi_0^\Omega \) so that \( \mathcal{F} \in \mathcal{X}_\alpha \). Indeed \( \nabla \chi_0^\Omega \) belongs to \( \mathcal{X}_\alpha \), since it is such that:

- \( (\varepsilon \nabla \chi_0^\Omega \times \mathbf{n})|_{\Gamma_0 \cup \Gamma_L} = 0 \);
- \( \varepsilon \nabla \chi_0^\Omega \cdot \mathbf{n} = 0 \) in \( L^2(\Omega) \);
- \( \text{curl} (\nabla \chi_0^\Omega) = 0 \) in \( L^2(\Omega)^3 \).

The weighted weak formulation applied to the test-function \( \mathcal{F} \) gives:

\[
\int_\Omega |\text{curl} \mathbf{E}^\Omega|^2 \, d\Omega + \sum_{i=G,S} s_i^i \int_{\Omega_i} (w_n \text{div} (\varepsilon \mathbf{E}^\Omega))^2 \, d\Omega + s_n (\langle \varepsilon \mathbf{E}^\Omega \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} + \mathcal{C}V)) (\langle \varepsilon \mathbf{E}^\Omega + \varepsilon V \nabla \chi_0^\Omega \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} - \mathcal{C}V) = 0.
\]

But by definition of \( \mathcal{C} \) and \( \chi_0 \), we know that:

\[
\langle \varepsilon V \nabla \chi_0^\Omega \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} = \mathcal{C}V.
\]

The expression (2.4) then becomes:

\[
\int_\Omega |\text{curl} \mathbf{E}^\Omega|^2 \, d\Omega + \sum_{i=G,S} s_i^i \int_{\Omega_i} (w_n \text{div} (\varepsilon \mathbf{E}^\Omega))^2 \, d\Omega + s_n (\langle \varepsilon \mathbf{E}^\Omega \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} + \mathcal{C}V)^2 = 0.
\]

which yields (as by definition \( \text{div} (\varepsilon \mathbf{E}^\Omega) \) belongs to \( L^2(\Omega)^3 \)):

\[
\begin{cases}
\text{curl} (\mathbf{E}^\Omega) = 0 \text{ in } L^2(\Omega)^3; \\
\text{div} (\varepsilon \mathbf{E}^\Omega) = 0 \text{ in } L^2(\Omega); \\
\langle \varepsilon \mathbf{E}^\Omega \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} = -\mathcal{C}V.
\end{cases}
\]

So, it follows from the first two lines that \( \mathbf{E}^\Omega \) is governed by (1.1)–(1.6), and furthermore it fulfills (1.8) according to the last line. This ends the proof. \( \square \)

As \( \ell(\cdot) \) is continuous, and as the bilinear form \( a(\cdot, \cdot) \) is continuous and coercive for the norm in \( \mathcal{X}_\alpha \), one recovers the well-known result below.

**Proposition 2.4.** There exists one and only one solution to (1.1)–(1.6) and (1.8).

As we noticed earlier, this solution writes as in (1.7). But, in Section 2.2, we provided a new approach for the characterization of the electrostatic field \( \mathbf{E}^\Omega \) (compared to [15]).

### 2.3. Approximation

**Value of \( \alpha_{\text{min}} \).** According to Section 1.3, we know that the contact angle at the triple line is equal to Young’s angle \( \theta_Y(s) \) (see Fig. 6 and (1.34)).

From [11], we deduce that:

\[
\alpha_{\text{min}} = 1 - \nu_Y^\text{min}, \quad \text{with } \nu_Y^\text{min} := \min_{s \in [0, l]} \nu_Y(s)
\]

where \( \forall s \in [0, l] \), \( \nu_Y(s) \) is the unique solution in \( [0, 1] \) to the equation (see Eq. (1.29)):

\[
\varepsilon_S \tan(\nu_Y(s)(\pi - \theta_Y(s))) = -\varepsilon_G \tan(\nu_Y(s)(\pi)).
\]

**Remark 2.5.** \( \nu_Y \) is a continuous function due to the continuity requirement on surface tension coefficients.

In the special settings we are considering, i.e. in the case where one angle value is equal to \( \pi \), one can prove the important result below (see [28] (Chap. 2)).

\[
\varepsilon_S \tan(\nu_Y(s)(\pi - \theta_Y(s))) = -\varepsilon_G \tan(\nu_Y(s)(\pi)).
\]
Proposition 2.6. For all $s \in [0, l_f]$, for all values of the triple $(\varepsilon_S, \varepsilon_G, \theta_Y(s))$, there holds $\nu_Y(s) \in ]1/2, 1[$.

As a consequence, we have always $\alpha_{\text{min}} \in ]0, 1/2[$ and we consider from now on some $\alpha \in ]\alpha_{\text{min}}, 1[$.

**Discrete problem.** Let $(\mathcal{N}_h)_h$ be a family of meshes of $\Omega$, which are either made of tetrahedra, or of hexahedra. For a given mesh, the (possibly curved) volumes are called $(K_l)_l$, and the meshsize $h$ is equal to $h = \max_{K_l \in \mathcal{N}_h} h_l$, where $h_l$ is the diameter of the element $K_l$.

Let $k \geq 1$. For all $h$, we introduce the discretization space$^6$:

(tet. mesh) $\mathcal{X}_{h,k} := \left\{ \mathcal{F}_h \in \mathcal{X}_\alpha \cap \left( \text{PH}^1(\Omega) \right)^3 \right\}$

(hex. mesh) $\mathcal{X}_{h,k} := \left\{ \mathcal{F}_h \in \mathcal{X}_\alpha \cap \left( \text{PH}^1(\Omega) \right)^3 \right\}$.

In other words, we are working with continuous Lagrange finite elements over $\Omega_G$ and $\Omega_S$, with matching conditions at $\Gamma_{GS}$: the tangential components of the discrete fields are continuous, whereas their normal component jumps, according to the ratio $\varepsilon_G/\varepsilon_S$.

Also, we have to consider an approximate right-hand side:

$\ell_h(\mathcal{F}_h) := -s_n C_h V(\varepsilon \mathcal{F}_h \cdot n, 1)_{\Gamma_0}$.

Indeed, the one-by-one capacitance matrix on the domain $\Omega$ is not known exactly. For instance, one can use $P_m$ (or $Q_m$) Lagrange finite elements to approximate $\chi_0^\Omega$, and then compute

$C_h = \int_{\Omega} \varepsilon \nabla \chi_0^h \cdot \nabla \chi_0^h d\Omega$.

The discrete problem is thus given by:

Find $\mathbf{E}_h^\Omega \in \mathcal{X}_{h,k}$ such that

$a(\mathbf{E}_h^\Omega, \mathcal{F}_h) = \ell_h(\mathcal{F}_h), \forall \mathcal{F}_h \in \mathcal{X}_{h,k}$.

The discrete problem has a unique$^7$ solution in $\mathcal{X}_{h,k}$. One can also establish estimates on the rate of convergence of the method.

---

$^6$Numerical analysis in the case of curved boundaries is not available, however a series of numerical experiments carried out in [14] showed that the standard numerical analysis (case of plane faces) is valid when $k \leq 5$.

$^7$Thanks to standard convergence theory, we have $\lim_{h \to 0} \| \mathbf{E}^\Omega - \mathbf{E}_h^\Omega \|_{\mathcal{X}_\alpha} = 0$. 

---

**Figure 6.** Section of the drop.
Proposition 2.7. The worst case estimate between the exact and computed fields takes the form:

$$\forall \eta > 0, \exists C_\eta, \|E^\Omega - E^\Omega_h\|_{\chi_a} \leq C_\eta h^{\alpha - \alpha_{\text{min}} - \eta}. \quad (2.5)$$

Classically, this estimate can be improved, if one uses (locally) refined meshes, near the triple line.

Proof. The error estimate is obtained with the help of the first Strang lemma (cf. Thm. 26.1 of [12]). More precisely, one has to evaluate two terms: a consistency error on the right-hand side, and an approximation error on the field.

First, one has to bound the consistency error on the right-hand side, namely

$$\text{Err}^h_{\text{cons}} := \sup_{F_h \in \mathcal{A}_{h,k}} \frac{|(F_h) - \ell_h(F_h)|}{\|F_h\|_{\chi_a}}.$$  

Clearly, one has $$\text{Err}^h_{\text{cons}} \leq C \, s_n \, V \, |C - C^h|,$$ with $$C$$ independent of $$h$$. So, estimating the consistency error amounts to estimating the approximation error $$\|\chi_0^\Omega - \chi_0^h\|_{H^1(\Omega)}$$. One finds

$$\forall \eta > 0, \exists C_{\eta,c}, \|\chi_0^\Omega - \chi_0^h\|_{H^1(\Omega)} \leq C_{\eta,c} \, h^{\sigma - 1 - \eta}, \quad (2.6)$$

where $$\sigma$$ is defined as the minimum singularity exponent of the Dirichlet problem with operator $$\text{div} (\varepsilon \nabla \cdot)^8$$. Interestingly, Costabel and Dauge in [13] remarked that there holds $$\sigma = \nu^\text{min} + 1 = 2 - \alpha_{\text{min}}$$, so that the right-hand side of (2.6) is actually bounded by $$C_{\eta,c} \, h^{1 - \alpha_{\text{min}} - \eta}$$. One concludes that

$$\forall \eta > 0, \exists C_{\eta,c}, \text{Err}^h_{\text{cons}} \leq C_{\eta,c} \, h^{1 - \alpha_{\text{min}} - \eta}. \quad (2.7)$$

Second, one has to study the approximation error,

$$\text{Err}^h_{\text{approx}} := \inf_{F_h \in \mathcal{A}_{h,k}} \|E^\Omega - F_h\|_{\chi_a}.$$  

We follow [13], taking into account that we are dealing with a “composite” domain $$\Omega$$ in the same sense as in [11].

The field $$E^\Omega$$ is decomposed into a piecewise regular part and a singular part written as a gradient of a scalar, more precisely (see [11]):

$$E^\Omega = E^\Omega_R + \nabla \varphi^\Omega$$

with $$E^\Omega_R \in \mathcal{X}_a \cap PH^1(\Omega)$$ and $$\varphi^\Omega \in H_a$$ where $$H_a := \{ \varphi \in H^1(\Omega), \nabla \varphi \in \mathcal{X}_a \}$$. Moreover, this splitting is continuous. In other words:

$$\left( \|E^\Omega_R\|_{PH^1(\Omega)} + \|\varphi^\Omega\|_{H^1(\Omega)} + \|\text{div} \, \varepsilon \nabla \varphi\|_{0,a} \right) \leq C \|E^\Omega\|_{\chi_a},$$

with $$C$$ independent of the field $$E^\Omega$$. Furthermore, due to the geometry of the domain, there holds\(^9\)

$$E^\Omega_R \in \bigcap_{s < 1 + \nu^\text{min}} (PH^s(\Omega))^3 \text{ and } \varphi^\Omega \in \bigcap_{s < 1 + \nu^\text{min}} PH^s(\Omega).$$

\(^8\)If one introduces the usual space $$H^1_{0}\left(\Omega\right) := \{ \phi \in H^1(\Omega) | \phi|_{\partial \Omega} = 0 \}, \sigma$$ is such that:

$$\{ \phi \in H^1_{0}\left(\Omega\right) | \text{div} (\varepsilon \nabla \phi) \in L^2(\Omega) \} \subset \bigcap_{s < \sigma} PH^s(\Omega),$$

$$\{ \phi \in H^1_{0}\left(\Omega\right) | \text{div} (\varepsilon \nabla \phi) \in L^2(\Omega) \} \not\subset PH^s(\Omega).$$

\(^9\)The situation is, in a way, simpler than in [13]. Indeed, due to the absence of reentrant corners on the boundary of the domain and on the interface $$\Gamma_{GS}$$, the limiting regularity exponents are automatically identical for $$E^\Omega_R$$ and for $$\varphi^\Omega$$. 

To obtain error approximation, one needs assumptions similar to those of [13]:

(a) $X_{h,k}$ has a good approximation property for the regular part of $E$ i.e.: 
\[ \forall \eta > 0, \exists C_\eta > 0, \forall h > 0, \exists F_h \in X_{h,k}, \]
\[ \| F - F_h \|_{PH^1(\Omega)} \leq C_\eta h^{\nu_{\min} - \eta}. \]

(b) There exists gradients in $X_{h,k}$, i.e. there exists a space $\Phi_h \neq \{0\}$ such that:
\[ \text{grad} \Phi_h \subset X_{h,k}. \]

(c) This space has a good approximation property for the gradient part $\nabla \varphi^\Omega$. 
\[ \forall \eta > 0, \exists C_\eta > 0, \forall h > 0, \exists \varphi_h \in \Phi_h, \]
\[ \| \varphi^\Omega - \varphi_h \|_{H^1(\Omega)} + \| \text{div} \varepsilon \nabla \varphi^\Omega - \text{div} \varepsilon \nabla \varphi_h \|_{0,\alpha} \leq C_\eta h^{\alpha + \nu_{\min} - 1 - \eta}. \]

Then the error estimate follows (recall that $\alpha_{\min} = 1 - \nu_{\min}$):
\[ \inf_{F_h \in X_{h,k}} \| E^\Omega - F_h \|_{X_{\alpha}} \leq C_\eta h^{\alpha - \alpha_{\min} - \eta}. \]

Let us consider assumption (a). If $\Pi_h$ denotes the standard interpolation operator for $P_k$-Lagrange finite elements, and if $F \in X_{\alpha} \cap PH^{k+1}(\Omega)$ then $\Pi_h F \in X_{h,k}$. Indeed due to the property of the interpolation operator, if $F$ verifies transmission conditions at $\Gamma_{GS}$, so does $\Pi_h F$. The same holds for boundary conditions. Then (a) is a standard consequence of well-known error estimates.

To ensure assumption (b), one should take a $C^1$-conforming finite element family. More precisely, we are then looking for finite element spaces $\Phi_h$, with corresponding polynomial space $P_l$ ($1 \leq l \leq k + 1$) and global interpolant $\bar{\Pi}_h$ such that:
\[ \Phi_h \subset PC_{C^1}(\bar{\Omega}) \cap H_\alpha \quad \text{and} \quad \forall \varphi \in PH^{k+1}(\Omega) \cap H_\alpha, \bar{\Pi}_h \varphi \in H_\alpha; \]
(2.8) a classical local approximation property holds for all $K \in T_h$.

(The latter property is understood in the sense of almost-affine finite element, as introduced in Chap. 7 of [12].)

With these hypotheses, one can prove an analogue of the estimate obtained in Proposition 8.3 of [13] in terms of piecewise singular fields with transmission conditions and then obtain estimate (c). Since the method of proof used in [13] carries over to composite domains, it will not be detailed here.

It remains to give examples of such Finite Element spaces $\Phi_h$.

- For tetrahedra-based methods: The technique is obtained by constructing macroelements. The trivariate (Hsieh-)Clough-Tocher is one example. It consists of piecewise quintic polynomial on each tetrahedron (for details see [1]). The drawback of this construction is that the interpolator operator is only defined for $C^2$ data. The degrees of freedom are indeed defined by values of the field, the normal derivative and the Hessian of the field at points of the tetrahedron. By unisolvance, this implies that transmission conditions and boundary conditions are preserved by the interpolator for a sufficiently smooth data and this yields the hypothesis (2.8). Furthermore the local approximation property is verified. This validates the use of $X_{h,k}$, for $k \geq 4$.

However in a recent article by Sorokina and Worsey [30] (see also [33]) one can find a $C^1$ piecewise quadratic interpolant with optimal approximation property. Due to the construction of the interpolant (which takes values of the data and its gradient at the vertices), if the data verifies transmission conditions (boundary conditions respectively) then the interpolate verifies it also. This validates the use of $X_{h,k}$, for $k \geq 1$.
For hexahedra-based methods: To our knowledge, examples of $C^1$-conforming finite element families are available in 2D only. One can mention the Bogner-Fox-Schmit rectangle ($Q_3$ local approximation) and the Fraeijs de Veubeke-Sander quadrilateral ($Q_2$ local approximation) (see [12]). In 2D, this validates the use of $X_{k,h}$ for $k \geq 2$.

Using that $\alpha_{min} = 1 - \nu_{Y}^{min}$, one concludes that

$$\forall \eta > 0, \exists C_{h,c}, \text{Err}^h_{approx} \leq C_{h,c} h^{\alpha - \alpha_{min} - \eta}.$$  \hfill (2.9)

Since $\alpha < 1$, the right-hand side of (2.7) is negligible, compared to the right-hand side of (2.9), so the conclusion follows.

Approximation of the normal trace. Along the same lines as in Remark 2.1, one notes that, by the continuity of the trace mapping on $\partial \Omega$, the error estimate (2.5) yields:

$$\|\varepsilon E^\Omega \cdot n - \varepsilon E^\Omega_h \cdot n\|_{H^{-\frac{1}{2}}(\partial \Omega)} \leq C_{\eta} h^{\alpha - \alpha_{min} - \eta}.$$  \hfill (2.10)

Id est, we have at our disposal a continuous approximation of the normal trace of the field, that converges in the $H^{-\frac{1}{2}}(\partial \Omega)$-norm. Following [28], one could extend the 2D calculus to derive an ODE that describes more precisely the shape of the drop near the triple line. Indeed, this ODE uses mainly the evaluation of the normal trace (near the triple line). With the weighted approximation, an improved reconstruction algorithm of the shape of the drop could thus be proposed and investigated in 3D settings.

2.4. Other choices to approximate the electrostatic field

We review several alternate possibilities to compute the field.

$H^1$-conforming approximation of the electrostatic potential. This is the approach previously investigated by Scheid in [28] in 2D geometries: satisfactory results have been obtained. In principle, it is also usable in 3D geometries. Nonetheless, as we mentioned already, the main drawback of this method is that it does not converge numerically without the Singular Complement Method (mesh refinement is not enough). And, in a 3D non-convex geometry, we know from [18] that the SCM is not as efficient as it is in 2D. This may be caused by the fact that one approximates the potential, whereas the quantity of interest is the field, its gradient.

Different choice of applied potentials. One could choose to apply the potential $V$ on $\Omega_L$, and 0 on $\Gamma_0$, resulting in the same applied voltage $V$. Then, to characterize $E^\Omega$, one has to evaluate

$$\int_{\Gamma_L} \varepsilon E^\Omega \cdot n \, d\Gamma.$$  \hfill (2.11)

However, the divergence of the field is controlled in the weighted space $L^2(\Omega)$, with a weight $w_\alpha$ that goes to 0 near the triple line. As a consequence, “integrals” on $\Gamma_L$ need to be handled with special care.

$H(\text{curl}, \Omega)$-conforming approximation. For instance, this is the situation that occurs, if one chooses edge finite elements to compute the field. In this case, one is looking for $E^\Omega \in H_{0,\Gamma_0,\Gamma_L}(\text{curl}, \Omega)$. To enforce the conditions on the divergence (1.2), (1.4) and on the normal trace (1.6), (1.8), one must consider a constrained setting. To that aim, one uses scalar fields of

$$H^\alpha_L(\Omega) := \{ q \in H^1(\Omega) \mid q|_{\Gamma_L} = 0, \ q|_{\Gamma_0} = \text{cst.} \}, \quad \text{with norm } |q|_1 := \|\nabla q\|_0.$$  \hfill (2.12)

With the help of the above mentioned conditions and integrating by parts, one finds

$$\int_{\Omega} \varepsilon E^\Omega \cdot \nabla q \, d\Omega = -\langle \nabla V \rangle q|_{\Gamma_0}, \quad \forall q \in H^\alpha_L(\Omega).$$
Therefore, a field governed by (1.1)–(1.6) and (1.8) satisfies
\[
\begin{cases}
\int_\Omega \text{curl} \mathbf{E} \cdot \text{curl} \mathbf{F} \, d\Omega = 0, & \forall \mathbf{F} \in \mathcal{H}_{0,\Gamma_0\cup\Gamma_L}(\text{curl}, \Omega) \\
\int_\Omega \varepsilon \mathbf{E} \cdot \nabla q \, d\Omega = -(\mathbb{C} V) q|_{\Gamma_0}, & \forall q \in H^1_c(\Omega).
\end{cases}
\tag{2.10}
\]

Now, let us introduce the *mixed* variational formulation:

Find \((\mathbf{E}, p) \in \mathcal{H}_{0,\Gamma_0\cup\Gamma_L}(\text{curl}, \Omega) \times H^1_c(\Omega)\) such that
\[
\begin{cases}
\int_\Omega \text{curl} \mathbf{E} \cdot \text{curl} \mathbf{F} \, d\Omega + \int_\Omega \varepsilon \mathbf{F} \cdot \nabla p \, d\Omega = 0, & \forall \mathbf{F} \in \mathcal{H}_{0,\Gamma_0\cup\Gamma_L}(\text{curl}, \Omega) \\
\int_\Omega \varepsilon \mathbf{E} \cdot \nabla q \, d\Omega = -(\mathbb{C} V) q|_{\Gamma_0}, & \forall q \in H^1_c(\Omega).
\end{cases}
\tag{2.11}
\]

To prove the equivalence between (1.1)–(1.6) and (1.8), and the mixed variational formulation (2.11), one can proceed for instance in two steps.

**Proposition 2.8.** Let \((\mathbf{E}, p)\) be a solution to (2.11), then \(p = 0\).

**Proof.** Since \(p \in H^1_c(\Omega)\), we note that \(\mathbf{F} = \nabla p \in \mathcal{H}_{0,\Gamma_0\cup\Gamma_L}(\text{curl}, \Omega)\): used as a test-field in (2.11), it yields
\[
\int_\Omega \varepsilon |\nabla p|^2 \, d\Omega = 0, \text{ i.e. } p = 0. \tag*{\square}
\]

**Proposition 2.9.** \(\mathbf{E}\) is a solution to (1.1)–(1.6) and (1.8) if, and only if, there exists \(p\) such that \((\mathbf{E}, p)\) is a solution to (2.11).

**Proof.** It is clear that if \(\mathbf{E}\) is a solution to (1.1)–(1.6) and (1.8), then \((\mathbf{E}, 0)\) solves (2.11).

Concerning the reciprocal assertion, let \((\mathbf{E}, p)\) be a solution to (2.11). Then \(p = 0\) according to the previous proposition. Next, using \(\mathbf{F} = \mathbf{E}\) as a test-field in the first line of (2.11), one finds that \(\text{curl} \mathbf{E} = 0\). Whereas, from the second line of (2.11), we infer successively that \(\text{div} (\varepsilon \mathbf{E}) = 0\), \(\mathbf{E} \cdot \mathbf{n}|_{\Gamma_\text{ext}} = 0\) and \(\langle \varepsilon \mathbf{E} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} = -\mathbb{C} V\).

In other words, \(\mathbf{E}\) solves (1.1)–(1.6) and (1.8). \(\square\)

Within the Babuska-Brezzi framework (cf. [4]), one can prove directly that the mixed variational formulation is well-posed.

**Proposition 2.10.** The problem (2.11) is well-posed.

**Proof.** One has to check the inf-sup condition and the coercivity on the kernel, which we recall below.

(i) The inf-sup condition can be written
\[
\exists \beta > 0, \inf_{q \in H^1_c(\Omega) \setminus \{0\}} \sup_{\mathbf{F} \in \mathcal{H}_{0,\Gamma_0\cup\Gamma_L}(\text{curl}, \Omega) \setminus \{0\}} \frac{\int_\Omega \varepsilon \mathbf{F} \cdot \nabla q \, d\Omega}{\|\mathbf{F}\|_{\mathcal{H}(\text{curl}, \Omega)}} \geq \beta. \tag{2.12}
\]

This is achieved simply by taking, for any \(q \in H^1_c(\Omega)\), the test-field \(\mathbf{F} = \nabla q\). The inf-sup condition follows with \(\beta = \min(\varepsilon_G, \varepsilon_S)\).
(ii) Coerciveness of \((\mathcal{F}, \mathcal{F}') \mapsto \int_{\Omega} \text{curl} \mathcal{F} \cdot \text{curl} \mathcal{F}' \, d\Omega\) over the kernel 

\[
K := \left\{ \mathcal{F} \in H_{0, \Gamma_0 \cup \Gamma_L}(\text{curl}, \Omega) \mid \int_{\Omega} \varepsilon \mathcal{F} \cdot \nabla q \, d\Omega = 0, \quad \forall q \in H_1^\varepsilon(\Omega) \right\}.
\]

One checks easily that

\[
K = \left\{ \mathcal{F} \in H_{0, \Gamma_0 \cup \Gamma_L}(\text{curl}, \Omega) \mid \text{div} (\varepsilon \mathcal{F}) = 0, \quad \mathcal{F} \cdot \mathbf{n} |_{\Gamma_{\text{ext}}} = 0, \quad \langle \varepsilon \mathcal{F} \cdot \mathbf{n}, 1 \rangle_{\Gamma_0} = 0 \right\}.
\]

Coercivity follows, according to [15].

As far as numerical approximation is concerned, let us choose for instance the first family of Nédélec’s edge finite elements (cf. [19, 22]) of order 1 for the field and the \(P_1\) Lagrange finite element for the multiplier. Let \((X_{h,1}, Q_{h,1})\) denote the pair of finite element spaces on a given tetrahedral mesh \(T_h\). The discrete mixed problem writes:

Find \((\mathcal{E}_{\Omega}^h, p_h) \in X_{h,1} \times Q_{h,1}\) such that

\[
\begin{aligned}
\int_{\Omega} \text{curl} \mathcal{E}_{\Omega}^h \cdot \text{curl} \mathcal{F}_h \, d\Omega + \int_{\Omega} \varepsilon \mathcal{F}_h \cdot \nabla p_h \, d\Omega &= 0, \quad \forall \mathcal{F}_h \in X_{h,1}, \\
\int_{\Omega} \varepsilon \mathcal{E}_{\Omega}^h \cdot \nabla q_h \, d\Omega &= -(\mathcal{C}_h V) q_h |_{\Gamma_0}, \quad \forall q_h \in Q_{h,1}.
\end{aligned}
\]

(2.13)

It is a famous property that \((X_{h,1}, Q_{h,1})_h\) forms an exact sequence, in the sense that \(\nabla Q_{h,1}\) is a subset of \(X_{h,1}\) for all \(h\). Thanks to this property, one has:

**Proposition 2.11.** Let \((\mathcal{E}_{\Omega}^h, p_h)\) be a solution to (2.13), then \(p_h = 0\).

Thanks again to the Babuska-Brezzi framework [4], one can also prove that the discrete mixed variational formulation is well-posed, and derive error estimates.

**Proposition 2.12.** Problem (2.13) is well-posed. Moreover, the worst case estimate between the exact and computed fields takes the form:

\[
\forall \eta > 0, \exists C_\eta > 0, \quad \| \mathcal{E}^\Omega_{\Omega} - \mathcal{E}_{\Omega}^h \|_{H(\text{curl}, \Omega)} \leq C_\eta h^{1-\alpha_{\min} - \eta}.
\]

(2.14)

Again, this estimate can be improved, if one uses refined meshes near the triple line.

**Proof.** First, to obtain well-posedness, one has to check a uniform discrete inf-sup condition and a uniform coercivity on the discrete kernels, which we recall below.

The uniform discrete inf-sup condition can be written

\[
\exists \beta' > 0, \forall h, \quad \inf_{q_h \in Q_{h,1} \setminus \{0\}} \sup_{\mathcal{F}_h \in X_{h,1} \setminus \{0\}} \frac{\int_{\Omega} \varepsilon \mathcal{F}_h \cdot \nabla q_h \, d\Omega}{\| \mathcal{F}_h \|_{H(\text{curl}, \Omega)} \| q_h \|_{1}} \geq \beta'.
\]

(2.15)

This is achieved simply by taking, for any \(q_h \in Q_{h,1}\), the test-field \(\mathcal{F}_h = \nabla q_h\). The uniform discrete inf-sup condition follows with \(\beta' = \min(\varepsilon_G, \varepsilon_S)\).

---

\(^{10}\) For higher order approximations of the field, we refer the interested reader to the illuminating Mémoire d’Habilitation à Diriger les Recherches of Rapetti, see [27].
Uniform coerciveness of \((F_h, F_h') \mapsto \int_\Omega \nabla F_h \cdot \nabla F_h' \, \mathrm{d}\Omega\) over the kernels

\[ K_h := \left\{ F_h \in X_h, 1 \mid \int_\Omega \varepsilon F_h \cdot \nabla q_h \, \mathrm{d}\Omega = 0, \forall q_h \in Q_h, 1 \right\}. \]

This property is much more delicate to prove: we refer to [7] (Thm. 3.5) for the desired result. Well-posedness of problem (2.13) is achieved.

The error estimate then follows from Proposition 2.16, Chapter II of [4]. If one recalls that \(p = 0\), it writes,

\[
\| E^\Omega - E^\Omega_h \|_{\mathcal{H}(\text{curl}, \Omega)} \leq C \inf_{F_h \in X_h, 1} \| E^\Omega - F_h \|_{\mathcal{H}(\text{curl}, \Omega)} + Err^h_{\text{const}}
\]

where \(C > 0\) is independent of \(h\), and \(Err^h_{\text{const}}\) is a consistency error estimate (compare the right-hand sides of (2.11) and (2.13)).

Then, one concludes by using some approximation results for the first family of Nédélec’s finite elements. One knows that \(E^\Omega \in \mathcal{H}(\text{curl}, \Omega)\) and from Section 2.3, that

\[ E^\Omega \in PH^s(\Omega)^3 \text{ for } i = G, S, \text{ for all } s < 1 - \alpha_{\text{min}}. \]

Since \(1 - \alpha_{\text{min}} > 1/2\) (see Prop. 2.6 and the definition of \(\alpha_{\text{min}}\)), one can use again Theorem 3.5 of [7], to get

\[
\forall \eta > 0, \exists C_\eta > 0, \inf_{F_h \in X_h, 1} \| E^\Omega - F_h \|_{\mathcal{H}(\text{curl}, \Omega)} \leq C_\eta h^{1 - \alpha_{\text{min}} - \eta}.
\]

The consistency error being of the same type as in Section 2.3, \(Err^h_{\text{const}}\) is bounded as in (2.7), and the conclusion follows.

\[\Box\]

3. Conclusion

We presented new ways for characterizing the electrostatic field within the electrowetting framework. We also provided some possible discretizations, based on those characterizations. This paves the way to accurate numerical experiments in realistic 3D configurations. The rate of convergence is higher for edge finite elements than for continuous Lagrange finite elements: compare \(h^{1 - \alpha_{\text{min}}}\) to \(h^{\alpha - \alpha_{\text{min}}}\), with \(\alpha < 1\). Note however, that since \(\alpha\) can be chosen as close to one as desired, the two convergence rates can become equivalent. In the case of edge finite elements, this requires the addition of a (vanishing) Lagrange multiplier, resulting in a mixed setting. But while the error estimate is only valid in terms of the \(\mathcal{H}(\text{curl}, \Omega)\) norm for edge finite elements, the estimate obtained for continuous Lagrange finite elements is valid in the \(X_\alpha\) norm. The added feature is that it allows one to control the divergence of the field in the weighted \(L^2_\alpha\) norm. As a by-product, one obtains an accurate approximation (in \(H^{-\frac{1}{2}}(\partial\Omega)\)-norm) of the normal trace (times \(\varepsilon\)) at the triple line. This is an important intermediate result to derive an improved reconstruction algorithm for the electrowetting in 3D.
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