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REGULARITY OF THE MULTI-CONFIGURATION TIME-DEPENDENT
HARTREE APPROXIMATION IN QUANTUM MOLECULAR DYNAMICS*

OTHMAR KocH! AND CHRISTIAN LUBICH!

Abstract. We discuss the multi-configuration time-dependent Hartree (MCTDH) method for the
approximation of the time-dependent Schrédinger equation in quantum molecular dynamics. This
method approximates the high-dimensional nuclear wave function by a linear combination of products
of functions depending only on a single degree of freedom. The equations of motion, obtained wvia
the Dirac-Frenkel time-dependent variational principle, consist of a coupled system of low-dimensional
nonlinear partial differential equations and ordinary differential equations. We show that, with a
smooth and bounded potential, the MCTDH equations are well-posed and retain high-order Sobolev
regularity globally in time, that is, as long as the density matrices appearing in the method formulation
remain invertible. In particular, the solutions are regular enough to ensure local quasi-optimality of
the approximation and to admit an efficient numerical treatment.
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INTRODUCTION

This paper deals with an approach to the approximate solution of the time-dependent Schrodinger equation

N
i— =H 1
Vot & S
where the wave function v = w(z(l), I CON t) depends on the spatial coordinates (®) € R? of d particles, and
on time ¢. In atomic units, the Hamiltonian is given by
LA LEPNG (1) (d)
H=T+V=——"AD_..._ _~ A —|—V(x " ) 2)
2m1 2md

where in the kinetic energy operator T, the Laplacian A®) is with respect to the spatial coordinates of the kth
particle of mass my. The real potential V' acts as a multiplication operator. We will assume that V is smooth
and bounded.
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The applications we have in mind are models from quantum molecular dynamics, where the particles are
distinguishable nuclei moving in a potential given by an electronic energy surface, according to the Born-
Oppenheimer approximation to the full molecular Schrodinger equation. The extension to non-adiabatic sys-
tems, in the presence of conical intersections of potential energy surfaces, is accommodated by considering
vector-valued wave functions with components corresponding to different electronic states, and matrix-valued
potentials coupling the electronic states; see [2,11]. The assumption of a smooth and bounded potential is
usually a reasonable modelling assumption in these applications.

For such problems of molecular dynamics, the multi-configuration time-dependent Hartree (MCTDH) method
has been put forward by H.-D. Meyer and coauthors in [3,4,20,21] and further references therein. It has been
used with great success for computational wavepacket propagation in a variety of chemical situations such as
photodissociation and reactive scattering, for problems involving 6 to 24 nuclear degrees of freedom and one
or several electronic states; see, e.g., [23]. In the MCTDH approach, the wave function is approximated by a
linear combination of Hartree products, that is, of products of functions each depending on the coordinates of
only a single particle, or of a single degree of freedom. The Dirac-Frenkel time-dependent variational principle
yields equations of motion for the single-particle functions and the coefficients in the linear combination of the
Hartree products. The MCTDH method thus replaces the high-dimensional linear Schrodinger equation by a
system of low-dimensional nonlinear partial differential equations and ordinary differential equations and in this
way makes the problem computationally tractable.

In this paper we study the nonlinear equations of motion of the MCTDH approach. For initial data in the
Sobolev space H? of functions that are square integrable together with all their first and second-order partial
derivatives, we show that a unique solution to the MCTDH equations exists in H? as long as the core tensor of
the method is of full rank, or equivalently, as long as the density matrices of the method remain nonsingular.
Our arguments also yield H? Lipschitz continuous dependence of the solution on the initial data. The global
regularity and well-posedness result extends to H™ for arbitrary m > 2 and to higher temporal regularity
if the initial data is in H™ and the potential is sufficiently smooth. The modified MCTDH equations with
regularised density matrices have solutions in H™ for all times. The regularity has important consequences for
the approximation properties of the approach:

e In [18], the H? regularity is essential for showing quasi-optimality in the sense that the error of the
variational approximation is bounded by a (time-dependent) multiple of the distance of the exact wave
function to the approximation manifold.

e The second-order convergence of the variational splitting numerical time integration scheme of [17]
depends on H? spatial regularity of the solution. Second and higher order space discretisations require
regularity in H™ with m > 2.

In Section 1, we give a mathematical description of the MCTDH method, and in Section 2 we state our results
concerning well-posedness and regularity of the MCTDH equations, which are proven in Section 3. Finally,
Section 4 concludes the paper with further remarks.

Let us mention some mathematical works treating related models and problems: Bove et al. [5,6] and Chadam
and Glassey [9] study the global existence of solutions to the (single-configuration) time-dependent Hartree-
Fock equations under varying assumptions on the potential. Friesecke [14] proves the existence of ground state
solutions for the (stationary) multiconfiguration self-consistent field equations with Coulomb potential, and
Lewin [16] studies excited states for these equations.

1. THE MCTDH METHOD

In the MCTDH method [4,21], the multi-particle wave function 1 is approximated by a linear combination
of Hartree products, that is, for x = (I(l), I ACR

U(a,t) = ulzt) =Y ay®) i@ )= > a0 60 @D, g\ (@D 1), (3)
J

(J1se-da)
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Here, the multi-indices J = (j1,...,jq) vary for jr = 1,...,ng, k=1,...,d, the a;(¢) are complex coefficients
depending only on ¢, and the single-particle functions d)y;) (:L'(k),t) depend on the coordinates z(®) of a single
particle and on time ¢. This is a model reduction analogous to low-rank approximation of matrices, where a
large system matrix is replaced by a linear combination of rank-1 matrices v ® w.

The Dirac-Frenkel time-dependent variational principle [10,13] is used to derive differential equations for the
coefficients a; and the single-particle functions qbg-f). We first recall this variational approximation procedure in
its abstract form and then turn to the MCTDH approximation manifold and the MCTDH equations of motion.

1.1. The Dirac-Frenkel variational approximation principle

The abstract setting is that of the time-dependent Schrodinger equation

iy, w0 =, (@)
where the Hamiltonian H is a self-adjoint linear operator on a complex Hilbert space H with inner product (-|-)
and norm || - ||. Let M C H be a manifold on which an approximation to the wave function (t) should lie, and
let 7, M denote the tangent space at u € M (i.e., the closed real-linear subspace of H formed of the derivatives
of all paths on M passing through u, or in physical terminology, the space of admissible variations). We
assume that 7, M is in fact complex linear, i.e., with du € 7, M also idu € 7, M. The Dirac-Frenkel principle
determines the approximate wave function t — u(t) € M from the condition [10] that the time derivative should
satisfy, at every time t,

duv 1
<5u‘afYHu>:0 for all du € T, M. (5)

Since we assume 7, M to be complex linear, this condition remains unchanged if only the real part or only the
imaginary part is taken. This leads to two different interpretations:

1) Taking the real part yields the interpretation as an orthogonal projection: with the orthogonal projection
P(u) : H — T,M given by Re (du | P(u)p) = Re (du| ¢) for all du € 7, M and ¢ € H, condition (5) amounts to
projecting the vector field at u to the tangent space at wu,

du 1

— = P(u)-Hu. 6

W pu) ! Hu ©)
It follows (see [13], p. 253, and [19]) that du/dt is the solution of the minimisation problem to choose

du . 1
S = ang min |0~ < Hul. (7)

The interpretation as an orthogonal projection is essential for showing quasi-optimality of the variational ap-
proximation [18]. Taking the real part in (5) also yields that conserved quantities of the Schrédinger equation
are preserved if they map into the tangent space: if a self-adjoint operator A commutes with the Hamiltonian H
and if Au € T,M for all u € M, then (u(t)|Alu(t)) = Const.; see [12]. In particular, taking A as the identity

operator shows that for manifolds with « € 7, M (which is the case if, with u € M, also scalar multiples of u
are in M), there is conservation of norm, ||u(t)|| = Const.; see also [4].

2) Taking the imaginary part yields the interpretation as a symplectic projection: consider the symplectic
two-form on H given by w(§,n) = Im(£|n). The complex linearity of 7, M ensures that M is a symplec-
tic submanifold of H, that is, the symplectic two-form w is non-degenerate. With the symplectic projection
IM(u) : H — 7, M given by w(du,II(u)p) = w(du, ¢) for all du € T, M and ¢ € H, taking the imaginary part in
condition (5) amounts to

. du
i = II(uw)Hu. (8)
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It then follows that the differential equations in coordinates on M become a non-canonical Hamiltonian sys-
tem [12,24]. As a consequence, the symplectic two-form w restricted to the tangent space is conserved along the
flow, and the total energy (u(t)|H|u(t)) is conserved. (The latter is also seen directly by choosing du = du/dt
in (5) and taking the imaginary part.)

We finally note that, from a numerical analysis viewpoint, condition (5) can be seen as a Galerkin condition
on the solution-dependent tangent space 7, M.

1.2. The MCTDH approximation manifold

The MCTDH method determines approximations to the wave function that, for every time ¢, lie in the set

M= {u € L2(RP): u= Z‘“ ¢ @@ with a;eC, ¢ e LQ(RDk)} 9)

with multi-indices J = (j1,...,Jq) ranging over jr = 1,...,ng, and the total dimension D = Dy + -+ + Dg.
This set M is not a manifold, but as we now explain, M contains a dense subset M that is a manifold and is
characterised by a full-rank condition.

A difficulty lies in the fact that the representation of u € M by coefficients a = (as); and single-particle

functions ¢ = ((gﬁy:)) jr.k 1s not unique. In fact, the change of variables

(), 509 _ ™ gl 00
¢ jk - Z S]kﬁlk(blk ’ (10)
=1
ni nd
ag—ay=3 - 3 (Sl (SO (1)
=1 ig=1
defines the same function « for any choice of nonsingular matrices S, ..., S@ . We may, however, assume

that the (b;l:) corresponding to the same particle k are orthonormal:
@) =G0 dmle =10, k=1,....d (12)

(where 0, ;, is Kronecker’s delta). This still does not make the representation unique, but by associating a
particular representation (a, ¢) to a selected point u € M, we now aim at finding a uniquely determined nearby
representation for nearby points on M. Consider a differentiable path ¢ — (a(t), ¢(t)) representing a path u(t)
on M. Then, the derivative du = 1(0) is of the form

Su = Z Sa; @+ Z Z 3 it (13)

k=1 jr=1

with the Hartree products ®; = ®Z:1 qbg-f) and with the single-hole functions

MNk—1 Nk41

W= =3 Z S S @ (14)

Ji=1 —1=1jp41=1 ja=1 {#£k

where the superscript (k) on the inner product indicates that the L? inner product is taken only with respect
to the variable z(¥), leaving a function depending on all the other variables z(©) with ¢ # k. Conversely, the da s
are uniquely determined by du and (a, ¢) if we impose the orthogonality constraint

< (k)|5¢(k)> 7 jk;lk:]-a"'7nka k:]-a"'7da (15)
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which together with (12) implies
(50‘,] = <q)] |5U>

Taking the inner product of (13) with %(f) then gives

—k)

S ol a8 = (42| - L @) (16)
Je=1
with the hermitian, positive semi-definite density matrices
k n . k k k
p(k) (pgkv)Jk)’L:,_]k 1 given by pgka)]k = < ( )|w](k)> (17)

The superscript (—k) indicates that the L? inner product is taken over all variables except z®) | leaving a
function depending on z(®). The orthonormality relations (12) allow us to express the entries of the density
matrices in terms of the coeflicients a ;:

MNk—1 Nk41

pgf,)]k Z Z Z Za’]h Ik —150k s Jk+15e- Ja 1, da (18)

Ji=1 Jk—1=1jk+1=1 Jja=1

The 5(;5;-::) are thus uniquely determined from (16), and depend L2-continuously on du, under the full-rank
condition that

p*) is an invertible matrix for each k =1,...,d. (19)

(In view of (18), a necessary condition for this property is nr <[], ne.)

With the above construction of the da; and 5(;5;]:), we obtain local charts on
M = {u € LX(RP): u= Zam ® - ®¢? with ayeC, ¢\ € L*(RP")
satisfying the orthonormality constraints (12) and the full-rank condition (19)}, (20)

making this set an infinite-dimensional manifold, for which the tangent space at u € M consists of the el-
ements du of the form (13). The MCTDH method is obtained by using the Dirac-Frenkel principle on this
approximation manifold M.

We remark that in differential-geometric terminology, the mapping 7 : (a,¢) — u = > a;®; is a principal
bundle with fiber given by the group GL(n1) x --- x GL(ng). The above construction yields a local section
o:u— (a,).

1.3. The MCTDH equations of motion

Using the Dirac-Frenkel principle on the approximation manifold M of (20) and imposing, in view of (15),
additional orthogonality constraints on the time derivatives of the single-particle functions ¢§IZ) (:c(k) ,1),

(ol

3¢lk ‘
- >:o, £>0, jede=1..np k=1,....d, (21)
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yields a system of coupled ordinary and partial differential equations for the coefficients and single-particle
functions, rigorously derived in [4,21] under the implicit assumption that a sufficiently regular solution exists:

~da
il = D (®HE)ax, V), (22)
K
¢(k) (k) (k)
875 = Z Z ]kmk rrlf2|H|wlk >(ﬁk)¢lk ) jk:]-a"'7nk7 k:].,...,d, (23)

mrp=11=1

where the Hartree products @, the single-hole functions wl(f), and the density matrices p(¥) are defined as in
Section 1.2, where the superscript (—k) on the inner product indicates that the inner product is over all variables

except (), and where P is the orthogonal projector onto the space spanned by d)(lk), ceey %k,c),
k k
Pk, = Z ¢( )< ( )|(p>(k).
Jr=1

The choice of the constraint (21) is not mandatory. The orthonormality constraints (12) imply only the weaker

condition
k) | 49 (k) w | 991,
k p—
<¢]’f O, > < ‘(’b > + <¢j’“ ot > 0. (24)
In fact, any constraint of the form
6¢(k)
k I . (k k :
<¢§-k> a—;> =—i(¢MGP ), t20, jrlk=1,...,n k=1,....d, (25)

with self-adjoint operators G*) serves to define a unique solution satisfying the orthonormality constraints (12).
The formulation of the differential equations in case of general self-adjoint operators G*) is given in [4]. Chang-
ing the constraint operators G*) — G*) in (25) generates a transformation (10), (11) where the time-dependent
matrices S¥) () satisfy (see [8])

k k k)|~ k
S = FWSM — where F® = (F¥ ) with F5) = (¢{" |G® — GP) | g{M). (26)

Lt

For given qby:), this system of linear ordinary differential equations together with the initial conditions S**) (0) = T
has a unique solution. Since the matrices F(*)(¢) are hermitian, the matrices S*)(t) remain unitary for all times.
It follows that it is sufficient to discuss the solution of the MCTDH equations for a particular choice of the
constraints (25), the questions of solvability and regularity of the solution of the differential equations resulting
from (25) for any choice of self-adjoint operators G being equivalent.

For our analysis it turns out that the choice G**) = T*) = —ﬁA(k) is most favourable. In this case the
MCTDH equations of motion become

.day

= EK (@sV|®K)arx,  VJ, (27)
¢(k) ") | Z L) () (k) ()

at = ¢) E kak |V|T/) > 1 ? ]k:177nkak:1a7d(28)

lr=1mp=1

Compared with (22)—(23), they offer the advantage that the first equation contains only the bounded potential V|
and in the second equation the kinetic energy operators T*) appear outside the projection. It is equations (27)-
(28) that will be analysed in the sequel.
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2. STATEMENT OF RESULTS

In this section we state the regularity results, which are developed in detail in Section 3.

Theorem 2.1. Consider the system (27)—(28) together with initial conditions chosen such that the orthonor-
mality constraints (12) are satisfied and the density matrices p*) defined in (17) are nonsingular. Assume that
the potential V' in (2) is bounded and twice continuously differentiable, with bounded first and second derivatives.

If the initial data for ¢§]Z) is in the Sobolev space H?, then there is a t* > 0 such that for t € [0,t*) there exists
a unique classical solution of the MCTDH equations (27)—(28) satisfying

ay € C*([0,t°),C), ¥ e Cl(0,t"), L) nO([0, "), H?).
The solution can be continued in time until some density matriz p*) becomes singular:

(p™ (t))flﬂ =00 for some k.

t* =00 or limgqe

The solution depends on the initial data Lipschitz continuously with respect to the H? norm on every closed
subinterval [0,1] with t < t*. Moreover, for u defined by ay, ¢§]Z) via (3), we have u(t) € H? for t € [0,t*), and
u solves the Dirac-Frenkel variational equation (5).

It would be comparatively straightforward to show the stated regularity locally on some interval [0, t2) by
using a fixed-point iteration in H? (or on [0,¢,,) in H™ for m > 2 in Cor. 2.2 below). However, we see no way
to extend this local result in a direct way to the global-in-time result stated here, and therefore we proceed
differently, using commutator identities as our basic tool.

We first show that a unique mild solution of the system (27)—(28) exists. The mild solution is the solution
of a system of integral equations derived from the original system of differential equations via the variation
of constants formula, see for example [22]. A simple contraction argument shows that a unique solution a; €

C(]0,tp),C) and ¢§‘IZ) € C([0,t9), L?) to the integral equation exists for some to > 0, which depends on the
norms of ¢§IZ) and (p(k))fl. For this argument, we ignore the orthonormality condition (12) for the single

particle functions and formally define the density matrices p*) by (18). To show the regularity of this solution,
we formally differentiate the integral equations for d)%?. Next it is shown that unique solutions in L? of these
formal equations exist on the whole interval [0,to) where the mild solution exists. To this end we use bounds
for Lie commutators of the vector field defined by the potential V' with partial differential operators. These
commutators are introduced and calculated in Lemma 3.1 below. The required estimates for the commutators
then follow directly from the smoothness of V. To proceed, we use regularisations of the integral equations
defining the mild solution. These have regular solutions which converge to the mild solution, and moreover
their derivatives converge to the solutions of the formal integral equations. Thus, from the closedness of the
differential operators we conclude that the formally derived integral equations indeed define the derivatives of
the mild solution. Consequently, the mild solution is in fact a classical solution of (27)—(28) which is in H? on
[0,t0). With this assertion we can show that the orthonormality constraint (12) is indeed satisfied for ¢ € [0, to),

and the formal definition (18) of the density matrices corresponds with (17). The now established conservation
of the L? norms of the qzﬁy:) then implies that the mild solution actually exists on [0,¢*) with ¢* as stated in the
theorem: ¢y = t*. In total, we then have the H? regularity on [0,¢*). Finally, this implies that u defined in (3)
satisfies the variational equations (5).

The same arguments can be used to extend the result to higher regularity if the initial data is sufficiently
smooth. This is formulated in the following corollary.
Corollary 2.2. Let the assumptions of Theorem 2.1 hold. In addition, suppose that the potential V' in (2) is
bounded and m times continuously differentiable with bounded derivatives. If the initial data for qbg-f) is in the

Sobolev space H™ with m > 2, then the solutions of (27)—(28) satisfy qﬁg-f) (t) e H™, t € [0,t*) with the same t*
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as in Theorem 2.1, and depend Lipschitz continuously on the initial data with respect to the H™ norm on every
closed subinterval of [0,t*). This is accompanied by higher temporal regularity: for even m = 2r, the solution
satisfies

ay € C"TN(0,4),C), @y € C([0,¢7), L) N C((0, %), H™").
Consequently, the variational approximation satisfies u(t) € H™, and the function t — u(t) € L? is r times
continuously differentiable.

In Theorem 2.1 and Corollary 2.2, the existence and regularity of a solution of the MCTDH equations is
guaranteed for all times ¢ such that the density matrices p(*) defined in (17) are nonsingular. In practice, a
regularisation p*) + eI with a small & > 0 of the density matrices is used to ensure that the MCTDH equations
can be solved numerically without providing especially for the case of singular p*), see [4]. Tt is clear from the
arguments in Section 3 that the resulting modified system can be solved for all times ¢t € [0, c0), with a solution
in H™ (of course, the H™ norms may then depend on the regularisation parameter ¢).

3. ANALYSIS OF THE MCTDH EQUATIONS

3.1. Notation

For our analysis, we consider the MCTDH equations in the form (27)—(28). For convenience, we define
N = szl ng and n = ZZ=1 nk, and denote as

a=(as);€C” and ¢= ("), = (&) € (LH)"

(with ¢(®) € (L?)™*) two vectors containing the coefficients and single-particle functions. Then, our problem
can be written (the dot symbolizes differentiation with respect to t)

i = Ao, (29)
= IT6+Be.6)o, (30)

with the complex skew-hermitian N x N matrix A and the n X n matrix B with operator-valued entries, given
by

Ank(6) = 1(@sVie), (31)
B(a,$) = blockdiag(B*)(a,¢)), k=1,....d, (32)
1 ok
B (a.9) = <(1=P®) 37 (W)L, @RVIe?) P, (33)
mp=1

In the above formulas, ®; = ®Z:1 <Z>§-I:) with J = (j1,...,Jjq) is a Hartree product, and w](-f) is the single-hole
function defined by (14). The density matrices p(¥) = p(¥) (a) are considered as being defined by (18).
For coefficient vectors a € CVV, we denote the Euclidean norm

1/2
lall = (" Jasl?)
J
For the single particle functions ¢ € (L?)"™ we use

k
I = max 65
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where ||¢)(k) || is the usual L? norm. For the pair (a, ¢), we use the norm

(@, @) = max{]|all, [|#]]}-

We will consider the differential equations (29)—-(30) with initial data (ag, ¢o) of unit norm,

1(ao, ¢o)|l = 1.

We further assume that the components of ¢ satisfy the orthonormality constraints (12), so that the initial
wavefunction ug = ZJ ag, Po, s is of unit L? norm. We will also assume that the components of ¢y are in the
Sobolev space H2.

3.2. Bounds and Lipschitz bounds for the system matrices

The above norms induce matrix norms ||A||, || B||. We now collect bounds and Lipschitz bounds of A(¢) and
B(a, ¢), whose straightforward proofs we omit. For bounded ||(a, ¢)|| < r, we obtain the bound and Lipschitz
bound

IA@) < a0, A($) = A@)]| < arllé - 4, (34)

where ag and «a; are proportional to ||V|| = max, |V (z)| and depend on r and on the dimension.
Corresponding bounds for B are obtained in regions of (a,¢) where the density matrices p*) = p(*)(a)
defined by (18) have bounded inverses:

I~ I = max | (o)~ < M. (35)
We then obtain, for @ and @ in a ball where (35) holds,

IB(a,0)l| < Bo M, ||Ba,$) — B(@,o)ll < BiM*||(a,¢) - (@), (36)

where fy and 1 depend again on ||V|| and r.

Next, we consider the directional derivative of B(a, ) with respect to ¢, which we denote by B’(a, ¢). Let
@(7) be a differentiable function satisfying ¢(0) = ¢, #(0) = d¢, then the directional derivative in direction d¢
is given by

d

Bl(aa ¢)6¢ = E

B(a, ¢(7)).

7=0

On noting that

d ni MEg—1 Ng41
d ) (D) 40D 50 40+ ()
E w]k Z Z Z Z Zaﬂl’ ]d(’bjl ¢jl—1 ¢) ¢Jl+1 ¢
= =1, 1=1 Jk—1=1jr41=1 Jja=1

(and similarly for the terms qbl(f)wfff,z, etc.), we find that B’(a, ¢)d¢ is continuous in ¢ and
1B (a, ¢)oo|| < k[|6¢], (37)

where & is proportional to M and ||[V]|.
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3.3. Lie commutators

We need bounds for commutators of the nonlinear vector field (considered for fixed coefficients a)

B(¢) := B(a,$)¢ (38)

with partial differential operators of first and second order. Obviously, the bounds (36) and (37) directly
translate into bounds for B,

3, (39)
k(166 (40)

1B(o)
1B'(¢) 66|l

<
<

with appropriate constants B and R depending on M, on ||V||, and on a bound of ||(a, ¢)||. Moreover, B'(¢)d¢
depends continuously on ¢.

Denote by 01-(]6), i1=1,...,Dg, k=1,...,d, the partial derivative with respect to the ith spatial coordinate
of the kth particle. Consider the Lie commutators

" Bl(¢) = 0B(g) - B'(¢)0M e, (41)
(82,8 (0)2B(¢) — B'()(07)?6. (42)

S
|

To indicate the dependence of B on the potential V', we write
By = B.
The following key lemma gives nonlinear analogues to the linear commutator relations

PP Vg = (0Mv)e, (43)
(D)2 VIe = (0M)*V)e+200"v)ol e, (44)

where [0, V)¢ = 0% (V) — VO™ ¢ and similarly for (9")2.

Lemma 3.1. IfV is twice continuously differentiable with bounded derivatives, then

07, Bv)(9) = Byw(4). (45)
(0%, B](@) = By (6) + 2By, (0 0), (46)
where Ba(k)v and B(a(k))QV are defined in the same way as By, but with the potential V' replaced by 0§k)V and

(a§’“’)2v, respectively.

Proof. We begin by noting the identities

104\ (k) d ro®)

B@oe = | B(eH9), (47)
B (02 — 4 ir(o{")?
iB@ P = 5| B ), (48)
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(k)
where e7%

respectively. To compute the respective commutators, we use the identity

325

and eiT(afk))2 denote the unitary groups generated by the skew-adjoint operators 01-(k) and i((‘?i(k))Q,

d L0 (k L0 (k d k) | o™ o™ (K
ar | (T VI a0 = | (e e et a)
=~ [0, VIgf)) = —(o <k>|a Vigl). (49)
Similarly, it also follows that
d ir(@*)? , (k ir (8?2 (k o1k k k
S| @O v @) = il |[0)2, Viey))
7=0
= 10} 1OV ) - 2i0f) 107V [0y, (50)
Now, it is straightforward to compute
(az(k)(B(m)(aad))qs))J = 07 jm:]-a"'anwu m#ka (51)
k k
CRECIPT IS 9 SR T Sl O
Tk lk=17rr=1
k k
+5 Z S S (), VI o
]k 1lk 1r=1
k (k) ,(k .
f—Z Z O L o e W wo ol =1, m,  (52)
lk=17r=1
. k k
with uw = Y7 {76! and
/ k - k
(B @ o0) = L35I (o, il ool
lm_lrm_l
+5 Z S ) (I OOV )™, o =1, ms m £ K (53)
lm=17rp,m=1
/ k 1 — k k
(B™ (@,0)0M0) = ;Z S ()50, IV )0 6
Ik Le=1rp=1
IBSR. (k) *) (k)
=20 D 0M) L, @ R0 Ve,
lp=17=1
IBSR S L) ), (k)
=52 2 L RV e =1 (54)
ly=17rr=1

Combining (51) and (53), and (52) and (54), respectively, we obtain (45). An analogous computation using (50)

yields (46).

O
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3.4. The mild solution

In order to prove that the system (29)—(30) with initial data (ag, ¢o) has a unique classical solution, we first
prove the existence of a unique mild solution (cf. [22]), that is, of a solution of the system of integral equations

at) = ao+ / A(é(s))a(s) ds, (55)
0
o) = e T+ / e =T B(a(s), §(5))6(s) ds. (56)

Here, (56) results from a formal application of the variation of constant formula with the unitary evolution
operator e 7" of the free-particle Schrodinger equation.

The existence of a unique mild solution t — (a(t), ¢(t)) € C([0,to], CN x (L?)"), for sufficiently small ¢, > 0, is
obtained from a contraction argument for the fixed-point iteration on (55)—(56). Standard arguments, using the
bounds and Lipschitz bounds (34) and (39), (40), yield a contraction on a closed ball around t — (ag, e~ "% ¢)
in C([0,t0],CN x (L?)™), for some ty > 0 that depends on ||V|| and ||p~!(ao)||, and on ||(aq, ¢o)||. The solution
can thus be continued onto any interval [0,o] on which ||p~!(a(t))|| and ||(a(t), ¢(t))|| remain bounded.

Since the solution a then satisfies the differential equation (29) with the skew-hermitian matrix A(¢), it
follows that a is of constant norm:

la(®[ = llao]| = 1. (57)

Later we will see that also ||¢(t)|| = 1 for all times, but this cannot yet be concluded at the present stage. Once
this fact is established, by the above construction we can extend the mild solution to the interval [0,¢*) with ¢*
as given in Theorem 2.1.

3.5. Mollifiers

We recapitulate some properties of the regularisation of functions by convolution with a mollifier. For more
details and proofs we refer, e.g., to [1]. For z € RP and € > 0, consider the mollifier

1 X 1 2
- z ; — —lz|7/2
/’LE(I') - ED M (E> Wlth ‘LL(I') - (27T)D/2 € . (58)
The scaling is such that [, pe(2) dz = [;p p(x) dz = 1. The convolution

(s 1)@ = [ nelo =)0y

satisfies the following properties:
(R1) I f € L2, then e » f € L2 and [jae » £ < | ]|
(R2) For f € L?, lime_g ||ue* f — f|| = 0.
(R3) If f € L?, then p. * f € H™ for all m > 1, and 81-(@ (pe x f) = (8§k)u5) * f € L?, and similarly for partial
derivatives of higher order.
(R4) If f € H', then 0% (je = f) = pe = (0 £).
(R5) For f e L? pex(e7f) = e " (e f).

3.6. Regularisation of the mild solution

To prove that the mild solution (a, ¢) computed from (55)—(56) is indeed a classical solution of (29)—(30), we
need to show H? regularity of ¢ as defined by (56). We may take the coefficient vector a as given by the unique
solution of (55)—(56), of which we recall (57).
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Before showing the regularity of ¢, we define an auxiliary function ¢. by means of the mollifier introduced
above. We define ¢, as the solution of the system of integral equations

0c(t) = e % (70 + / T g, (4) ds). (59)

0

where we write B(¢:(s)) = Bl(a(s), p:(s))p(s) (we suppress the additional dependence on s through a(s) in
the notation, since it is irrelevant in the following arguments and clear from the context). The unique existence
of t — ¢(t) in C([0,t0],(L?)") is obtained by fixed point iteration similarly to Section 3.4. By (R3) from
Section 3.5, we have ¢. in H2. Note that . * ¢g — ¢o in L? due to (R2) from Section 3.5. Next we show that

lim max ||¢.(t) — ¢(t)]| = 0. (60)

e—0 t€0,to]

From the definitions (56) and (59) we obtain

lo(t) = o) = ‘ua + (7 g0 + /0 te—i“—”TB(qba(s))ds) — (7o + /0 t e =ITB(g(s)) ds) ‘
< e uern—an) + | [ €I (o Bloul6) - Blots) s
< lexoo—nll+ [ e+ B((5)) — B6(s)) | ds + / e # (B6:(5)) — Blo(s)) | ds
< a5 [ ouls) - 000l a5

where M. — 0 as ¢ — 0 by (R2) in Section 3.5 and by the dominated convergence theorem. We have used
the fact that e~'*7" is a unitary group of operators, the properties (R5) and (R1) from Section 3.5, and the
bound (40). Using the Gronwall inequality, we can now conclude (60).

3.7. H! regularity

We now assume that the components of the initial data ¢q are in H', and V is continuously differentiable with
bounded derivative. We need to show that t — ¢(¢) is a continuous function from [0, o] to H!, or equivalently,

that ¢t — a§k>¢(t) are continuous L?-valued functions. Formal differentiation of the integral equation (56) and
use of the relation 0§k)e_itT¢ = e_itTé)Z-(k)qb for ¢ in H'! would yield the following relation for é?fk)qb(t):

t
0§k)¢(t) _ efitTai(k)%_i_/ efi(t*S)Tai(’f)B@(s))ds (61)
0

e—itTai(k)d)OJr/ o—ilt=5)T (B'(¢(s))a§k’¢(s)+ [8§k),B](¢(8))> ds,

0

where we have used the definition (41) of the commutator. After substituting the commutator according to
Lemma 3.1, we take this formal equation as a motivation to consider the integral equation for 9 in C([0, ¢o], (L?)™),

00 = oW g0+ [ eI (B(9(3)05) + By (9(5) . (62)

Using the bound (40) for B’ and noting the linearity in ¥, it is seen that the integral equation (62) has a unique
solution ¥ € C([0, o], (L?)™) with the same to as in Section 3.4.
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So far, we have shown that unique solutions ¥ of (62) and ¢. of (59) exist, and 81-(@(;55 (t) is in L?. Moreover,
the L? convergence (60) holds. Now, we will use these results to show that

lim max [0 ¢ (t) — 9(t)|| = 0. (63)

e—0 t€[0,t0]

Since differentiation of (59) yields, by (R4) of Section 3.5 and by Lemma 3.1,
(k) i () - (k)
0110c(0) = e+ (071700 1 [T (B02(0)0176.(6) + By (02(5))) s ).
0 ;
we find that
t
10876.(8) = @) < e 0 b0 — 0ol + / li1e % B (6:(5))0 6. (5) — B'(6(s))9(5) | ds
0

+ / e % B ooy (0 (5)) = By, (6(s))]| ds
0 ¢ ‘

IN

MO / e * B/ (6(3))9(s) — B'(6())0(s)]| s
+ / 12 % (B'(6(5))0" 6-(5) — B/ (6(5))9(s)) || ds
[ s By (600)) = By (00)) | ds
[ e (B0 02(5)) = By (6() [ s
(2) ' s) — (s s > t (k) s) — V(s S
< M +cl/0 l6e(s) — d(s)] +c/0||al b2 (s) — 9(s)]| ds,

where MY — 0 and M{* — 0 as ¢ — 0. Here we have used the bounds (39) and (40), the continuity of B,
and the mollifier properties of Section 3.5. Thus, with (60) and the Gronwall inequality we obtain (63).

We now conclude that ¢ = 01-(k)¢: since af’” is a closed operator on L2, we have
9(t) = lim WMoty = o lim ¢-(t) = ™ (1)

for the limits with respect to the L? norm. We thus have 0§k)¢(t) € (L?)" for all k, i, and the proof of the H!
regularity of ¢(t) is complete.

3.8. H? regularity and orthonormality

The H? regularity follows analogously if we assume that ¢y € H? and V is twice differentiable with bounded
derivatives. In view of a formal differentiation of the integral equation (56) and the second commutator identity
in Lemma 3.1, we consider the integral equation

0t) = e ()00 + / eTIT(B/(6(3))0(5) + By oy (6(5)) + 2By (0 6(5)) ) ds. (64)

This integral equation has a unique, continuous solution 6 € C([0,%o], (L?)") (again with the same to where
the mild solution exists), which depends L? Lipschitz continuously on the initial data (8§k))2¢0. By means of
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the H2-regular auxiliary function ¢., the solution § can be shown to be indeed equal to (8§k))2¢. To this end,
similar estimates as above can be used, where instead of the commutator identity (45) we use (46) and take into
account that (81-(16))2 is likewise a closed operator on L2. Altogether we can conclude that ¢ € C([0, o], (H*)™).
This also implies that ¢ is a classical solution of (29)—(30). To see this, we differentiate (55)—(56) on noting that
the expression T'¢ is well-defined since ¢ is in H2. This yields that t +— (a(t), ¢(t)) is continuously differentiable
with time derivatives in L? and satisfies the system of differential equations (29)—(30).

Now, since (a, ¢) defined by (55)—(56) satisfies (29)—(30), we can show that ¢ also satisfies (25) with G(*) =
T®): First, note that each equation from (30) can be written in the form

(k) _ L) () _ plk)y )
¢jk o iT ¢jk +(1 P )djk
with a function dg-f) € LiW. Consequently,

k k k . k k k k . k k k
@ 1) = (o | —iT® ey 4 (6P | (1 = PFP) = (60| —iT® M) 4 (1 — PP | dfF)
. k k
= i (P |T® o,

since (1 — P®)) is self-adjoint. By (24), this further implies that ¢§IZ) satisfy the orthonormality relation (12),
provided that the initial data are orthonormal. As we have noted previously in Section 3.4, this now implies
that the solution can actually be extended up to t* as given in Theorem 2.1.

Moreover, the formal definition (18) of p(*) is now equivalent to (17), and so we conclude that u = >, a;®,
indeed solves the variational problem (5).

Altogether, this proves the assertions of Theorem 2.1.

3.9. Higher regularity

The above arguments can be extended without further difficulty to prove higher regularity of the MCTDH
approximation if V' is smooth with bounded derivatives and ¢q is regular enough. In this case, commutators
for higher spatial differential operators can be computed analogously as in Lemma 3.1. Using bounds for these
commutators, it is again possible to show that solutions to the formal integral equations for higher derivatives
of ¢ exist on [0,t*), and the respective derivatives of the auxiliary function ¢. converge to these, uniformly
on compact subintervals. This procedure can be used to show arbitrary regularity of the solution for smooth
enough data on the interval [0,¢*), as stated in Corollary 2.2.

3.10. Remark: an alternative approach

The solution of the MCTDH equations is equivalent to the solution of the differential equation on the
approximation manifold,

1 1 1
a:P(u)THuz TTu—l—P(u);Vu, u(0) = up € M, (65)

where P(u) denotes the orthogonal projection to 7, M. An elementary calculation shows that

COLEES 3 WNTIIES 95 99 S ORI 0

k=1jr=11,=1
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However, this problem formulation does not lend itself to an analysis as conveniently as in the above ap-
proach, even though similar terms have to be estimated. Combining the coordinate-free evolution equation
with the necessary estimates of the coordinate functions (a, ¢) in the analysis appears to lead to more technical
complications than working with the differential equations for (a, ¢) right away and returning to (65) at the
very end.

4. CONCLUSIONS AND OUTLOOK

In this paper, we have analysed the regularity of the approximation to the solution of the time-dependent
Schrédinger equation defined by the multi-configuration time-dependent Hartree method when the potential
defining the Hamiltonian is sufficiently smooth. Using bounds for the Lie commutators of the vector field
with differential operators, it was shown that a unique solution (a, ¢) to the MCTDH equations exists in the
Sobolev space H™ if the initial data is in H™ (m > 2), and the solution depends on the initial data Lipschitz
continuously with respect to the H™ norm. This regularity extends directly to the associated approximation
to the wave function defined by the Dirac-Frenkel variational equations. The well-posedness is ensured for all
times where the density matrices p*) remain nonsingular.

The H? regularity has important consequences for the approximation properties of the MCTDH approach.
According to [18], Theorem 4.1, the error of the MCTDH approximation to the exact wave function is — for
sufficiently short time intervals — of the same order of magnitude as the error of the best approximation in the
approximation manifold. This result requires H? regularity of the approximate wave function.

The regularity is also needed to ensure good performance of numerical methods used to solve the MCTDH
equations, both for space discretisation and for the variational splitting integrator of [17] for the discretisation
in time. The commutator identities shown in the course of our proofs are likewise an essential ingredient in the
error analysis of this time integrator.

An interesting theoretical (though not practically relevant) question concerns the possible convergence of the
MCTDH approximations as more and more terms are included in the linear combination of Hartree products.
While we cannot exclude that such convergence occurs, we are sceptic that this would hold in general. One might
try to base a convergence proof on the above-cited quasi-optimality result of [18], since the best approximation by
linear combinations of Hartree products does converge to the exact wave function. However, the approximation
bounds of [18] depend on various parameters that explode as the density matrices in the MCTDH method
become nearly singular, and this is just what must be expected to happen as more and more nearly irrelevant
terms are included in the MCTDH approximation. Given the possible lack of convergence of MCTDH, it is
nonetheless safe to consider MCTDH as a highly successful model reduction technique (analogous to low-rank
model reductions in other fields) which for a fized number of Hartree products leads to equations of motion with
a sound existence and regularity theory as developed in this paper, with a quasi-optimality property linking
the MCTDH approximation to the best approximation of the wave function by the given number of Hartree
products (at least on short time intervals), and complemented with efficient numerical techniques for the solution
of the MCTDH equations of motion.

It is worthwhile to note that the regularity results proven in this paper remain valid for variants and extensions
of the MCTDH method designed for the computational treatment of larger systems, such as the coupling
with Gaussian wavepackets for secondary modes [7] and the multi-mode, cascadic or multilayer versions of
MCTDH [4,25] with which spin-boson systems with up to 500 degrees of freedom have been treated.

Our results apply also to the multi-configuration time-dependent Hartree-Fock (MCTDHF) method for the
electronic Schrodinger equation, if the potential is smooth. In [15] it was demonstrated that the antisymmetry
assumption inherent in MCTDHF implies that only a subset of the full MCTDH equations (29)—(30) have to
be solved, but the problem formulation is not altered in another way. Thus, we can conclude that there exists a
unique, regular solution of MCTDHF, if a nonsingular, screened Coulomb potential is used. This constitutes a
commonly used regularisation of the singular Coulomb potential. It would be interesting to clarify the regularity
properties in the case of the singular Coulomb potential as well.
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