FINITE ELEMENT METHODS ON NON-CONFORMING GRIDS
BY PENALIZING THE MATCHING CONSTRAINT
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Abstract. The present paper deals with a finite element approximation of partial differential equations when the domain is decomposed into sub-domains which are meshed independently. The method we obtain is never conforming because the continuity constraints on the boundary of the sub-domains are not imposed strongly but only penalized. We derive a selection rule for the penalty parameter which ensures a quasi-optimal convergence.
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1. Introduction

In the standard finite element method (see e.g. [6]), the meshes have to satisfy the so-called Ciarlet’s compatibility condition: if the intersection between two distinct elements is not empty, it has to be either a common vertex or a common edge or a common face. However, during the last ten years, many authors have proposed specially designed finite element methods allowing to use grids breaking the compatibility condition. These non-standard methods have many potential advantages. They can be applied with domains which are decomposed into regions meshed in a decoupled way. They can also be combined with economical adaptive procedures which do not lead to global contaminations of meshes.

The methods for solving second order p.d.e by the Galerkin technique on incompatible meshes can be classified into two categories: the conforming methods like the so-called “hanging node method” (see [12]) and the non-conforming methods. The latter will be the main topic of this article and their common feature can be described as follows. Consider a mesh consisting of several grids that are not compatible with each other and denote by $\Gamma$ the interfaces between those grids. The general idea of non-conforming methods is to avoid imposing the continuity of the test and trial functions across $\Gamma$ implicitly. It will only be imposed as a constraint. The consequence is that the corresponding variational formulation has the form of a saddle-point problem with a Lagrange multiplier in $H^{-\frac{1}{2}}(\Gamma)$. Its numerical resolution conceals the standard difficulty. It is necessary to find balanced pairs of discrete spaces for the Lagrange multiplier and for the original unknown. One of the most popular working pairs of discrete spaces is the mortar technique. A general presentation of the non-conforming mortar technique can be found in a series of articles (see [3,10] or [2] and the references therein).
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In the present paper, we describe an alternative to the mortar technique for matching incompatible grids in the case of linear finite elements. The basic idea is to eliminate the Lagrange multiplier by means of the penalty technique. We get a discrete scheme which can be compared to the well-known Nitsche method (see [11]) without the consistency terms. The essential novelty of our work is to show that quasi-optimal convergence can be achieved with a penalty parameter proportional to the mesh size, and not to the square of the mesh size as a straightforward analysis tends to show. This result has two consequences. It improves the conditioning of the stiffness matrix. It also allows a numerical integration of the penalty term without any loss of convergence.

The plan of our work is as follows. In Section 2, we present our method on a simple model problem. In Section 3, the quasi-optimal convergence is proved. In Section 4, we simplify our method by integrating the penalty term numerically and we prove that the order of convergence is preserved. In Section 5, we explain how the stiffness matrix can be constructed and stored under the form of a sparse matrix. Finally, in Section 6, we report some numerical experiments. They will demonstrate the efficiency of our method in a particular situation.

2. Presentation of the method

In this section, our non-conforming method will be exposed on a model problem. Let us first introduce the needed notations.

2.1. Notations

For any open set $S \subset \mathbb{R}^d$, $d = 1, 2, 3$, and any $r \in \mathbb{R}$, we denote by $H^r(S)$ the usual Sobolev space: if $r \in \mathbb{N}$, $H^r(S)$ contains all the real-valued functions of $S$ with square-integrable derivatives up to order $r$; if $r \geq 0$ is non-integer, $H^r(S)$ is defined by interpolation and finally, if $r < 0$, $H^r(S)$ is the dual space to the closure of $C^\infty_0(S)$ into $H^r(S)$. The symbol $\|\|$ denotes the usual norm in $H^r(S)$. The notation $L^2(S)$ is used instead of $H^0(S)$ and the scalar product in $L^2(S)$ will be referred to as $(\cdot, \cdot)_S$. For any $q \in \mathbb{N}$, $P^q(S)$ is the set of the polynomial functions of degree $q$ over the domain $S$ and, for any $p \leq \infty$, $L^p(S)$ is the space of all the real-valued functions $u$ on $S$ such that $\|u\|_{L^p(S)} \equiv \int_S |u(x)|^p \, dx < \infty$. By means of parametrization, observe finally that the open curves in $\mathbb{R}^2$ are considered as open set in $\mathbb{R}^1$ and the open surfaces in $\mathbb{R}^3$ are considered as open set in $\mathbb{R}^2$.

2.2. The functional framework

Let $\Omega$ be a polygonal domain in $\mathbb{R}^d$ with $d = 2$ or $d = 3$ that can be divided into two non-overlapping polygonal and open sub-domains $\Omega_c$ and $\Omega_f$:

$$\Omega = \overline{\Omega_c} \cup \overline{\Omega_f}, \quad \Omega_c \cap \Omega_f = \emptyset.$$  

(2.1)

the subdomain $\Omega_c$ will be equipped with a coarse mesh while the subdomain $\Omega_f$ will be equipped with a fine mesh. We finally denote by $\Gamma$ the open interface between the domains $\Omega_c$ and $\Omega_f$:

$$\Gamma = \overline{\Omega_f} \cap \overline{\Omega_c}.$$  

(2.2)

Remark 2.1. The reason why we have divided $\Omega$ into only two sub-domains is to keep the presentation as simple as possible. Our method can be applied even if $\Omega$ is divided into $M \geq 2$ non-overlapping polygonal sub-domains.

We now define the space $V$ as the set of all the piecewise $H^1$ functions over $\Omega$:

$$V = \{ u : \Omega \to \mathbb{R} | u_{|\Omega_c} \in H^1(\Omega_c), u_{|\Omega_f} \in H^1(\Omega_f) \}.$$  

(2.3)
The space $V$ is an Hilbert space with the standard scalar product
\[ a(u, v) = (u, v)_\Omega + (\nabla u, \nabla v)_\Omega, \quad u, v \in V \] (2.4)
and with the norm
\[ \|v\|^2_V = a(v, v) = \|v\|^2_{1, \Omega_c} + \|v\|^2_{1, \Omega_f}, \quad v \in V. \] (2.5)
The following estimate
\[ \|v\|_V \leq \|v\|_{1, \Omega_c} + \|v\|_{1, \Omega_f} \leq \sqrt{2} \|v\|_V \] (2.6)
is a direct consequence of the definition (2.6) and of the Young’s inequality. It will be used quite extensively.

The jump operator across $\Gamma$ will be denoted by $B$. It maps continuously $V$ onto $H^1_\Gamma$ and it is defined by
\[ Bu(x) = u_{|\Omega_f}(x) - u_{|\Omega_c}(x), \quad x \in \Gamma, \quad u \in V. \] (2.7)
The kernel $\ker B$ corresponds to the space $H^1(\Omega)$ (see [10]):
\[ H^1(\Omega) = \ker B. \] (2.8)

2.3. The model problem

Let $F \in L^2(\Omega)$ be given. We consider the functional
\[ J(u) = \frac{1}{2} a(u, u) - (F, u)_\Omega, \quad u \in V. \] (2.9)
Our model problem is to minimize $J$ over $H^1(\Omega)$:
\[ \text{find } u \in H^1(\Omega) \text{ such that } J(u) \leq J(v), \forall v \in H^1(\Omega). \] (2.10)
It is a standard variational formulation of an elliptic p.d.e with natural boundary conditions (see [6]):
\[ u - \Delta u = F, \quad \text{in } \Omega, \] (2.11)
\[ \frac{\partial u}{\partial n} = 0, \quad \text{on } \partial \Omega. \] (2.12)
Its solution exists and is unique. From now on, we will assume that it is regular:
\[ u \in H^2(\Omega). \] (2.13)

Remark 2.2. It may be observe that the regularity property (2.13) is always verified if the domain $\Omega$ is convex (see [8]).

Under the regularity assumption (2.13), the equations (2.11, 2.12) are satisfied in the $L^2$-sense and the normal derivative of $u$ along the interface $\Gamma$, $\partial u / \partial n|_\Gamma$, is of class $H^\nu_\Gamma$ on each individual face of the polygonal boundary $\Gamma$. By a classical result about piecewise $H^\frac{1}{2}$ functions (see Th. 11.4 in Chap. 1 of [9]), we get that
\[ \frac{\partial u}{\partial n|_\Gamma} \in H^\nu(\Gamma) \] (2.14)
for any index $\nu$ between 0 and $\frac{1}{2}$, the value $\frac{1}{2}$ being excluded.

Because of the characterization (2.8) of $H^1(\Omega)$, problem (2.10) may be seen as a constrained minimization problem. We want to find the minimum of $J$ in the space $V$ under the constraint
\[ Bu = 0. \] (2.15)
To conclude this section, we use the regularity properties (2.13) and (2.14) to write the Euler equation for the solution \(u\) to (2.10). With the convention that the unit normal \(n\) to \(\Gamma\) is the **outward** normal to \(\Omega\), the Euler equation reads

\[
a(u, v) - \left(\frac{\partial u}{\partial n}|_{\Gamma}, Bv\right)_{\Gamma} = (F, v)_{\Omega}, \quad v \in V. \tag{2.16}
\]

In (2.16), it can be observed that the normal derivative \(\frac{\partial u}{\partial n}|_{\Gamma}\) is the Lagrange multiplier for the constraint (2.15).

### 2.4. The numerical method

We equip each sub-domains \(\Omega_c\) and \(\Omega_f\) with a regular family of meshes satisfying separately the Ciarlet’s compatibility condition. They consist of triangles if \(d = 2\) and of tetrahedrons if \(d = 3\). The precise definition of regularity and compatibility can be found in reference [6]. We use the notation \(M^c_H\) to denote the meshes in \(\Omega_c\) and the notation \(M^f_h\) for the meshes in \(\Omega_f\). The subscripts \(H\) and \(h\) represent the mesh sizes and are defined by

\[
H = \max_{K \in M^c_H} h(K) \quad \text{and} \quad h = \max_{K \in M^f_h} h(K)
\]

where \(h(K)\) denotes the size of any element \(K\). It is of course assumed that

\[
H \geq h \tag{2.17}
\]

but the coarse mesh is nevertheless allowed to be locally finer than the fine mesh. On the other hand, denoting by \(\rho(K)\) the roundedness of any element \(K\), the regularity assumption means (see [6]) that there must be a constant \(a > 0\), independent of \(H, h > 0\), such that it holds

\[
\rho(K) \geq \frac{a}{h(K)}, \quad \forall K \in M^c_H \cup M^f_h. \tag{2.18}
\]

The resulting mesh \(M_h\),

\[
M_h = M^c_H \cup M^f_h, \tag{2.19}
\]

where \(h\) stands for the pair \((H, h)\), is a grid which violates (in principle) the compatibility condition (see Fig. 1).

The trial space for the numerical method is the \(P^1\) finite element discretization of the space \(V\),

\[
V_h = \{u \in V \mid u|_K \in P^1(K), \forall K \in M_h\} \tag{2.20}
\]

and the quadratic functional to minimize is

\[
J_H = J(u) + \frac{1}{2H} \|Bu\|^2_{0,\Gamma}, \quad u \in V. \tag{2.21}
\]

The discrete problem for the approximation \(u_h\) to the solution \(u\) of (2.10) thus reads

\[
\text{find } u_h \in V_h \text{ such that } J_H(u_h) \leq J_H(v), \quad \forall v \in V_h. \tag{2.22}
\]

Observe that \(u_h\) is solution to the variational equation

\[
a(u_h, v) + \frac{1}{H}(Bu_h, Bv)_{\Gamma} = (F, v)_{\Omega}, \quad v \in V_h. \tag{2.23}
\]

A straightforward analysis would lead to the conclusion that the factor in front of the penalty term \(\|Bu\|^2_{0,\Gamma}\) in (2.21) should be \(\frac{1}{2H}\) and not \(\frac{1}{H}\) to ensure an optimal convergence of order \(h\) (see Sect. II.4 in [5]). One of the major output of this paper will be to prove that the factor \(\frac{1}{H}\) is sufficient, which is by far preferable since it limits the growth in the conditioning of the stiffness matrix.
Remark 2.3. Observe that the numerical method we are proposing is non-consistent. This can be seen by comparing the Euler equations (2.16) for $u$ and (2.23) for $u_h$. To get a consistent and symmetric scheme, we should add a term like

$$
\left(\left\{ \frac{\partial u_h}{\partial n} \right\}, Bv\right)_\Gamma + \left(\left\{ \frac{\partial v}{\partial n} \right\}, Bv_h\right)_\Gamma,
$$

on the left-hand side of (2.23) ({} denotes the average value on the interface: $\{g\}(x) = \frac{1}{2}g_{\Omega_h}(x) + \frac{1}{2}g_{\Omega_i}(x)$, $x \in \Gamma$). This operation leads to a well known method to approach boundary conditions and designed by Nitsche (see [11] or [13]). The error analysis of this method essentially amounts to the proof of stability and interpolation properties in well chosen norms. As we will see later on, the error analysis needed for the non-consistent method (2.22) is more difficult.

However, the consistent Nitsche method has a severe drawback. The introduction of the term (2.24) in the stiffness matrix is a major overload. The computation of each stiffness element requires the integration over the interface $\Gamma$ of a combination of functions which are piecewise polynomials but on different meshes. Observe that this integration cannot be done numerically, because the term (2.24) is of highest degree.

In the next section, we study the convergence property of $u_h$ to $u$ when the mesh sizes $h, H$ tend to zero.

3. THE CONVERGENCE RESULT

The error

$$
\|u - u_h\|_V
$$

between the solution $u$ to (2.10) and the solution $u_h$ to the discrete problem (2.22) will be estimated in two steps.

First step. We find a bound for the so called penalty error

$$
\|u - u_H\|_V
$$
where \( u_H \) is the solution to the continuous and unconstrained problem which is to find

\[
u_H \in V \text{ s.t. } J_H(u_H) \leq J_H(v), \forall v \in V.
\] (3.3)

Let us point out that the notation \( u_H \) does not refer to an approximation by means of the coarse grid. The subscript \( H \) actually corresponds to the penalty term and it can be observed that \( u_H \) satisfies the Euler equation

\[
a(u_H, v) + \frac{1}{H}(Bu_H, Bv)_\Gamma = (F, v)_\Omega, \quad v \in V.
\] (3.4)

**Second step.** We get a bound for the approximation error

\[
\|u_H - u_h\|_V.
\] (3.5)

It will be obtained in a classical way, using that the unconstrained problem (3.3) is consistent with the discrete problem (2.22), as it can be observed by comparing the Euler equations (2.23) and (3.4).

In the sequel, the penalty norm, defined over the space \( V \) by

\[
\|v\|_H = \|v\|_V^2 + \frac{1}{H} \|Bv\|_{0, \Gamma}^2, \quad v \in V,
\] (3.6)

will be useful. Because of the obvious properties of the square root, observe that it holds

\[
\|v\|_H \leq \|v\|_V + \frac{1}{\sqrt{H}} \|Bv\|_{0, \Gamma}, \quad v \in V.
\] (3.7)

### 3.1. The penalty error

In this paragraph, we analyse the penalty error (3.2). The result will be based on the regularity property (2.14) of the normal derivative \( \partial u/\partial n \vert _\Gamma \).

**Lemma 3.1.** We assume that the solution \( u \) to (2.10) verifies the regularity assumption (2.13). Then, for any index \( \nu \in [0, \frac{1}{2}] \), there is a constant \( C \) (depending only on \( \nu \) and on the domains \( \Omega_c \) and \( \Omega_f \)) such that the solution \( u_H \) to (3.3) satisfies the estimate

\[
\|u_H - u\|_V \leq CH^{\frac{1}{2} + \nu} \|\partial u/\partial n\|_{0, \nu, \Gamma}, \quad \forall H > 0.
\]

**Proof.** In the sequel, \( \nu \) belongs to \([0, \frac{1}{2}]\) and \( c \) is a generic constant. It can differ from line to line and may depend on \( \nu \) and on the domains \( \Omega_c \) and \( \Omega_f \), but not on \( H \).

Let us define a function \( \mu \) on the boundary \( \partial \Omega_c \) of \( \Omega_c \). The function \( \mu \) vanishes on \( \partial \Omega_c \setminus \Gamma \) and corresponds to \( \partial u/\partial n \vert _\Gamma \). Since \( \partial u/\partial n \vert _\Gamma \in H^\nu(\Gamma) \) with \( \nu < \frac{1}{2} \), \( \mu \) belongs to \( H^\nu(\partial \Omega_c) \) and satisfies the estimate

\[
\|\mu\|_{0, \partial \Omega_c} \leq c \|\partial u/\partial n\|_{\nu, \Gamma} \quad \text{(see for instance Th. 11.4 in Chap. 1 of [9])}.
\]

By means of a regularization procedure (based e.g. on truncated Fourier series), we can find a function \( \lambda \) of class \( H^\frac{1}{2}(\partial \Omega_c) \) which is sufficiently close to \( \mu \) in \( L^2(\Gamma) \):

\[
\|\lambda - \partial u/\partial n\|_{0, \Gamma} \leq cH^\nu \|\partial u/\partial n\|_{\nu, \Gamma} \quad \text{(3.8)}
\]

\[
\|\lambda\|_{0, \partial \Omega_c \setminus \Gamma} \leq cH^\nu \|\partial u/\partial n\|_{\nu, \Gamma} \quad \text{(3.9)}
\]
and with a norm in $H^{1/2}(\partial \Omega_c)$ which can be controlled:

$$\|\lambda\|_{1/2, \partial \Omega_c} \leq c H^{1/2} \frac{1}{2} \left\| \frac{\partial u}{\partial n} \right\|_{\nu, \Gamma}.$$  \tag{3.10}

Since the trace operator has a bounded right-inverse from $H^{1/2}(\partial \Omega_c)$ into $H^1(\Omega_c)$, there is a function $w \in H^1(\Omega_c)$ which satisfies

$$w|_{\partial \Omega_c} = -\lambda$$ \tag{3.11}

and which is bounded by the norm of $\lambda$:

$$\|w\|_{1, \Omega_c} \leq c \|\lambda\|_{1/2, \partial \Omega_c} \leq c H^{1/2} \frac{1}{2} \left\| \frac{\partial u}{\partial n} \right\|_{\nu, \Gamma}.$$  \tag{3.12}

The function $w : \Omega_c \to \mathbb{R}$ may be extended by zero to the whole domain $\Omega$. We thus obtain a function $U$,

$$U(x) = \begin{cases} w(x), & \text{if } x \in \Omega_c, \\ 0, & \text{if } x \in \Omega/\Omega_c, \end{cases}$$ \tag{3.13}

which belongs to $V$. Of course, $\|U\|_V = \|w\|_{1, \Omega_c}$ and it follows from (3.12) that

$$\|U\|_V \leq c H^{1/2} \frac{1}{2} \left\| \frac{\partial u}{\partial n} \right\|_{\nu, \Gamma}.$$  \tag{3.14}

The value of the jump $BU$ (see definition (2.7)) of $U$ across the interface $\Gamma$ is easy to deduce from (3.13) and (3.11),

$$BU = \lambda \Gamma$$ \tag{3.15}

and relation (3.8) gives an useful estimate for the $L^2$-norm of $BU - \partial u/\partial n|_{\Gamma}$:

$$\left\| BU - \frac{\partial u}{\partial n} \right\|_{0, \Gamma} \leq c H^{1/2} \left\| \frac{\partial u}{\partial n} \right\|_{\nu, \Gamma}.$$  \tag{3.16}

We now set

$$z_H = u_H - u + HU$$ \tag{3.17}

and we prove the lemma in two steps. We first estimate $z_H$ in the space $V$. We then bound $u_H - u = z_H - HU$ by means of the triangle inequality.

**First step.** We start from the identity (see (3.6))

$$\|z_H\|^2_H = a(z_H, z_H) + \frac{1}{H} (Bz_H, Bz_H)_\Gamma.$$  

In both terms $a(z_H, z_H)$ and $B(z_H, Bz_H)_\Gamma$, we replace the first factor $z_H$ by its expression (3.17). We take the variational equation (3.4) for $u_H$ into account and we use that $Bu = 0$ because $u \in H^1(\Omega)$. Organizing the terms in a proper way, we get

$$\|z_H\|^2_H = (F, z_H)_\Omega - a(u, z_H) + Ha(U, z_H) + (BU, Bz_H)_\Gamma.$$  

Because of the variational equation (2.16) for $u$, the two first terms on the right-hand side simplify to $-(\partial u/\partial n, Bz_H)_\Gamma$ and the expression for $\|z_H\|^2_H$ is:

$$\|z_H\|^2_H = Ha(U, z_H) + (BU - \partial u/\partial n, Bz_H)_\Gamma.$$  

We use the Cauchy–Schwarz inequality to show that the right-hand side is less than
\[ H \|U\|_V \|z_H\|_V + \|BU - \partial u/\partial n\|_{0, \Gamma} \|Bz_H\|_{0, \Gamma}. \]

Applying Young’s inequality and taking the definition (2.5) of \(\|z_H\|_H^2\) into account, we get that
\[ \|z_H\|_H^2 \leq cH^2 \|U\|_V^2 + cH \left\| \frac{\partial u}{\partial n} \right\|^2_{0, \Gamma}. \]

The estimates (3.14) for \(U\) and (3.16) for \(BU - \partial u/\partial n\) now leads to the conclusion that
\[ \|z_H\|_V \leq \min_{v \in V_h} \|U - v\|_V \leq \|z_H\|_V + H \|U\|_V. \]

Second step. Because of (3.17), we have \(u_H - u = z_H - HU\). The triangle inequality yields
\[ \|u_H - u\|_V \leq \|z_H\|_V + H \|U\|_V. \]

and the lemma follows from this inequality and the estimates (3.18) for \(\|z_H\|_V \leq \|z_H\|_H\) and (3.14) for \(\|U\|_V\).

**Remark 3.1.** In Lemma 3.1, the order of convergence for \(u_H\) to \(u\) when the penalty parameter \(H\) tend to zero is arbitrarily close to 1. It is better than the classical convergence result of order \(\frac{1}{2}\) which can be obtained in complete generality for the penalty technique (see Sect. II.4 in [5]).

The literature (see Prop. 4.1 of Sect. II.4 in [5] or Th. 3.1 in [4]) provides an order of convergence of exactly 1. However, this result is only valid under some assumptions about the regularity of the Lagrange multipliers \(\partial u/\partial n\), (see (2.16)) and about the constraint operator \(B\) (e.g. the range of the adjoint operator of \(B\) should be closed). In our framework, those assumptions are unfortunately not fulfilled.

### 3.2. The approximation error

Our error analysis is based on the observation that the discrete approximation \(u_h\) is the best approximation of \(u_H\) with respect to the penalty norm (3.6). This remark is a direct consequence of the discrete Euler equation (2.23) and of the continuous Euler equation (3.4). Hence it holds

**Lemma 3.2.** \(\|u_H - u_h\|_H \leq \min_{v \in V_h} \|u_H - v\|_H\).

Lemma 3.2 reduces the analysis of the approximation error to find a good interpolant in \(V_h\) for any \(U \in V\) with respect to the penalty norm. This is done in the next lemma.

**Lemma 3.3.** For any \(U \in V\), it holds
\[ \min_{v \in V_h} \|U - v\|_H \leq C \left( \|U - U^0\|_V + H \|U^0\|_{2, \Omega_c} + h \|U^0\|_{2, \Omega_i} \right) \]

where \(U^0\) denotes any element of \(H^2(\Omega)\) and where the constant \(C < \infty\) only depends on the domains \(\Omega_c\) and \(\Omega_i\) and on the regularity assumptions (2.18).

**Proof.** In the sequel, \(U\) is an element of \(V\), \(U^0\) is any element of \(H^2(\Omega)\) and \(c\) is a generic constant. The constant \(c\) may differ from line to line but it only depends on the domains \(\Omega_c\) and \(\Omega_i\) and on the regularity assumption (2.18). In particular, it is independent of \(h\), \(H\) and of the pair \((U, U^0)\).

The idea of the proof is to find a good interpolant for \(U^0\) in the penalty norm and to modify it slightly according to the jumps of \(U\) across the interface \(\Gamma\).
First step. We define a function \( v_h \in V_h \). In the domain \( \Omega_c \), \( v_h \) is the Lagrange interpolant to \( U^0 \) on the mesh \( \mathcal{M}_h^c \) and, in the domain \( \Omega_t \), \( v_h \) is the Lagrange interpolant to \( U^0 \) on the mesh \( \mathcal{M}_h^t \). The approximation properties of the Lagrange interpolant are easily deduced from standard scaling arguments (see [6]). They read

\[
\| U^0 - v_h \|_{1, \Omega_c} \leq c H \| U^0 \|_{2, \Omega_c} \quad \text{and} \quad \| U^0 - v_h \|_{1, \Omega_t} \leq c h \| U^0 \|_{2, \Omega_t}
\]  

(3.20)

as well as

\[
\| U^0_{\Omega_c} - v_h_{\Omega_c} \|_{0, \Gamma} \leq c H^{1/2} \| U^0 \|_{2, \Gamma} \quad \text{and} \quad \| U^0_{\Omega_t} - v_h_{\Omega_t} \|_{0, \Gamma} \leq c h^{1/2} \| U^0 \|_{2, \Gamma}.
\]

(3.21)

We sum the two estimates in (3.20) and we use the inequality (2.6). We get that

\[
\| U^0 - v_h \|_V \leq c \left( H \| U^0 \|_{2, \Omega_c} + h \| U^0 \|_{2, \Omega_t} \right).
\]

(3.22)

Because of the triangle inequality and of the embedding of \( H^2(\Omega_c) \) and of \( H^2(\Omega_t) \) into \( H^{\frac{1}{2}}(\Gamma) \), we can deduce from (3.21) that

\[
\frac{1}{\sqrt{H}} \| B(U^0 - v_h) \|_{0, \Gamma} \leq c \left( H \| U^0 \|_{2, \Omega_c} + h \sqrt{\frac{h}{H}} \| U^0 \|_{2, \Omega_t} \right).
\]

We add this result to (3.22) and we use that \( H \geq h \) (see (2.17)). We conclude that

\[
\| U^0 - v_h \|_V + \frac{1}{\sqrt{H}} \| B(U^0 - v_h) \|_{0, \Gamma} \leq c \left( H \| U^0 \|_{2, \Omega_c} + h \| U^0 \|_{2, \Omega_t} \right).
\]

(3.23)

Second step. We now define another function \( w_h \in V_h \). In the domain \( \Omega_c \), \( w_h \) is the Clément’s interpolant (see [7]) to \( U - U^0 \) on the mesh \( \mathcal{M}_h^c \) and, in the domain \( \Omega_t \), \( w_h \) is the Clément’s interpolant to \( U - U^0 \) on the mesh \( \mathcal{M}_h^t \). The standard property of the Clément’s interpolant are summarized below:

\[
\| w_h \|_{1, \Omega_c} \leq c \| U - U^0 \|_{1, \Omega_c} \quad \text{and} \quad \| w_h \|_{1, \Omega_t} \leq c \| U - U^0 \|_{1, \Omega_t}
\]

(3.24)

\[
\| U_{\Omega_c} - U_{\Omega_c}^0 - w_h_{\Omega_c} \|_{0, \Gamma} \leq c H^{1/2} \| U - U^0 \|_{1, \Omega_c}
\]

(3.25)

and

\[
\| U_{\Omega_t} - U_{\Omega_t}^0 - w_h_{\Omega_t} \|_{0, \Gamma} \leq c h^{1/2} \| U - U^0 \|_{1, \Omega_t}.
\]

(3.26)

We sum the two relations in (3.24) and we use the estimate (2.6). We get

\[
\| w_h \|_V \leq c \| U - U^0 \|_V.
\]

(3.27)

Since \( U^0 \) is of class \( H^1 \), the jump, \( BU^0 \), across the interface \( \Gamma \) is zero. We thus can deduce from (3.25, 3.26) and from the triangle inequality that

\[
\frac{1}{\sqrt{H}} \| B(U - w_h) \|_{0, \Gamma} \leq c \left( \| U - U^0 \|_{1, \Omega_c} + h \sqrt{\frac{h}{H}} \| U - U^0 \|_{1, \Omega_t} \right).
\]

We add this result to (3.27) and we use again that \( H \geq h \) (see (2.17)). We finally obtain

\[
\| w_h \|_V + \frac{1}{\sqrt{H}} \| B(U - w_h) \|_{0, \Gamma} \leq c \| U - U^0 \|_V.
\]

(3.28)

Conclusion. Let us set

\[
U_h = v_h + w_h.
\]

(3.29)
Since $BU^0 = 0$, we can write
\[
\|U - U_h\|_V + \frac{1}{\sqrt{H}} \|B(U - U_h)\|_{0,\Gamma} = \\
\|(U - U^0) + (U^0 - v_h) - w_h\|_V + \frac{1}{\sqrt{H}} \|B(U - w_h) + B(U^0 - v_h)\|_{0,\Gamma}.
\]  
(3.30)

By construction, $U_h$ is an element of $V$ and the left-hand side of (3.30) is a bound from above for $\min_{v \in V} \|U - v\|_H$ (see (3.7)). We can prove the lemma by applying the triangle inequality to the right-hand side of (3.30) and by combining the obtained result with the estimates (3.23) and (3.28).

From Lemmas 3.1–3.3 we can deduce the convergence property of our numerical method.

**Theorem 3.1.** We assume that the solution $u$ to (2.10) verifies the regularity assumption (2.13). Then, for any index $\nu \in [0, \frac{1}{2})$, there is a constant $C$, independent of the mesh sizes $h$ and $H$ and on the data $F$ to problem (2.10), such that the solution $u_h$ to (2.23) satisfies the estimate
\[
\|u - u_h\|_V \leq C \left( H_2^{\frac{1}{2}+\nu} \|u\|_{2,\Omega_c} + h^{\frac{1}{2}+\nu} \|u\|_{2,\Omega_r} \right).
\]  
(3.31)

**Proof.** Throughout the proof, $c$ is a generic constant which is independent of $h$, $H$ and $F$. It can be different from line to line and may depend on the domains $\Omega_c$ and $\Omega_r$ and on the regularity assumption (2.18).

Because of Lemma 3.2, the approximation error $\|u_H - u_h\|_H$ may be bounded by the interpolation error for $u_H$ in the discrete space $V_h$. We estimate the interpolation error by means of Lemma 3.3 with $U = u_H$ and $U^0 = u$. We get that
\[
\|u_H - u_h\|_H \leq c \left( \|u_H - u\|_V + H \|u\|_{2,\Omega_c} + h \|u\|_{2,\Omega_r} \right).
\]  
(3.32)

Because of the triangle inequality, $\|u - u_h\|_V \leq \|u - u_H\|_V + \|u_H - u_h\|_V$, and since the penalty norm is a bound for the $V$-norm (see (3.6)), we can deduce from (3.32) that
\[
\|u - u_h\|_V \leq c \left( \|u_H - u\|_V + H \|u\|_{2,\Omega_c} + h \|u\|_{2,\Omega_r} \right).
\]

Estimating $\|u - u_H\|_V$ by means of Lemma 3.1, we obtain that
\[
\|u - u_h\|_V \leq c \left( H_2^{\frac{1}{2}+\nu} \left\| \frac{\partial u}{\partial n} \right\|_{\nu,\Gamma} + H \|u\|_{2,\Omega_c} + h \|u\|_{2,\Omega_r} \right).
\]  
(3.33)

for some given value of the index $\nu \in [0, \frac{1}{2})$. The interface $\Gamma$ being a part of the boundary $\partial \Omega_c$, it holds
\[
\left\| \frac{\partial u}{\partial n} \right\|_{\nu,\Gamma} \leq c \|u\|_{2,\Omega_c}
\]

and we prove the Theorem by substituting this estimate into (3.33).

**Remark 3.2.** In the framework of the model problem (2.11, 2.12), it is known that the convergence order of the standard conforming FEM is 1 in the $H^1$-norm and 2 in the weaker $L^2$-norm (see [6]). Unfortunately, the convergence order of our non-conforming method (3.3) is not open to such an improvement. The reason is that $u_h$ is actually an approximation of the solution $u_H$ to the penalty problem (3.4). If the approximation error $u_h - u_H$ certainly converges at higher order in the $L^2$-norm, the situation is different for the penalty error $u_H - u$. As it can be seen from straightforward one-dimensional examples, the difference $u_H - u$ is in general of order $\leq 1$ with respect to $H$ in any kind of norms.
4. Numerical integration

To simplify the stiffness matrix related to the discrete method (2.22), we propose a numerical integration for the penalty term \((Bu,Bv)_{\Gamma}\). We also prove that this operation does not destroy the convergence properties established in Theorem 3.1.

4.1. The scheme with numerical integration

We denote by \(\Sigma_H\) the regular grid on the interface \(\Gamma\) which is obtained by restricting the coarse mesh \(\mathcal{M}_H\) and we call \(W_H\) the space of piecewise constant functions on the grid \(\Sigma_H\):

\[
W_H = \{v : \Omega \to \mathbb{R} | v_\gamma \in \mathbb{P}_0(\gamma), \forall \gamma \in \Sigma_H\}.
\]  

(4.1)

The Lagrange interpolation operator onto the grid \(\Sigma_H\) will be denoted by \(r_H\). It is defined by

\[
\forall v \in C^0(\Gamma), r_H v \in W_H \text{ and } r_H v(G_\gamma) = v(G_\gamma), \forall \gamma \in \Sigma_H,
\]  

(4.2)

where \(G_\gamma\) is the center of gravity of the element \(\gamma\). Finally, if \(f\) maps \(\Omega\) onto \(\mathbb{R}\), the notation \(\nabla_\Gamma f(x)\) will be used for the component of \(\nabla f(x)\) collinear to \(\Gamma\) at \(x \in \Gamma\).

The discrete problem with numerical integration is to find \(w_h \in V_h\) such that it holds

\[
a(w_h,v) + \frac{1}{H} \int_{\Gamma} r_H (Bw_hBv) \, d\sigma = (F,v)_\Omega, \quad v \in V_h.
\]  

(4.3)

4.2. Convergence analysis

The convergence analysis for the method (4.3) will be based on two results. The first one is an error estimate for the numerical integration formula and can be proved by combining the Bramble lemma with a scaling argument.

**Lemma 4.1.** If \(f : \Gamma \to \mathbb{R}\) is continuous and if \(\nabla_\Gamma f\) is integrable, then it holds

\[
\int_{\Gamma} |f - r_H f| \, d\sigma \leq CH \int_{\Gamma} |\nabla_\Gamma f| \, d\sigma,
\]  

(4.4)

for some constant \(c < \infty\) independent of \(H\) and \(f\).

The second result is a special case of inverse inequalities in spaces of piecewise polynomial functions. It is true in complete generality in the 2d-case, when the interface \(\Gamma\) is a broken line. In a 3d-case, \(\Gamma\) is a surface and we need a regularity hypothesis for the mesh \(\Sigma_H \otimes \Sigma_h\) obtained by combining the two grids \(\Sigma_H\) and \(\Sigma_h\). The elements in \(\Sigma_H \otimes \Sigma_h\) are obtained by intersecting the elements of \(\Sigma_H\) with the elements of \(\Sigma_h\). They are polygons. If \(\tau \in \Sigma_H \otimes \Sigma_h\) we denote by \(\alpha(\tau)\) its minimum angle and the assumption we need is a regularity hypothesis. There must be a constant \(\alpha_0\), independent of \(H, h > 0\), such that it holds

\[
\alpha(\tau) \geq \alpha_0 > 0, \forall \tau \in \Sigma_H \otimes \Sigma_h.
\]  

(4.5)

We now state the inverse inequality we are going to use.

**Lemma 4.2.** There is a constant \(c < \infty\) depending only on the domain \(\Omega\) and on the number \(\alpha_0\) in hypothesis (4.5) such that it holds

\[
\int_{\Gamma} |\nabla_\Gamma BwBv| \, d\sigma \leq c \|Bv\|_{\frac{1}{2},\Gamma} \|Bw\|_{\frac{1}{2},\Gamma},
\]  

(4.6)

for any \(v, w \in V_h\).
Proof. In that proof, c denotes a constant depending only on \( \Omega \) and \( \alpha_0 \) but which may differ from line to line. We only give the proof for the 3d-case. It can be easily transposed to the 2d-case.

Let \( \tau \in \Sigma_H \otimes \Sigma_h \). Since \( \nabla_B B_v B_{w} = B_v \nabla_B B_{w} + B_v \nabla_B B_{w} \), we can use the Hölder's inequality between \( L^4 \) and \( L^{\frac{4}{3}} \) to get the estimate

\[
\int_{\tau} |\nabla_B B_v B_{w}| \, d\sigma \leq \|B_v\|_{L^4(\tau)} \|\nabla_B B_{w}\|_{L^{\frac{4}{3}}(\tau)} + \|B_v\|_{L^4(\tau)} \|\nabla_B B_{w}\|_{L^{\frac{4}{3}}(\tau)}.
\]

The Sobolev imbedding of \( H^{\frac{4}{3}}(\tau) \) into \( L^4(\tau) \) (see Th. 7.57(a) in [1]) implies that

\[
\int_{\tau} |\nabla_B B_v B_{w}| \, d\sigma \leq c \left( \|B_v\|_{L^{\frac{4}{3}}(\tau)} \|\nabla_B B_{w}\|_{L^{\frac{4}{3}}(\tau)} + \|B_v\|_{L^{\frac{4}{3}}(\tau)} \|\nabla_B B_{w}\|_{L^{\frac{4}{3}}(\tau)} \right).
\]

Observe now that because of assumption (4.5) and of a standard scaling argument it holds

\[
\|\nabla_B f\|_{L^{\frac{4}{3}}(\tau)} \leq c \|f\|_{L^{\frac{4}{3}}(\tau)}
\]

for any linear function \( f \) defined over the polygon \( \tau \in \Sigma_H \otimes \Sigma_h \). As \( v \) and \( w \) both belong to \( V_h \), we may apply (4.8) to \( f = B_v \) and to \( f = B_w \) on the right-hand side of (4.7). The conclusion is that

\[
\int_{\tau} |\nabla_B B_v B_{w}| \, d\sigma \leq c \|B_v\|_{L^{\frac{4}{3}}(\tau)} \|B_w\|_{L^{\frac{4}{3}}(\tau)}, \quad \forall \tau \in \Sigma_H \otimes \Sigma_h.
\]

The lemma is now proved by summing the above relation for any \( \tau \in \Sigma_H \otimes \Sigma_h \). We just have to use the Cauchy–Schwarz inequality to bound the sum \( \sum_{\tau} \|B_v\|_{L^{\frac{4}{3}}(\tau)} \|B_w\|_{L^{\frac{4}{3}}(\tau)} \) appearing on the right-hand side by the product \( \|B_v\|_{L^{\frac{4}{3}}(\tau)} \|B_w\|_{L^{\frac{4}{3}}(\tau)} \). \( \square \)

We now prove the convergence properties of the discrete scheme (4.3).

**Theorem 4.1.** We assume that the solution \( u \) to (2.10) verifies the regularity assumption (2.13). Then, for any index \( \nu \in [0, \frac{1}{3}] \), there is a constant \( C \), independent of the mesh sizes \( h \) and \( H \) and of the data \( F \) to problem (2.10), such that the solution \( w_h \) to (4.3) satisfies the estimate

\[
\|u - w_h\|_V \leq C \left( H^{\frac{1}{3}+\nu} \|u\|_{2, \Omega_h} + h^{\frac{1}{3}+\nu} \|u\|_{2, \Omega_h} \right).
\]

**Proof.** We choose the test function \( v \) as \( v = u_h - w_h \) in the Euler equations (2.23) and (4.3) for \( u_h \) and \( w_h \) and we subtract the result. We get that

\[
\|u_h - w_h\|_V^2 - \frac{1}{H} \int_{\Gamma} r_H(B u_h B(u_h - w_h)) \, d\sigma + \frac{1}{H} (B u_h, B(u_h - w_h))_\Gamma = 0.
\]

Adding the term \( \frac{1}{H} \int_{\Gamma} r_H(B u_h B(u_h - w_h)) \, d\sigma \) on both sides yields

\[
\|u_h - w_h\|_V^2 \leq \frac{1}{H} \left( \int_{\Gamma} r_H(B u_h B(u_h - w_h)) \, d\sigma - (B u_h, B(u_h - w_h))_\Gamma \right).
\]

Since \( (B u_h, B(u_h - w_h))_\Gamma = \int_{\Gamma} B u_h B(u_h - w_h) \, d\sigma \), the right-hand side can be bounded by means of Lemmas 4.1 and 4.2:

\[
\|u_h - w_h\|_V^2 \leq c \|B u_h\|_{L^{\frac{4}{3}}(\tau)} \|B(u_h - w_h)\|_{L^{\frac{4}{3}}(\tau)}
\]

(4.10) where \( c \) does not depend on \( H \) and \( h \).
Observe now that $B_{uh} = B(u_h - u)$, because $Bu = 0$ and recall that the jump operator $B$ is continuous from $V$ into $H^\overline{2}(\Gamma)$. We thus can improve the estimate (4.10). It now reads $\|u_h - w_h\|_V^2 \leq c \|u_h - u\|_V \|u_h - w_h\|_V$ or, after dividing by $\|u_h - w_h\|_V$,

$$\|u_h - w_h\|_V \leq c \|u_h - u\|_V.$$  

In view of this relation, the Theorem 4.1 is a direct consequence of the triangle inequality and of the convergence properties of $u_h$ proved in Theorem 3.1. □

**Remark 4.1.** If we replace the factor $\frac{1}{H}$ in front of the penalty term in (4.3) by $a_H$, where $a$ is a positive constant independent of the mesh sizes $H$ and $h$, the error estimate (4.9) will still be valid. However, the constant $C$ involved in (4.9) will depend on $a$. An open question is to find the optimal value for $a$ such that $C = C(a)$ is minimum.

5. Implementation of the penalty term in the stiffness matrix

In this section, we consider the part of the stiffness matrix which is related to the penalty term in (4.3). We explain how to construct it when the connectivity tables of the grid $\Sigma_H$ and of the grid $\Sigma_h$, obtained by restricting the meshes $\mathcal{M}_H$ and $\mathcal{M}_h$, are known. In a 3d-problem, we shall see that this operation amounts to localize a set of points in a triangular mesh.

If $\text{meas}(\gamma)$ and $C_\gamma$ denote the area and the center of any element $\gamma \in \Sigma_H$, the definition (4.2) of the interpolation operator $r_H$ reduces the penalty term to

$$\int_\Gamma r_H(BwBv) \, d\sigma = \sum_{\gamma \in \Sigma_H} \text{meas}(\gamma)Bw(C_\gamma)Bv(C_\gamma), \forall w, v \in V_h. \quad (5.1)$$

Let now $P_1 \ldots P_N$ be the nodes in the non-compatible mesh $\mathcal{M}_H \cup \mathcal{M}_h$ and let $\varphi_j$ be the shape function associated to $P_j$, $j = 1 \ldots N$:

$$\varphi_j \in V_h \text{ and } \varphi_j(P_i) = \delta_{ij}, i = 1 \ldots N. \quad (5.2)$$

If $w$ and $v \in \mathbb{R}^N$ are the components of the functions $w, v \in V_h$ in the family of shape functions:

$$w = \sum_{j=1}^N w_j \varphi_j \text{ and } v = \sum_{j=1}^N v_j \varphi_j,$$

we can rewrite the relation (5.1) in a matrix form. It reads

$$\int_\Gamma r_H(BwBv) \, d\sigma = w^T \left( \sum_{\gamma \in \Sigma_H} \text{meas}(\gamma)b(\gamma)b(\gamma)^T \right) v. \quad (5.3)$$

In (5.3), the vector $b(\gamma)$, $\gamma \in \Sigma_H$, is defined by:

$$b(\gamma)_j = B\varphi_j(C_\gamma) = \varphi_j|_{\Omega_1}(C_\gamma) - \varphi_j|_{\Omega_2}(C_\gamma), j = 1 \ldots N \quad (5.4)$$

and the part of the stiffness matrix related to the penalty term is exactly

$$R = \sum_{\gamma \in \Sigma_H} \text{meas}(\gamma)b(\gamma)b(\gamma)^T.$$

If we intend to solve the discrete problem (4.3) by means of an iterative scheme (like the conjugate gradient method), it is not necessary to construct $R$ explicitly. Storing the vectors $b(\gamma)$ is enough and we benefit from
For any $\gamma \in \Sigma_H$, the vector $b(\gamma)$ has actually at most six non-zero components in a 3d-problem and only four in a 2d-problem.

If $\gamma$ is a given element of $\Sigma_H$ and if the problem is three-dimensional, the three first non-zero components of $b(\gamma)$ correspond to the vertices $P_{K_1}$, $P_{K_2}$ and $P_{K_3}$ of the triangle $\gamma$. The indices $K_1$, $K_2$ and $K_3$ are of course available in the connectivity table and we have

$$b(\gamma)_{K_1} = b(\gamma)_{K_2} = b(\gamma)_{K_3} = -\frac{1}{3}.$$  \hspace{1cm} (5.5)

To construct the three other non-zero components of $b(\gamma)$, we have to find a triangle $\gamma' \in \Sigma_h$ containing $C_\gamma$. Such a triangle exists and we denote its vertices by $P_{k_1}$, $P_{k_2}$ and $P_{k_3}$. Determining the indices $k_1, k_2$ and $k_3$ as well as the two coefficients $\xi, \eta \in [0,1]$ such that it holds

$$OC_\gamma = \xi OP_{k_1} + \eta OP_{k_1} + (1 - \xi - \eta) OP_{k_3}$$

amounts to the classical problem of locating a point in a triangular mesh. Once $k_1, k_2, k_3, \eta$ and $\xi$ are known, we can set

$$b(\gamma)_{k_1} = \xi, \quad b(\gamma)_{k_2} = \eta \quad \text{and} \quad b(\gamma)_{k_3} = 1 - \xi - \eta.$$ \hspace{1cm} (5.6)

6. NUMERICAL RESULTS

The goal of this section is to demonstrate the efficiency of the numerical scheme (4.3). We consider the model problem (2.11, 2.12) in $d = 2$ dimensions. The domain $\Omega$ is a square domain, $\Omega = (0,10)^2$, and the right-hand side $F$ is adjusted in such a way that the exact solution is the product of a polynomial factor (to fulfil the boundary condition (2.12)) and of a Gaussian factor of radius 1.25:

$$u(x,y) = x^2(x-10)^2y^2(y-10)^2 \exp \frac{-2(x-5)^2 + (y-5)^2}{(1.25)^2}, (x,y) \in \Omega.$$ \hspace{1cm} (6.1)

The domain $\Omega_t$, to be equipped with a fine mesh, is defined as the central square $\Omega_t = (2.5,7.5)^2$ and the domain $\Omega_c$, to be meshed coarsely, is the complement of $\Omega_t$ in $\Omega$ (see Fig. 2).
To approach the solution \( u \) to the model problem (2.11, 2.12) with the non-conforming FEM (4.3), we meshed the two domains \( \Omega_f \) and \( \Omega_c \) independently. A rough analysis, based on the explicit formula (6.1), shows that the \( H^2(\Omega_f) \) semi-norm of \( u \) is, at least, twice larger than its \( H^2(\Omega_c) \) semi-norm. To balance the two contributions in the error estimate (4.9), we thus kept a ratio of 1 : 2 between the fine mesh size, \( h \), and the coarse mesh size, \( H \).

We computed the discrete solution to problem (4.3) for seven different meshes. The values of \( H \) and \( h \) which have been used can be found in Table 1 and the first and last meshes are represented in Figure 2. Observe also that the factor \( \frac{1}{H} \) in front of the penalty term in (4.3) has been replaced by \( \frac{10^4}{H^2} \) to improve convergence (see Rem. 4.1).

The error \( \| u - w_h \|_1 \) between the exact solution \( u \) to the model problem and its numerical approximation \( w_h \) is plotted in Figure 3 as a function of the number of nodes (log-log scale).

At the same time, we applied the standard conforming FEM to the problem (2.11, 2.12). We performed again seven different computations with seven different meshes. For the purpose of comparison, the \( H^1(\Omega) \)-norm of the error has been represented as a function of the number of nodes (log-log scale) in Figure 3. The conclusion which we can draw is obvious. In the framework of the chosen test case and for equivalent error level, the non-conforming technique (4.3) uses about \( e^{0.5} \approx 1.65 \) times less nodes than the standard conforming method.

The last curve in Figure 3 represents the error measured when the penalty term has been dropped from (4.3). It appears that this method is no more converging which emphasizes the importance of the penalty term. When the penalty term is dropped, observe that the solution to (4.3) actually converges to a function satisfying the boundary condition (2.12) as well as the Helmholtz problem (2.11), but separately in \( \Omega_f \) and \( \Omega_c \) and with Neumann homogeneous conditions on both sides of the interface \( \Gamma = \overline{\Omega_f} \cap \overline{\Omega_c} \).
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