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by E. DARI (1, 3), R. DURAN (2, 3), C. PADRA (1) and V. VAMPA (2)

Abstract. — We introduce two a posteriori error estimators for piecewise linear nonconforming finite element approximation of second order elliptic problems. We prove that these estimators are equivalent to the energy norm of the error.

Finally, we present several numerical experiments showing the good behavior of the estimators when they are used as local error indicators for adaptive refinement.

1. INTRODUCTION

This paper deals with a posteriori error estimators and adaptivity for nonconforming finite element methods.

There have been several motivations for introducing nonconforming methods. For example, to avoid the necessity of smooth elements in fourth order problems or to treat constrained minimization problems such as the Stokes equations (see [8] for a review of this kind of methods). Also, they have been shown to be related with mixed methods (see [1], [9]). We also refer to [2] for more recent applications in elasticity.

As a first step we consider here the case of nonconforming piecewise linear approximations of second order elliptic problems [7]. However,
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similar techniques can be applied in other situations. In particular, in a forthcoming paper we obtain similar results for the Stokes equations.

In the conforming case several approaches have been introduced to define error estimators for different problems by using the residual equation (see for example [4], [5], [6], [12]). In order to extend these techniques to nonconforming approximations, the main difficulty is the treatment of the consistency terms arising in the error equation in this case. These terms depend on the exact solution and cannot be neglected. Our technique is based on the use of a Helmholtz decomposition together with some orthogonality relations for the error. In this way we are able to extend to the nonconforming case the ideas developed in [12].

We define two error estimators and prove that they are equivalent to the energy norm of the error.

The rest of the paper is organized as follows. In Section 2 we introduce the model problem and recall the finite element approximation. Section 3 deals with the error estimators and their equivalence with the error and finally in Section 4 we present several numerical results.

2. MODEL PROBLEM AND FINITE ELEMENT APPROXIMATION

Let \( \Omega \subset \mathbb{R}^2 \) be a simply connected polygon. We consider the model problem

\[
\begin{align*}
- \text{div} (a \nabla u) &= f, \quad \text{in } \Omega \\
u &= g_1, \quad \text{on } \Gamma_1 \\
a \frac{\partial u}{\partial n} &= g_2, \quad \text{on } \Gamma_2
\end{align*}
\]  

(2.1)

where \( \Gamma_1 \) and \( \Gamma_2 \) are disjoint sets such that \( \Gamma_1 \neq \emptyset \) and \( \Gamma_1 \cup \Gamma_2 = \partial \Omega \) and the coefficient \( a = a(x) \) is bounded by above and below by positive constants.

We use standard notation for Sobolev spaces, norms and seminorms and for \( \Gamma \subset \partial \Omega \) we set

\[
H^1_{\Gamma} = \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma \} .
\]

Then, the solution of problem (2.1) satisfies

\[
\int_{\Omega} a \nabla u \cdot \nabla v = \int_{\Omega} fv + \int_{\Gamma_2} g_2 v, \quad \forall v \in H^1_{\Gamma_1}.
\]  

(2.2)

Assume that we have a family \( \{ \mathcal{C}_j \} \) of triangulations of \( \Omega \) such that any two triangles in \( \mathcal{C}_j \) share at most a vertex or an edge and any \( \mathcal{C}_j \) is consistent.
with the boundary data, i.e., a boundary side is contained in either \( \Gamma_1 \) or \( \Gamma_2 \).

For any \( \mathcal{T}_j \), we introduce the nonconforming finite element space

\[
\mathcal{V}_j = \{ v \in L^2(\Omega) : v|_{T} \in \mathcal{P}_1, \quad \forall T \in \mathcal{T}_j \ \text{and} \ v \text{ is continuous at midside points} \}
\]

(\( \mathcal{P}_1 \) denotes the space of linear polynomials) and for \( \Gamma \subset \partial \Omega \) let,

\[
\mathcal{V}_{j\Gamma} = \{ v \in \mathcal{V}_j : v = 0 \text{ at midside points contained in } \Gamma \}.
\]

In our analysis we will also use the standard conforming piecewise linear finite element spaces,

\[
\mathcal{M}_j = \{ v \in H^1(\Omega) : v|_{T} \in \mathcal{P}_1, \quad \forall T \in \mathcal{T}_j \}
\]

and

\[
\mathcal{M}_{j\Gamma} = \mathcal{M}_j \cap H^1_{\Gamma}.
\]

Let \( M_{\ell} \) be the midpoint of a side \( \ell \). Then the nonconforming finite element approximation to the solution of problem (3.1) is defined by \( u_j \in \mathcal{V}_j \) and,

\[
\sum_{T \in \mathcal{T}_j} \int_T a \nabla u_j \cdot \nabla v = \int_\Omega f v + \int_{\Gamma_2} g_2 v, \quad \forall v \in \mathcal{V}_{j\Gamma}, \quad (2.3)
\]

and

\[
u_j(M_{\ell}) = g_1(M_{\ell}), \quad \forall \ell \subset \Gamma_1 \, .
\]

We end this section with some notation that we will need in the definition and analysis of the error estimators.

Let \( E_i \) be the set of all interior edges and \( E_\Gamma \) the set of edges of \( T \). For each interior edge \( \ell \) we choose an arbitrary normal direction \( n \) and denote the two triangles sharing this edge \( T_{in} \) and \( T_{out} \) where \( n \) points outwards \( T_{in} \). For a boundary side \( \ell \) we take \( n \) as the outward normal.

If \( n = \binom{n_1}{n_2} \) we define the tangent on \( \ell \) by \( t = \binom{-n_2}{n_1} \) and we set,

\[
\begin{bmatrix}
a \frac{\partial u_j}{\partial n} \\
\end{bmatrix}_\ell (x) = a \nabla (u_j|_{T_{out}}) \cdot n - a \nabla (u_j|_{T_{in}}) \cdot n, \quad \forall x \in \ell
\]

and

\[
\begin{bmatrix}
\frac{\partial u_j}{\partial t} \\
\end{bmatrix}_\ell = \nabla (u_j|_{T_{out}}) \cdot t - \nabla (u_j|_{T_{in}}) \cdot t .
\]
Note, that these values are independent of the choice of $n$.

We define the jump on $\ell$ for $v \in V^j$ by
\[
\llbracket v \rrbracket_{\ell}(x) = v\big|_{T_{\text{out}}(x)} - v\big|_{T_{\text{in}}(x)}, \quad \forall x \in \ell.
\]

Finally for $\varphi \in H^1(\Omega)$ we set,
\[
\text{curl } \varphi = \begin{pmatrix}
-\frac{\partial \varphi}{\partial x_2} \\
\frac{\partial \varphi}{\partial x_1}
\end{pmatrix}.
\]

3. ERROR ESTIMATORS

In this section we introduce two error estimators and prove that they are equivalent to the energy norm of the error.

For the sake of simplicity we assume that,
\begin{align}
a & \text{ is piecewise constant,} & (3.1a) \\
g_1 & \text{ is piecewise linear,} & (3.1b) \\
g_2 & \text{ is piecewise constant,} & (3.1c) \\
f & \text{ is piecewise constant} & (3.1d)
\end{align}

and denote with $f_T$ the value of $f$ on the element $T$.

Assumptions (3.1) are not very restrictive, in fact, in the general case we may replace the data by appropriate interpolations and it is not difficult to see that our theorems can be generalized assuming local regularity of the data (we refer to [3], [12] for details).

For a side $\ell$ define $J_{\ell,n}$ and $J_{\ell,t}$, by
\[
J_{\ell,n} = \begin{cases}
\llbracket \frac{\partial u_j}{\partial n} \rrbracket_{\ell}, & \text{if } \ell \in E_1 \\
2 \left( g_2 - a \frac{\partial u_j}{\partial n} \right)_{\ell}, & \text{if } \ell \subset \Gamma_2 \\
0, & \text{if } \ell \subset \Gamma_1
\end{cases}
\]

and
\[
J_{\ell,t} = \begin{cases}
\llbracket \frac{\partial u_j}{\partial t} \rrbracket_{\ell}, & \text{if } \ell \in E_1 \\
2 \left( \frac{\partial g_1}{\partial t} - \frac{\partial u_j}{\partial t} \right)_{\ell}, & \text{if } \ell \subset \Gamma_1 \\
0, & \text{if } \ell \subset \Gamma_2.
\end{cases}
\]
The following lemma gives an error equation which is one of the key points in our error analysis.

**Lemma 3.1:** Under the assumptions (3.1) and for \( v \in H^1_{\ell_1} \) and \( \varphi \in H^1_{\ell_2} \), the error \( e = u - u_j \) satisfies,

\[
\sum_{T \in T_j} \int_T a \nabla e \cdot (\nabla v + a^{-1} \text{curl } \varphi ) = \sum_{T \in T_j} \left\{ \int_T f v + \frac{1}{2} \sum_{t \in T} \int_t (J_{t,n} v + J_{t,t} \varphi ) \right\}. \tag{3.2}
\]

**Proof:** Integrating by parts in each element we have

\[
\sum_{T \in T_j} \int_T a \nabla e \cdot (\nabla v + a^{-1} \text{curl } \varphi ) = \sum_{T \in T_j} \left\{ \int_T f v + \int_{\partial T} a \frac{\partial e}{\partial n} v + \int_{\partial T} \frac{\partial e}{\partial t} \varphi \right\}
\]

\[
= \sum_{T \in T_j} \left\{ \int_T f v - \sum_{t \in T \cap E_1} \left[ \int_t a \frac{\partial u_j}{\partial n} v + \int_t \frac{\partial u_j}{\partial t} \varphi \right] \right\}
\]

\[
+ \sum_{t \in T_2} \int_t \left( g_2 - a \frac{\partial u_j}{\partial n} \right) v + \sum_{t \in T_1} \int_t \left( \frac{\partial g_1}{\partial t} - \frac{\partial u_j}{\partial t} \right) \varphi
\]

which, in view of the definitions of \( J_{t,n} \) and \( J_{t,t} \), gives 3.2. \( \square \)

The second tool in the analysis are the orthogonality relations for the error which are given in the next lemma.

**Lemma 3.2:** The error satisfies

\[
\sum_{T \in T_j} \int_T a \nabla e \cdot \nabla v = 0, \quad \forall v \in M^j_{\ell_1}, \tag{3.3}
\]

\[
\sum_{T \in T_j} \int_T \nabla e \cdot \text{curl } \varphi = 0, \quad \forall \varphi \in M^j \text{ such that } \frac{\partial \varphi}{\partial t} = 0 \text{ on } T_2. \tag{3.4}
\]

**Proof:** Since \( M^j_{\ell_1} \subset H^1_{\ell_1} \cap V^j_{\ell_1} \), we can use (2.2) and (2.3) for \( v \in M^j_{\ell_1} \) and substracting (2.3) from (2.2) we obtain (3.3).

The orthogonality property (3.4) is known (see for example [2]) and easy to verify, in fact, integration by parts yields,

\[
\sum_{T \in T_j} \int_T \nabla e \cdot \text{curl } \varphi = \sum_{t \in T_1} \int_t (g_1 - u_j) \frac{\partial \varphi}{\partial t} - \sum_{t \in T_1} \int_t \left[ u_j \right] \frac{\partial \varphi}{\partial t}
\]
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and the right hand side vanishes because \( \frac{\partial \varphi}{\partial t} \bigg|_{\ell} \) is constant, \( [u_j]_{\ell} \) is zero at the midside point of \( \ell \) for every \( \ell \in E \) and \( g_1 - u_j \) is zero at the midside point of \( \ell \) for \( \ell \in \Gamma_1 \).

Let us now define the local error estimator \( \eta_T \) by,

\[
\eta_T^2 = f_T^2 |T|^2 + \frac{1}{2} \sum_{\ell \in E_T} (\mathcal{J}_{1,\ell} + \mathcal{J}_{2,\ell}) |\ell|^2
\]

and the global one by,

\[
\eta^2 = \sum_{T \in \mathcal{T}_h} \eta_T^2.
\]

When doing adaptive refinement in problems involving singularities the generated meshes are usually highly nonuniform (i.e. the elements of \( \mathcal{T}_j \) may have very different sizes). However, if the refinement is done in a proper way the family \( \{\mathcal{T}_j\} \) can be constructed such that the minimum angle of any \( \mathcal{T}_j \) is not less than half of the minimum angle of the starting triangulation (see [10]). Therefore, it is natural to seek error estimators which are equivalent to the error with constants depending only on the minimum angle (and not on the elements size). We will show that the estimator \( \eta \) is of this kind. In what follows the letter \( C \) denotes a generic constant depending only on the minimum angle.

Let \( \nabla e \) be the \( L^2 \)-vector defined by

\[
\nabla e \big|_T = \nabla (e |_T).
\]

**Theorem 3.1**: Under the assumptions (3.1), there exist positive constants \( C_1 \) and \( C_2 \) depending only on the minimum angle of \( \mathcal{T}_j \) and on the bounds of \( a(x) \) such that,

\[
C_1 \eta \leq \| \nabla_j e \|_0 \leq C_2 \eta. \tag{3.5}
\]

**Proof**: Decompose the vector \( a \nabla_j e \) as follows,

\[
a \nabla_j e = a \nabla w + \text{curl } \psi \tag{3.6}
\]

with \( w \in H^1_\Gamma \) and \( \psi \in H^1 \) such that \( \frac{\partial \psi}{\partial t} = 0 \) on \( \Gamma_2 \). Note that when \( a \equiv 1 \) this is a Helmholtz decomposition of \( \nabla_j e \) and, in fact, (3.6) can be obtained as in that case. Indeed, let \( w \) be the solution of

\[
\begin{cases}
\text{div} (a \nabla w) = \text{div} (a \nabla_j e), & \text{in } \Omega \\
w = 0, & \text{on } \Gamma_1 \\
a \frac{\partial w}{\partial n} = a \nabla_j e \cdot n, & \text{on } \Gamma_2
\end{cases}
\]
then, \( \text{div}(a \nabla \varepsilon - a \nabla w) = 0 \) and therefore there exists \( \psi \in H^1 \) such that

\[
a \nabla \varepsilon - a \nabla w = \mathbf{curl} \, \psi
\]

and in view of the boundary condition on \( \Gamma_2 \) we have \( \frac{\partial \psi}{\partial n} = \mathbf{curl} \, \psi \cdot n = 0 \) on \( \Gamma_2 \), which means that \( \psi \) is constant on each connected component of \( \Gamma_2 \).

Now, let \( w' \) and \( \psi' \) be continuous piecewise linear approximations of \( w \) and \( \psi \) respectively such that,

\[
\|w - w'\|_{0, \tilde{T}} \leq C |T|^{1/2} \|w\|_{1, \tilde{T}}
\]

(and analogously for \( \psi' \)) where \( \tilde{T} \) is the union of all the triangles sharing a vertex with \( T \). Moreover, we assume that the interpolation preserves boundary conditions, that is,

\[
w' \in M_{\Gamma_1}^j.
\]

and

\[
\psi - \psi' \in H^1_{\Gamma_2}.
\]

An interpolation satisfying all these conditions was constructed in [11].

Using the decomposition (3.6) and Lemma 3.2 we have,

\[
\int_\Omega a |\nabla \varepsilon|^2 = \int_\Omega a \nabla \varepsilon \cdot (\nabla w + a^{-1} \mathbf{curl} \, \psi)
\]

\[
= \int_\Omega a \nabla \varepsilon \cdot [\nabla (w - w') + a^{-1} \mathbf{curl} \, (\psi - \psi')]
\]

hence, from Lemma 3.1 with \( v = w - w' \) and \( \varphi = \psi - \psi' \) we obtain

\[
\int_\Omega a |\nabla \varepsilon|^2 = \sum_{T \in \mathcal{T}_h} \left\{ \int_T f (w - w') + \\
+ \frac{1}{2} \sum_{\ell \in \mathcal{E}_T} \int_{\ell} [J_{\ell, n}(w - w') + J_{\ell, t}(\psi - \psi')] \right\}
\]

and using Schwartz inequality and (3.7) we get

\[
\int_\Omega a |\nabla \varepsilon|^2 \leq C \eta \left( |w|_1 + |\psi|_1 \right) \leq C \eta \|a \nabla \varepsilon\|_0
\]

(the last inequality is a consequence of the orthogonality of \( a \nabla w \) and \( \mathbf{curl} \, \psi \) in a weighted \( L^2 \)-norm), and this proves the right inequality of (3.5).
To prove the other inequality we follow the ideas developed by Verfürth [12] for the conforming case (see also [3]). We use the error equation (3.2) with a particular choice of \( v \in H^1_T \) and \( \varphi \in H^1_T \) satisfying,

\[
\int_T v = f_T |T|^2, \quad \forall T \in \mathcal{T}_j \tag{3.8}
\]

\[
\int_{\ell} v = J_{\ell, n} |\ell|^2, \quad \forall \ell \tag{3.9}
\]

\[
\int_{\ell} \varphi = J_{\ell, i} |\ell|^2, \quad \forall \ell \tag{3.10}
\]

and

\[
|v|_{1, T} + |\varphi|_{1, T} \leq C \eta_T. \tag{3.11}
\]

It is not difficult to see that those \( v \) and \( \varphi \) exist. Indeed, \( \varphi \) can be taken as a continuous piecewise quadratic polynomial vanishing at every vertex of the triangulation and \( v \) as a continuous piecewise polynomial of degree three (in fact, quadratic augmented with local bubbles). We refer to [12] for the details.

Now, (3.2) together with (3.8), (3.9), (3.10) and (3.11) yields,

\[
\eta^2 = \sum_{T \in \mathcal{T}_j} \int_T a \nabla v \cdot (\nabla v + a^{-1} \text{curl} \varphi) = C \| \nabla f \|_0 \eta
\]

which concludes the theorem. \( \square \)

A simpler equivalent error estimator can be defined by observing that the term corresponding to the jump of the flux is dominated by that corresponding to \( f \). Indeed, given an interior \( \ell \) let \( v_{\ell} \in V^j_\ell \) be the basis function which is equal to one at \( M_\ell \) and vanish at any other node. Then, from (2.3) we have,

\[
\int_{T_{in}} a \nabla u_j \cdot \nabla v_{\ell} + \int_{T_{out}} a \nabla u_j \cdot \nabla v_{\ell} = \int_{T_1 \cup T_2} f v_{\ell}
\]

and integrating by parts we obtain

\[
- \int_{\ell} J_{\ell, n} v_{\ell} = \int_{T_1 \cup T_2} f v_{\ell}
\]

thus

\[
- J_{\ell, n} |\ell| = f_T |T|/3 + f_{T_2} |T_2|/3 \tag{3.12}
\]

(the relation (3.12) was observed in [9] in a different context).
Analogously, when \( \ell \subset T_2 \) is a side of \( T \) we can see that,
\[
- J_{\ell, n} |\ell| = f_T |T|/3.
\]

In view of all above, we define the error estimator
\[
\tilde{\eta}^2_T = \int_T |T|^2 + \frac{1}{2} \sum_{\ell \in k_T} J_{\ell, n} |\ell|^2
\]
and
\[
\tilde{\eta}^2 = \sum_{T \in \mathcal{C}_j} \tilde{\eta}^2_T
\]
and we have,

**Theorem 3.2**: There exist positive constants \( C_3 \) and \( C_4 \) depending only on the minimum angle and on the bounds of \( a(x) \) such that,
\[
C_3 \tilde{\eta} \leq \| \nabla_j e \|_0 \leq C_4 \tilde{\eta}.
\]

**Proof**: Obviously \( \tilde{\eta}_T \leq \eta_T \) and the theorem follows from (3.12), (3.13) and Theorem 3.1. \( \Box \)

### 4. Numerical Results

In this section we present the results of some numerical computations. We generate the meshes \( \{ \mathcal{C}_j \} \) in an adaptive way by using \( \eta_T \) as an error indicator at the element \( T \). Starting with a uniform triangulation \( \mathcal{C}_0 \), \( \mathcal{C}_{j+1} \) is obtained from \( \mathcal{C}_j \) by refining the elements \( T \in \mathcal{C}_j \) such that
\[
\eta_T \geq \gamma \eta_{\max}
\]
where \( \eta_{\max} = \max_{T \in \mathcal{C}_j} \eta_T \) and \( \gamma = 0.5 \) in the first example and \( \gamma = 0.7 \) in the others. The refinement is propagated using the method described in [10] which guarantees that for every \( j \) the minimum angle of \( \mathcal{C}_j \) is not less than half the minimum angle of \( \mathcal{C}_0 \).

As a first example consider the Dirichlet problem,
\[
\begin{cases}
\Delta u = 0, & \text{in } \Omega \\
u = g, & \text{on } \partial \Omega
\end{cases}
\]
where \( \Omega \) is the L-shaped domain \((-1, 1)^2 \setminus [0, 1] \times [-1, 0]\) (see fig. 1) and \( g \) is the smooth function such that the solution of (4.1) in polar coordinates is,
\[
u(r, \theta) = r^{2/3} \sin \left( \frac{2}{3} \theta \right).
\]
Table 1 shows the results obtained in this example in four steps of the refinement procedure. We denote by $N$ the number of nodes and by $\theta$ the ratio $\frac{\eta}{\| \nabla_j e \|_0}$.

<table>
<thead>
<tr>
<th>$j$</th>
<th>$N$</th>
<th>$| \nabla_j e |_0$</th>
<th>$\eta$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>44</td>
<td>0.18</td>
<td>0.329</td>
<td>1.83</td>
</tr>
<tr>
<td>1</td>
<td>87</td>
<td>0.126</td>
<td>0.232</td>
<td>1.84</td>
</tr>
<tr>
<td>2</td>
<td>130</td>
<td>0.096</td>
<td>0.193</td>
<td>2.01</td>
</tr>
<tr>
<td>3</td>
<td>200</td>
<td>0.0745</td>
<td>0.157</td>
<td>2.11</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The results in the table show in particular that the automatic refinement procedure allows us to obtain the optimal order of convergence with respect to the number of nodes for this singular solution, that is, the same order than in the regular case. Indeed, it is known that when the solution is regular and the meshes are refined uniformly,

$$\| \nabla_j e \|_0 = O(N^{-\frac{1}{2}})$$

(4.2)

(4.2) also holds in this case as can be seen in Figure 1.
Figure 2 shows the meshes $\mathcal{T}_0$ to $\mathcal{T}_4$, respectively.

In the next examples we consider again the Laplace equation but with mixed boundary conditions. For $k = 4, 6, 8$ we solve

$$\begin{cases}
\Delta u = 0 , & \text{in } \Omega \\
u = 0 , & \text{on } \Gamma_1 \\
u = \sin \left( \frac{2 \theta}{k} \right) , & \text{on } \Gamma_2 \\
\frac{\partial u}{\partial n} = 0 , & \text{on } \Gamma_3
\end{cases}$$

where

$$\Omega = \left\{ (r, \theta) : 0 < r < 1, 0 < \theta \leq \frac{k \pi}{4} \right\},$$

$$\Gamma_1 = \left\{ (r, \theta) : 0 < r < 1, \theta = 0 \right\},$$

$$\Gamma_2 = \left\{ (r, \theta) : r = 1, 0 < \theta \leq \frac{k \pi}{4} \right\},$$

and

$$\Gamma_3 = \left\{ (r, \theta) : 0 < r < 1, \theta = \frac{k \pi}{4} \right\}.$$  

The solution of this problem is,

$$u(r, \theta) = r^{2k} \sin \left( \frac{2 \theta}{k} \right).$$

The meshes generated by the adaptive procedure are shown in figures 3, 4 and 5 for $k = 4, 6$ and 8 respectively.

In all these examples the same behavior of the error than in the first one was observed (i.e. : optimal order of convergence was obtained).

5. CONCLUSIONS

We have introduced a technique to construct and analyse a posteriori error estimators for nonconforming finite element methods.

In the case of piecewise linear approximations of second order elliptic problems we have defined two error estimators which are equivalent to the discrete energy norm of the error. In particular, we have seen that the jumps across the elements of the tangential derivative of the approximate solution $u_j$ (which can be written in terms of the jumps of $u$ itself) play an important role. Instead, the jumps of the flux (which in the conforming case are
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essential) can be neglected since they are dominated by the right hand side of the equation (i.e. the local residual).

Our numerical computations show the good behavior of the estimator when used as an error indicator for adaptive refinement, one of the most important applications of a posteriori error estimates.

Clearly, the results can be extended to higher order nonconforming approximations. Also, similar ideas can be applied to other problems. In particular, in a forthcoming paper we introduce error estimators for nonconforming approximations of the Stokes problem.
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