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1. Introduction. Let $\mathcal{O}_j$, $j = 1, 2, \ldots, J$, be open bounded sets in $\mathbb{R}^3$ with smooth boundary $\Gamma_j$. We set
\[
\mathcal{O} = \bigcup_{j=1}^J \mathcal{O}_j,
\]
and assume the following:

(H.1) Each $\mathcal{O}_j$ is strictly convex, that is, the Gaussian curvature of $\Gamma_j$ does not vanish.

(H.2) For each $\{l_1, l_2, l_3\} \in \{1, 2, \ldots, J\}^3$ such that $j_i \neq j_{l'}$ for $l \neq l'$,
\[
(\text{convex hull of } \overline{\mathcal{O}_{j_1}} \text{ and } \overline{\mathcal{O}_{j_2}}) \cap \overline{\mathcal{O}_{j_3}} = \emptyset.
\]

In this note, we consider the case of
\[
J \geq 3.
\]
We set
\[
\Omega = \mathbb{R}^3 - \overline{\mathcal{O}},
\]
and consider two dynamics in $\Omega$. The one is the classical dynamics in $\Omega$ and the another is the quantum dynamics in $\Omega$, and we are interested in relationships between these two dynamics. As the first step of study of relationships of two dynamics, we would like to take up the zeta function as the subject of the classical dynamics, and the scattering matrix as that of the quantum dynamics. Our interest as to these subjects is to know how the singularities of the zeta function relate to the poles of the scattering matrix, and vice versa.

Note that under the assumption (1.1), the classical dynamics in $\Omega$, which is nothing but the geometric optics, becomes chaotic. This chaotic property makes the both dynamics difficult to treat.

Our result we shall talk about is as follows: In a small neighborhood of the axis of absolute convergence of the zeta function, the scattering matrix is holomorphic at points which are not so near to the poles of the zeta function.
2. Zeta Function for The Classical Dynamics

2.1. Definition of the zeta function

Let \( A = [A(i,j)]_{i,j=1,2,...,J} \) be a \( J \times J \) matrix defined by

\[
A(i,j) = \begin{cases} 
1 & \text{for } i \neq j, \\
0 & \text{for } i = j.
\end{cases}
\]

Set

\[
\Sigma_A = \{ \xi = (\ldots, \xi_{-n}, \xi_{-n+1}, \ldots, \xi_{-1}, \xi_0, \xi_1, \ldots, \xi_n, \ldots); \\
\xi_i \in \{1,2,\ldots,J\} \text{ and } A(\xi_i, \xi_{i+1}) = 1 \text{ for all } i \}.
\]

Then, for each element \( \xi \in \Sigma_A \) there corresponds uniquely a ray \( \mathcal{X}(\xi) \) of the geometric optics trapped by \( \mathcal{O} \) in the future and in the past with the reflection order \( \xi \). Namely, \( \mathcal{X}(\xi) \) is the ray of geometric optics in \( \Omega \), which reflects on \( \Gamma_{\xi_0} \) and, following the advance of time in the future, reflects on \( \Gamma_{\xi_1}, \Gamma_{\xi_2}, \ldots \) successively and following the time going back to the past, reflects on \( \Gamma_{\xi_{-1}}, \Gamma_{\xi_{-2}}, \ldots \) successively. Denote the \( j \)-th reflection point of \( \mathcal{X}(\xi) \) by \( P_j(\xi) \). Then \( \mathcal{X}(\xi) \) is an infinite broken ray connecting successively the points

\[
P_{-1}(\xi), P_0(\xi), P_1(\xi), \ldots
\]

We define a function \( f(\xi) \) on \( \Sigma_A \) by

\[
f(\xi) = |P_0(\xi) - P_1(\xi)|. \tag{2.1}
\]

For \( \xi \in \Sigma_A \) we can define a sequence of phase functions \( \{\varphi_{\xi,j}(x)\}_{j=-\infty}^{\infty} \) satisfying for all \( j \)

\[
\begin{align*}
|\nabla \varphi_{\xi,j}(x)|^2 &= 1 \text{ in a neighborhood of } P_j(\xi)P_{j+1}(\xi), \\
\nabla \varphi_{\xi,j}(P_j(\xi)) &\text{ is parallel to } P_j(\xi)P_{j+1}(\xi), \\
\varphi_{\xi,j}(x) &= \varphi_{\xi,j+1}(x) \text{ on } \Gamma_{\xi_{j+1}} \cap (\text{a neighborhood of } P_{j+1}(\xi)), \\
\text{the principal curvatures of } C_{\xi,j}(P_j(\xi)) &\text{ with respect to } \nabla \varphi_{\xi,j}(P_j(\xi)) \text{ are positive,}
\end{align*} \tag{2.2}
\]

where

\[
C_{\xi,j}(x) = \{y; \varphi_{\xi,j}(y) = \varphi_{\xi,j}(x)\}.
\]

Note that the conditions (2.2) determine uniquely \( \nabla \varphi_{\xi,j}(x) \) in a neighborhood of \( P_j(\xi)P_{j+1}(\xi) \).

Denote by \( G_{\xi,j}(x) \) the Gaussian curvature of \( C_{\xi,j}(x) \) at \( x \). We define a function \( g(\xi) \) by

\[
g(\xi) = \log \sqrt{G_{\xi,0}(P_1(\xi))/G_{\xi,0}(P_0(\xi))}. \tag{2.3}
\]
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We see easily that

\[(2.4) \quad g(\xi) < 0 \quad \text{for all } \xi \in \Sigma_A.\]

Denote by \(\sigma_A\) the left shift operator in \(\Sigma_A\), which is given by

\[\sigma_A \xi = \xi_{i+1} \quad \text{for all } i.\]

The zeta function attached to the boundary value problem with Dirichlet boundary condition is given by

\[(2.5) \quad \zeta(s) = \exp \left( \sum_{n=1}^{\infty} \frac{1}{n} \sum_{\sigma_A^n \xi = \xi} \exp S_n r(\xi, s) \right),\]

where

\[(2.6) \quad r(\xi, s) = -sf(\xi) + g(\xi) + \sqrt{-1} \pi,\]

\[S_n r(\xi, s) = r(\xi, s) + r(\sigma_A \xi, s) + \cdots + r(\sigma_A^{n-1} \xi, s).\]

Evidently \(\xi \in \Sigma_A\) satisfying \(\sigma_A^n \xi = \xi\) is a periodic element with respect to \(\sigma_A\) of period \(n\), and the corresponding ray \(\mathcal{X}(\xi)\) is also a periodic ray in \(\Omega\) with \(n\) reflection points. Denote by \(\gamma\) the corresponding periodic ray, that is, the ray starting from a point on \(\Gamma_{\xi_0}\) and reflecting on \(\Gamma_{\xi_1}, \Gamma_{\xi_2}, \ldots\), successively, and after the reflection on \(\Gamma_{\xi_{n-1}}\) returning to the starting point. Then, we have

\[(2.7) \quad S_n r(\xi, s) = e^{-s\gamma}(\lambda_{\gamma,1} \lambda_{\gamma,2})^{1/2}(-1)^n,\]

where \(d_{\gamma}\) denotes the length of \(\gamma\) and \(\lambda_{\gamma,l}\) \((l = 1, 2)\) the eigenvalues less than 1 of the Poincaré map of \(\gamma\).

As to the convergence of \(\zeta(s)\), we see immediately

\[\# \{ \xi \in \Sigma_A; \sigma_A^n \xi = \xi \} \leq (N - 1)^N, \quad S_n f(\xi) \geq n d_{\min},\]

where \(d_{\min} = \min_{i \neq j} \text{dis}(\mathcal{O}_i, \mathcal{O}_j)\). By taking account of (2.4), the right hand side of (2.5) converges absolutely in

\[(2.8) \quad \Re s > \frac{N - 1}{d_{\min}}.\]

Remark that it holds that

\[(2.9) \quad -\frac{d}{ds} \log \zeta(s) = \sum_{\gamma} (-1)^{\gamma} T_\gamma e^{-s\gamma}(\lambda_{\gamma,1} \lambda_{\gamma,2})^{1/2},\]
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where the summation is taken over all the oriented periodic rays \( \gamma \), and \( i_\gamma \) denotes the number of reflection points, and \( T_\gamma \) the prime period of \( \gamma \). Needless to say, \( \zeta(s) \) converges absolutely in a larger domain than (2.8).

2.2. Ruelle operator and the abscissa of absolute convergence

For a function \( k(\xi) \) defined on \( \Sigma_A \), we set

\[
\text{var}_n k = \sup \{|k(\xi) - k(\xi')|; \xi_i = \xi'_i \text{ for all } |i| \leq n\},
\]

and for \( 0 < \theta < 1 \)

\[
||k||_\theta = \sup_n \frac{\text{var}_n k}{\theta^n}.
\]

We set

\[
||k||_\infty = \sup_{\xi \in \Sigma_A} |k(\xi)|, \quad \text{and} \quad ||k||_\theta = ||k||_\theta + ||k||_\infty,
\]

and define the space \( \mathcal{F}_\theta(\Sigma_A) \) by

\[
\mathcal{F}_\theta(\Sigma_A) = \{k(\xi); ||k||_\theta < \infty\}.
\]

Now we introduce the spaces of one sided sequences

\[
\Sigma_A^+ = \{\xi = (\xi_0, \xi_1, \cdots); A(\xi_i, \xi_{i+1}) = 1 \text{ for all } i \geq 0\},
\]

\[
\Sigma_A^- = \{\xi = (\cdots, \xi_{-2}, \xi_{-1}); A(\xi_{i-1}, \xi_i) = 1 \text{ for all } i \leq -1\}.
\]

Concerning the functions \( f(\xi) \) and \( g(\xi) \) introduced in the previous subsection it is easy to check

\( f, g \in \mathcal{F}_\theta(\Sigma_A) \)

for some \( 0 < \theta < 1 \).

For \( r(\xi, s) \) defined by (2.6), we can construct \( \tilde{r}(\xi, s) \) and \( \chi(\xi, s) \) such that

\[
\tilde{r}(\xi, s) \text{ depends only on } (\xi_0, \xi_1, \cdots),
\]

that is, \( \tilde{r} \) is a function in \( \mathcal{F}_\theta(\Sigma_A^+) \), and

\[
r(\xi, s) = \tilde{r}(\xi, s) - \chi(\xi, s) + \chi(\sigma_A \xi, s)
\]

(for the construction of \( \tilde{r} \) and \( \chi \), see, Bowen[1, page 11]).

We introduce the Ruelle operator, which is the operator in \( \mathcal{F}_\theta(\Sigma_A^+) \) defined by

\[
(2.10) \quad \mathcal{L}_s v(\xi) = \sum_{\sigma_A \eta = \xi} e^{\tilde{r}(\eta, s)} v(\eta) \quad \text{for } v \in \mathcal{F}_\theta(\Sigma_A^+).
\]

Related to \( \mathcal{L}_s \), define \(|\mathcal{L}_s|\) by

\[
(2.11) \quad (|\mathcal{L}_s| v)(\xi) = \sum_{\sigma_A \eta = \xi} |e^{\tilde{r}(\eta, s)}| v(\eta) \quad \text{for } v \in \mathcal{F}_\theta(\Sigma_A^+).
\]
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The Perron-Frobenius theorem shows that there is uniquely $h \in \mathbb{R}$ satisfying

\begin{equation}
\{ \text{the spectrum of } |\mathcal{L}_{-h}| \text{ is contained in } \{ \lambda \in \mathbb{C}; |\lambda| \leq 1 \}, \nonumber \\
|\mathcal{L}_{-h}| \text{ has } 1 \text{ as an eigenvalue.} \nonumber
\end{equation}

Moreover, $|\mathcal{L}_{-h}|$ has the following decomposition:

$$|\mathcal{L}_{-h}| = 1\mathcal{P} + \mathcal{S},$$

where

$$\mathcal{P} v(\xi) = w(\xi) \int_{\Sigma^+_A} v(\eta) d\mu(\eta)$$

the spectral radius of $\mathcal{S} < 1$,

where $w(\xi)$ is an eigenvector associated to the eigenvalue 1, and $\mu(\xi)$ is a Gibbs measure satisfying

$$\int_{\Sigma^+_A} w(\eta) d\mu(\eta) = 1.$$

Remark that

\begin{equation}
\text{the abscissa of the absolute convergence of } \zeta(s) \text{ is } \text{Re } s = -h. \nonumber
\end{equation}

The Perron-Frobenius Theorem shows that the eigenvector $w(\xi)$ satisfies

\begin{equation}
\inf_{\xi \in \Sigma^+_A} w(\xi) > 0. \nonumber
\end{equation}

We set

$$M = \max_{\xi, \eta \in \Sigma^+_A} \frac{w(\xi)}{w(\eta)}, \quad m = \min_{\xi \in \Sigma^+_A} |e^{i(\xi, -h)}|.$$

As to the analytic continuation of $\zeta(s)$ beyond the abscissa of the absolute convergence, it is proved that $\zeta(s)$ is meromorphically continued into the domain

$$\text{Re } s > -h - \frac{1}{2} \frac{1}{||f||_{\infty}} |\log \theta|$$

(see for example, [2], [8]).
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3. Statement of Theorem

Denote by $S(z)$ the scattering matrix for $O$. It is well known that $S(z)$ is holomorphic in $\{z \in \mathbb{C}; \text{Im} \, z \leq 0\}$ and meromorphic in the whole complex plane $\mathbb{C}$. In [3] we showed that, for $O$ given by (1.1) with (H.1) and (H.2), under the assumption of $h > 0$, the number of poles of $S(z)$ in $\{z \in \mathbb{C}; \text{Im} \, z < h - \varepsilon\}$ is finite for any $\varepsilon > 0$.

In this talk, we would like to show the following

**Theorem.** Suppose that $O$ given (1.1) satisfies (H.1), (H.2) and the condition

$$(A) \quad \frac{M}{m} \sqrt{\theta} < 1.$$  

Then we have $0 < \alpha < 1$ with the following property:

For any $\varepsilon > 0$, there is a positive constant $C_\varepsilon$ such that, if $z_0$ is a point in $\mathcal{D}_{\alpha, \varepsilon}$ which is a domain given by

$$\mathcal{D}_{\alpha, \varepsilon} = \{z \in \mathbb{C}; \text{Im} \, z \leq h + |\text{Re} \, z|^{-\alpha}, |\text{Re} \, z| \geq C_\varepsilon\},$$

and if the zeta function satisfies the estimate

$$(3.1) \quad |\zeta(i z_0)| \leq |z_0|^{1-\varepsilon},$$

the scattering matrix $S(z)$ is holomorphic at $z = z_0$.

**Remark 1.** Note that $\alpha$ in the theorem will be chosen by the following way:

First we choose $\alpha > 0$ in such a way that

$$\alpha |\log \theta| > 2, \quad \alpha \log \frac{M}{m} < 1.$$  

Next we choose $\alpha$ as

$$\alpha \log \frac{M}{m} < \alpha < 1.$$  

Therefore, according to the smallness of $\frac{M}{m} \sqrt{\theta}$, we can choose $\alpha$ small.

**Remark 2.** As an example of $O$ satisfying Condition (A), we have the following one: Let $P_1, P_2, P_3$ be points in $\mathbb{R}^3$ such that $\triangle P_1 P_2 P_3$ is a right triangle. For $\varepsilon > 0$ set

$$\mathcal{O}_\varepsilon = \bigcup_{j=1}^{3} \mathcal{O}_{j, \varepsilon}, \quad \mathcal{O}_{j, \varepsilon} = \{x \in \mathbb{R}^3; |x - P_j| < \varepsilon\}.$$  

Then, $\mathcal{O}_\varepsilon$ satisfies Condition (A) when $\varepsilon > 0$ is small.

**Remark 3.** If there is $z_0 \in \mathcal{D}_{\alpha, \varepsilon}$ such that

$$|\zeta(i z_0)| > |z_0|^{1-\varepsilon},$$

then, for all $z \in \mathcal{D}_{\alpha, \varepsilon}$ satisfying

$$|z_0|^{-1+\varepsilon} \leq |\text{Re} \, z - \text{Re} \, z_0| \leq (\log |z_0|)^{-1}$$
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we have the estimate

\[ |\zeta(z)| \leq |z|^{1-\varepsilon}. \]

**Remark 4.** It is not yet known whether \( \zeta(s) \) has a pole in general, and it is an interesting problem to know whether there exists a sequence of poles of \( \zeta(s) \) converging to the line \( \text{Re} \, s = -h \).

4. Outline of The Proof of Theorem

4.1. Construction of asymptotic solutions for oscillatory data

Consider the following boundary value problem with parameter \( z \in \mathbb{C} \):

\[
(-\Delta - z^2)u = 0 \quad \text{in} \quad \Omega,
\]
\[
u = f(x) \quad \text{on} \quad \Gamma.
\]

For \( \text{Im} \, z < 0 \), the problem has a unique solution in \( L^2(\Omega) \). Denote this solution as

\[ u(x) = (R(z)f)(x). \]

Then, \( R(z) \in L(L^2(\Gamma), L^2(\Omega)) \) and it depends analytically on \( z \in \{z; \ \text{Im} \, z < 0\} \). By using the regularity theory for \( -\Delta \) we can regard \( R(z) \) as a mapping from \( C^\infty(\Gamma) \) into \( C^\infty(\overline{\Omega}) \). Then we have

\[ R(z) \text{ is } L(C^\infty(\Gamma), C^\infty(\overline{\Omega}))-\text{valued holomorphic function in } \text{Im} \, z < 0. \]

It is known that this \( R(z) \) can be prolonged meromorphically into the whole complex plane, and

the poles of \( R(z) \) coincide with those of \( S(z) \).

Thus, the consideration of poles of \( S(z) \) is reduced to that of \( R(z) \).

Our method to consider the analytic continuation of \( R(z) \) into the upper half plane is an explicit construction of asymptotic solutions, which was done in [3].

For the oscillatory data given on \( \Gamma_1 \) of the form

\[ f(x, z) = e^{-iz\varphi(x)}g(x) \]

we will construct an asymptotic solution of the boundary value problem

\[
\begin{cases}
(-\Delta - z^2)u = 0 & \text{in} \ \Omega, \\
u = f(x, z) & \text{on} \ \Gamma_1, \\
u = 0 & \text{on} \ \Gamma_2 \cup \Gamma_3 \cup \cdots \cup \Gamma_J
\end{cases}
\]

by the following way:
Let \( \varphi_{(1)}(x) \) be a real valued function satisfying
\[
\varphi_{(1)}(x) = \varphi(x) \quad \text{on} \quad \Gamma_1
\]
\[
|\nabla \varphi_{(1)}(x)| = 1
\]
and construct \( u_{(1)}(x, z) \) of the form
\[
u_{(1)}(x, z) = e^{-iz\varphi_{(1)}(x)} g_{(1)}(x)
\]
by the standard method. Next we construct \( u_{(1,2)}, u_{(1,3)}, \ldots, u_{(1,J)} \) of the form
\[
u_{(1,l)}(x, z) = e^{-iz\varphi_{(1,l)}(x)} g_{(1,l)}(x) \quad (l = 2, 3, \ldots, J)
\]
so that we have
\[
u_{(1)}(x, z) + u_{(1,l)}(x, z) = 0 \quad \text{on} \quad \Gamma_{1,l} \quad (l = 2, 3, \ldots, J),
\]
where \( \Gamma_{i,j} \) denotes the part of \( \Gamma_j \) seen from \( \Gamma_i \). In order to repeat this procedure, we introduce some notations. For \( n = 2, 3, \ldots \), we set
\[
I_n = \{ i = (i_1, i_2, \ldots, i_n); \quad i_j \in \{1, 2, \ldots, J\}, \quad i_1 = 1 \quad \text{and} \quad A(i_j, i_{j+1}) = 1 \quad \text{for all} \quad j = 1, 2, \ldots, n - 1 \}.
\]
Suppose that for all \( i \in I_n \)
\[
u_i(x, z) = e^{-iz\varphi_i(x)} g_i(x)
\]
is defined. For \( j \in I_{n+1} \), we define
\[
u_j(x, z) = e^{-iz\varphi_j(x)} g_j(x)
\]
by the following way: denote \( j \in I_{n+1} \) as \( j = (i, k), \quad i \in I_n \). Let \( u_j(x, z) \) be an asymptotic solution of the form
\[
u_j(x, z) = e^{-iz\varphi_j(x)} g_j(x)
\]
satisfying the boundary condition
\[
u_i(x, z) + u_j(x, z) = 0 \quad \text{on} \quad \Gamma_{i,n, k}.
\]
By this procedure, we get a set of asymptotic solutions \( \{u_i(x, z)\}_{i \in I} \), where \( I = \bigcup_{n=1}^{\infty} I_n \).
Define \( w(x, z) \) by
\[
w(x, z) = \sum_{i \in I} u_i(x, z),
\]
which is a first approximation of the solution to the problem (4.3).
In [3], the constant $h$ is characterized as

$$h = \sup\{a; \sum_{i \in I} |u_i(x, z)| < \infty \text{ for all } \text{Im } z < a\}. \tag{4.6}$$

Note that the constant $h$ defined by (4.6) coincides with the one defined by (2.12).

Thus, our problem is mainly related to the analytic continuation of $w(x, z)$ defined (4.5) beyond the abscissa of absolute convergence.

### 4.2. Representation of $w(x, z)$ by the Ruelle operator

For $\xi \in \Sigma_A^+$, we have a sequence of points $\{Q_j(\xi)\}_{j=0}^\infty$ satisfying for all $j = 0, 1, 2 \ldots$

$$Q_j(\xi) \in \Gamma_{\xi_j} \quad \text{and} \quad Q_{j+1}(\xi) = Q_j(\xi) + |Q_{j+1}(\xi) - Q_j(\xi)| \nabla \varphi_i(Q_j(\xi)),$$

where $i = (\xi_0, \xi_1, \ldots, \xi_j)$. Namely, $\{Q_j(\xi)\}_{j=0}^\infty$ is nothing but the sequence of reflection points of the ray which starts from a point on $\Gamma_1$ in the direction $\nabla \varphi(1)$ and repeats the reflection on $\Gamma_{\xi_1}, \Gamma_{\xi_2}, \ldots$ successively. Set

$$f_j^+(\xi) = |Q_{j+1}(\xi) - Q_j(\xi)| \quad \text{and} \quad g_j^+(\xi) = \frac{1}{2} \log \frac{G_i(Q_{j+1}(\xi))}{G_i(Q_j(\xi))},$$

where $G_i(x)$ denotes the Gaussian curvature of the surface $C_i(x) = \{y; \varphi_i(y) = \varphi_i(x)\}$.

For each $j \in \{1, 2, \ldots, J\}$, choose a sequence $\xi_{-n}^{(j)}$, $n = 1, 2, \ldots$, such that $\xi_{-1}^{(j)} \neq j$ and $A(\xi_{-n}, \xi_{-n}) = 1$ for all $n = 1, 2, \ldots$. For $\xi = (\xi_0, \xi_1, \cdots) \in \Sigma_A^+$ we corresponds an element $e(\xi)$ in $\Sigma_A$ by

$$e(\xi) = (\cdots, \xi_{-n}^{(j)}, \xi_{-n+1}^{(j)}, \cdots, \xi_{-1}^{(j)}, \xi_0, \xi_1, \cdots)$$

when $\xi_0 = j$.

We define the function $\phi^+(\xi)$ for $\xi \in \Sigma_A^+$ such that $\xi_0 = 1$ by

$$\phi^+(\xi) = \sum_{n=0}^{\infty} \left\{ -s \left( f(\sigma^A e(\xi)) - f_n^+(\xi) \right) + g(\sigma^A e(\xi)) - g_n^+(\xi) \right\}. \tag{4.7}$$

For each $k \in \{1, 2, \ldots, J\}$, fix a point $x^{(k)} \in \Gamma_k$, and let $\xi$ is an element in $\Sigma_A$ such that $\xi_0 = k$. Then, there exists a unique broken ray arriving at $x^{(k)}$ after the reflection on $\Gamma_{\xi_{-j}}$ ($j = 1, 2, \ldots$). Denote the reflection points by $Q_{\xi_{-j}}^{(-)}(\xi)$, $j = 1, 2, \ldots$. Also there is a sequence of phase functions $\psi_{\xi_{-j}}(x)$ defined in a neighborhood of $Q_{\xi_{-j}}^{(-)}(\xi)Q_{\xi_{-j+1}}^{(-)}(\xi)$ which satisfies

$$|\nabla \psi_{\xi_{-j}}(x)| = 1$$

$$\psi_{\xi_{-j}}(x) = \psi_{\xi_{-j+1}}(x) \quad \text{on } \Gamma_{\xi_{-j}}.$$
We set
\[ f_j^-(\xi) = |Q^{(-)}_{-j}(\xi) - Q^{(-)}_{-j+1}(\xi)| \quad \text{and} \quad g_j^-(\xi) = \frac{1}{2} \log \frac{G_{\xi,-j}(Q^{(-)}_{-j+1}(\xi))}{G_{\xi,-j}(Q^{(-)}_{-j}(\xi))} \]
where \( G_{\xi,-j}(x) \) denotes the Gaussian curvature of the wave front \( \{y; \psi_{\xi,-j}(y) = \psi_{\xi,-j}(x)\} \) at \( x \). We define a function \( \phi^-(\xi, s) \) for \( \xi \in \Sigma_A \) by
\[ \phi^-(\xi, s) = \sum_{n=1}^{\infty} \left\{ -s \left( f(\sigma_A^{-n} \xi) - f_n^-(\xi) \right) + (g(\sigma_A^{-n} \xi) - g_n^-(\xi)) \right\}. \]

We introduce new operators \( G_s \) and \( M_{n,s} \) in \( F_{\theta}(\Sigma_A') \) by
\[ (4.8) \quad G_s v(\xi) = \sum_{\sigma_A^+ \eta = \xi} e^{\{\phi^+(\eta, s) + \chi(\eta, s) + \tilde{r}(\eta, s)\} v(\eta) \quad \text{and} \]
\[ (4.9) \quad (M_{n,s} v)(\xi) = \sum_{\sigma_A^+ \eta = \xi} e^{\{\phi^-(\sigma_A^{-n} \xi) - \chi(\sigma_A^{-n+1} \xi) + \tilde{r}(\eta, s)\} v(\eta). \]

respectively.

Let \( v_0(\xi) \) be the function given by
\[ v_0(\xi) = \begin{cases} 1 & \text{if } \xi_0 = 1, \\ 0 & \text{otherwise.} \end{cases} \]

Suppose that \( \xi^{(k)} \in \Sigma_A^+ \) satisfies \( \xi_0^{(k)} = k \). Then, there exists \( C > 0 \) such that
\[ (4.10) \quad \left| (L_s^n M_{n,s} G_s v_0)(\xi^{(k)}) - \sum_{|i|=n+2} u_i(x^{(k)}, -is) \right| \leq |s| (\theta + ca)^{n+2} \quad \text{for all } \Re s > -h - a, \]
where \( c \) is a positive constant.

The estimate (4.10) shows that the existence of \( \sum_{n=0}^{\infty} (L_s^n M_{n,s} G_s v_0) \) implies the existence of \( w(x, -is) \), because we have
\[ \left| \sum_{n=0}^{\infty} (L_s^n M_{n,s} G_s v_0) - w(x, -is) \right| \leq C. \]

Thus, the problem of analytic continuation of \( w(x, s) \) is reduced to that of \( \sum_{n=0}^{\infty} (L_s^n M_{n,s} G_s v_0) \).
4.3. Summation of $\mathcal{L}_s^n\mathcal{M}_{n,s}$

Note that $\phi^-$ satisfies

\begin{equation}
|\phi^-(\sigma_A^ne(\xi), s) - \phi^-(\sigma_A^{n-1}e(\sigma_A\xi), s)| \leq c|s|\theta^{n-1},
\end{equation}

which implies that

\begin{equation}
||\mathcal{L}_s^n\mathcal{M}_{n,s} - \mathcal{L}_s^{n-1}\mathcal{M}_{n-1,s}\mathcal{L}_s||_\infty \leq c|s|\theta^{n-1}.
\end{equation}

Then we see that

\[
\mathcal{R}_s = \mathcal{M}_{0,s} + (\mathcal{L}_s\mathcal{M}_{1,s} - \mathcal{M}_{0,s}\mathcal{L}_s) + (\mathcal{L}_s^2\mathcal{M}_{2,s} - \mathcal{L}_s^1\mathcal{M}_{1,s}\mathcal{L}_s) + \cdots + (\mathcal{L}_s^n\mathcal{M}_{n,s} - \mathcal{L}_s^{n-1}\mathcal{M}_{n-1,s}\mathcal{L}_s) + \cdots
\]

converges absolutely for all $\text{Re } s > -h - a$. On the other hand, we have

\[
\mathcal{L}_s^n\mathcal{M}_{n,s} = (\mathcal{L}_s^n\mathcal{M}_{n,s} - \mathcal{L}_s^{n-1}\mathcal{M}_{n-1,s}\mathcal{L}_s)
+ (\mathcal{L}_s^{n-1}\mathcal{M}_{n-1,s} - \mathcal{L}_s^{n-2}\mathcal{M}_{n-2,s}\mathcal{L}_s) \mathcal{L}_s
+ \cdots + (\mathcal{L}_s\mathcal{M}_{1,s} - \mathcal{M}_{0,s}\mathcal{L}_s) \mathcal{L}_s^{n-1} + \mathcal{M}_{0,s}\mathcal{L}_s^n.
\]

Suppose that $\text{Re } s > -h$. Then, since we have $||\mathcal{L}_s||_\infty < 1$, it follows from the above relation that

\begin{equation}
\sum_{n=0}^{\infty} \mathcal{L}_s^n\mathcal{M}_{n,s} = \mathcal{R}_s \sum_{n=0}^{\infty} \mathcal{L}_s^n.
\end{equation}

Moreover, suppose that $\mathcal{L}_s$ can be decomposed as

\begin{equation}
\mathcal{L}_s = \lambda_s \mathcal{P}_s + \mathcal{Q}_s,
\end{equation}

where

\begin{equation}
\text{the spectral radius of } \mathcal{Q}_s \leq 1 - \varepsilon_0 \quad (\varepsilon_0 > 0) \quad \text{for all } \text{Re } s > -h - a.
\end{equation}

Then, we have

\begin{equation}
\sum_{n=0}^{\infty} \mathcal{L}_s^n = \frac{1}{1 - \lambda_s} \mathcal{P}_s + \sum_{n=0}^{\infty} \mathcal{Q}_s^n.
\end{equation}

This formula shows that even for $s_0$ with $\text{Re } s_0 < -h$, if $s_0$ is connected by a curve where $\mathcal{L}_s$ is decomposable as (4.14) with property (4.15), the left hand side of (4.13) can be continued analytically up to $s_0$, where it is also of the form

\[
\frac{1}{1 - \lambda_s} \mathcal{R}_s \mathcal{P}_s + \mathcal{R}_s \sum_{n=0}^{\infty} \mathcal{Q}_s^n.
\]
This fact implies that

\[ w(x^{(k)}, z) \text{ can be continued analytically up to } -is_0. \]

Since

\[ (1 - \lambda_s)\zeta(s) \text{ is uniformly bounded for all } \Re s > -h - a, \]

we get

\[ |w(x^{(k)}, -is)| \leq C |\zeta(s)|. \quad (4.17) \]

Therefore, if \(|\zeta(s_0)| \leq |s_0|^{1-\varepsilon}\), the standard argument for asymptotic solutions gives us the existence of \(R(z)\) at \(z = -is_0\).

Thus, in the next subsection, we shall consider the decomposition of \(L_s\).

### 4.4. Decomposition of the Ruelle operator

Choose \(a > 0\) so that

\[ a|\log \theta| > 2. \]

Then, we have

\[ \theta^{a \log k} = k^{a \log \theta} < k^{-2-\varepsilon} \quad (\varepsilon > 0). \quad (4.18) \]

Set

\[ n = a \log k \quad (4.19) \]

and

\[ \Sigma^+_{A,(n)} = \{\xi(n) = (\xi_0, \xi_2, \ldots, \xi_n); A(\xi_i, \xi_{i+1}) = 1 \text{ for } i = 0, 1, \ldots, n-1\}. \]

For each \(\xi(n)\) take an extension \(\tilde{\xi} \in \Sigma^+_A\) and set

\[ \tilde{\tau}(\xi(n), s) = \tilde{\tau}(\tilde{\xi}, s). \]

Define \(L_{s,(n)}\) an operator in \(\Sigma^+_{A,(n)}\) by

\[ (L_{s,(n)}v)(\xi(n)) = \sum_{\sigma_A\eta(n) = \xi(n)} e^{\tilde{\tau}(\eta(n), s)} v(\eta(n)), \]

where \(\sigma_A\eta(n) = \xi(n)\) signifies that \(\eta_{i+1} = \xi_i\) for \(n = 0, 1, \ldots, n-1\).

We fix \(n\) and consider \(L_{s,(n)}\) for \(k \leq |\Im s| \leq k + 1\). We have from (4.18) that

\[ ||L_s - L_{s,(n)}||_\infty \leq k^{-1-\varepsilon}. \quad (4.20) \]

Denote by \(\lambda_{\text{max},s}\) the largest eigenvalue of \(|L_s|\) and by \(w(\xi)\) the associate eigenvector such that \(w(\xi) > 0.\)
Lemma 4.1. Let $\alpha > 0$ be the constant in Theorem. Then there exists a positive constant $\beta$ such that the estimates

\[(4.21) \quad ||L_{s,(n)}v - \lambda v|| \leq k^{-\alpha}||v||, \quad v \neq 0\]

and

\[(4.22) \quad |\lambda| \geq \lambda_{\text{max},s} - k^{-\alpha}\]

implies that

\[(4.23) \quad \frac{|v(\xi(n))|}{w(\xi)} - 1 \leq k^{-\beta}.

Proposition 4.2. Suppose that (4.21) and (4.22) hold. Then, there is a unitary matrix $\Theta$ such that

\[(4.24) \quad ||| \mathcal{L}_{s} - \lambda^{-1}\Theta^{-1}L_{s,(n)}\Theta |||_{\infty} < k^{-\beta}.

Recall that $|\mathcal{L}_{s}|$ has the following decomposition for all $\Re s > -h - \alpha$:

\[(4.25) \quad |\mathcal{L}_{s}| = \lambda_{\text{max},s}P_{s} + Q_{s},

the spectral radius of $Q_{s} < 1 - \varepsilon_{0}$ ($\varepsilon_{0} > 0$).

If $L_{s,(n)}$ has an eigenvalue $\lambda$ such that

\[|\lambda| > \lambda_{\text{max},s} - k^{-\alpha},\]

Proposition shows that

\[||| \mathcal{L}_{s} - \lambda^{-1}\Theta^{-1}L_{s,(n)}\Theta |||_{\infty} < k^{-\beta}.

Then, the decomposition (4.25) implies that

\[\lambda^{-1}\Theta^{-1}L_{s,(n)}\Theta = P_{s} + Q'_{s},

the spectral radius of $Q'_{s} < 1 - \varepsilon_{0} + k^{-\beta}.$

from which it follows that

\[L_{s,(n)} = \lambda P_{s} + Q_{s},

the spectral radius of $Q_{s} < 1 - \varepsilon_{0} + k^{-\beta}.$

By combining the above decomposition and the estimate (4.20), we have the desired decomposability of $\mathcal{L}_{s}.$
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