Abstract. It is known that the weakly monotone restarting automata accept exactly the growing context-sensitive languages. We introduce a measure on the degree of weak monotonicity and show that the language classes obtained in this way form strict hierarchies for the various types of deterministic and nondeterministic restarting automata without auxiliary symbols.
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1. Introduction

The motivation for introducing the restarting automaton in [2] was the desire to model the so-called analysis by reduction of natural languages [10, 11]. This analysis consists of a stepwise simplification of a sentence in such a way that the syntactical correctness or incorrectness of the sentence is not affected. After a finite number of steps either a correct simple sentence is obtained, or an error is detected. It turned out that the restarting automaton thus obtained can handle a class of languages that is much broader than the class CFL of context-free languages.

A restarting automaton, or RRWW-automaton, $M$ is a device with a finite state control and a read/write window of a fixed size. This window moves from left to right along a tape containing a string delimited by sentinels until $M$’s control decides (nondeterministically) that the contents of the window should be rewritten.
by some shorter string. After a rewrite, $M$ continues to move its window to the right until it either halts and accepts, or halts and rejects, which means that it has reached a configuration from which it cannot continue, or restarts, that is, it moves its window to the leftmost position, enters the initial state, and continues with the computation. Thus, each computation of $M$ can be described by a sequence of cycles.

Also some restricted variants of the restarting automaton have been considered. There are those variants that only use the letters from the input alphabet, while in general a restarting automaton can use a finite number of auxiliary symbols in its rewrite steps. Further, a monotonicity property was introduced for RRWW-automata, which is based on the idea that from one cycle to the next in a computation the actual place where a rewriting is performed must not increase its distance from the right end of the tape. It turned out that the monotone RRWW-automata (with auxiliary symbols) characterize the class CFL, and that various restricted versions of deterministic monotone RRWW-automata (with or without auxiliary symbols) characterize the class DCFL of deterministic context-free languages \[3\].

In \[5,6\] the class CRL of Church-Rosser languages was introduced motivated by the fact that membership for these languages is decidable in linear time. In \[9\] it was then shown that the deterministic RRWW-automata (with auxiliary symbols) give another characterization of CRL. For the growing context-sensitive languages GCSL \[1\], which can be seen as the nondeterministic variants of the Church-Rosser languages \[7\], it was observed in \[8\] that they form a proper subclass of the class $\mathcal{L}(\text{RRWW})$ of languages that are accepted by RRWW-automata.

In order to obtain a characterization of GCSL in terms of restarting automata, a relaxation of the monotonicity condition for RRWW-automata was introduced in \[4\]. Let $c$ be a non-negative integer. An RRWW-automaton $M$ is called weakly $c$-monotone if in any two consecutive rewrite steps of any computation of $M$ the places of rewriting can increase their distances from the right end of the tape by at most $c$ positions. An RRWW-automaton $M$ is called weakly monotone if there exists a non-negative integer $c$ such that $M$ is weakly $c$-monotone. The weakly monotone RRWW-automata (with auxiliary symbols) recognize exactly GCSL \[4\].

Here we study the influence of the degree of weak monotonicity on the expressive power of the various models of restarting automata. We focus on the restarting automata with the most transparent computations – those without auxiliary symbols. Further motivation for studying weak monotonicity comes from linguistics. The degree of weak monotonicity is a measure of across how many symbols (words of a sentence) already read before a reader must step back to the left during an analysis of a sentence in a certain (natural) language.

In the next section we restate the main definitions in short, and we prove that weak monotonicity is a decidable property of restarting automata. In Section 3 we show that by increasing the degree of weak monotonicity the expressive power of all considered variants of restarting automata without auxiliary symbols is increased. Section 4 shows that all the hierarchies obtained differ from one another, and Section 5 contains some concluding remarks.
2. Definitions

The following definition differs slightly from the one given in the literature (cf., e.g., [3, 9]), but the two definitions are easily seen to be equivalent to each other.

A restarting automaton, RRWW-automaton for short, is a one-tape machine that is described by an 8-tuple $M = (Q, \Sigma, \Gamma, \underline{1}, \underline{\$}, q_0, k, \delta)$, where $Q$ is the finite set of states, $\Sigma$ is the finite input alphabet, $\Gamma$ is the finite tape alphabet containing $\Sigma$, $\underline{1}, \underline{\$} \not\in \Gamma$ are symbols that are used as delimiters for the left and right border of the work space, respectively, $q_0 \in Q$ is the initial state, $k \geq 1$ is the size of the read/write window, and

$$\delta : Q \times PC(k) \rightarrow \mathcal{P} \left( \left( Q \times \left( \{MVR\} \cup PC(k-1) \right) \right) \cup \{\text{Restart, Accept}\} \right)$$

is the transition relation. Here $\mathcal{P}(S)$ denotes the powerset of the set $S$, and $PC(k)$ is the set of possible contents of the read/write window of $M$, where

$$PC(i) := (\underline{1} \Gamma^{i-1}) \cup \Gamma^i \cup (\Gamma^{i-1} \underline{\$}) \cup (\underline{1} \Gamma^{i-2} \underline{\$}) \quad (i \geq 0),$$

and

$$\Gamma^{\leq n} := \bigcup_{i=0}^{n} \Gamma^i \quad \text{and} \quad PC^{\leq (k-1)} := \bigcup_{i=0}^{k-1} PC(i).$$

The transition relation describes four different types of transition steps:

1. A move-right step is of the form $(q', \text{MVR}) \in \delta(q, u)$, where $q, q' \in Q$ and $u \in PC(k)$, $u \neq \$. If $M$ is in state $q$ and sees the string $u$ in its read/write window, then this move-right step causes $M$ to shift the read/write window one position to the right and to enter state $q'$. However, if the contents $u$ of the read/write window is only the right border marker $\$, then no shift to the right is possible.

2. A rewrite step is of the form $(q', v) \in \delta(q, u)$, where $q, q' \in Q$, $u \in PC(k)$, $u \neq \$, and $v \in PC^{\leq (k-1)}$ such that $|v| < |u|$. It causes $M$ to replace the contents $u$ of the read/write window by the string $v$ and to enter state $q'$. Further, the read/write window is placed immediately to the right of the string $v$. However, some additional restrictions apply in that the border markers $\underline{1}$ and $\$ must not disappear from the tape nor that new occurrences of these markers are created. Further, the read/write window must not move across the right border marker $\$, that is, if $v$ ends in $\$, then the read/write window is placed on the $\$-symbol.

3. A restart step is of the form Restart $\in \delta(q, u)$, where $q \in Q$ and $u \in PC(k)$. It causes $M$ to move its read/write window to the left end of the tape, so that the first symbol it sees is the left border marker $\underline{1}$, and to reenter the initial state $q_0$.

4. An accept step is of the form Accept $\in \delta(q, u)$, where $q \in Q$ and $u \in PC(k)$. It causes $M$ to halt and accept.
If $\delta(q, u) = \emptyset$ for some $q \in Q$ and $u \in \mathcal{P}(k)$, then $M$ necessarily halts, and we say that $M$ rejects in this situation.

A configuration of $M$ is a string $a\alpha\beta$, where $q \in Q \cup \{\text{Accept}\}$, and either $\alpha = \varepsilon$ and $\beta \in \{\} \cdot \Gamma^* \cdot \{\}$ or $\alpha \in \{\} \cdot \Gamma^* \cdot \{\}$ and $\beta \in \Gamma^* \cdot \{\}$. Here $q \in Q$ represents the current state, $\alpha\beta$ is the current contents of the tape, and it is understood that the read/write window contains the first $k$ symbols of $\beta$ or all of $\beta$ when $|\beta| \leq k$. A restarting configuration is of the form $q_0\alpha w\$, where $w \in \Gamma^*$; if $w \in \Sigma^*$, then $q_0\alpha w\$ is an initial configuration. A configuration containing an “command” Accept is called an accepting configuration, and a configuration of the form $a\alpha\beta$, where the read/write window contains the prefix $\beta_1$ of $\beta$ and $\delta(q, \beta_1) = \emptyset$, is called a rejecting configuration. The accepting and the rejecting configurations together are the halting configurations of $M$.

Obviously, each computation of $M$ proceeds in cycles. Starting from an initial configuration $q_0\alpha w\$, the head moves right, while move-right and rewrite steps are executed, until finally a restart step takes $M$ back into a restarting configuration of the form $q_0\alpha w\$. By $q_0\alpha w\mathcal{R} \vdash_{M} \gamma_0\alpha w_1\$ we denote the execution of a complete cycle, and $\vdash_{M}^*$ denotes the reflexive and transitive closure of this relation. It is required that in each cycle exactly one rewrite step is executed. As by a rewrite step the contents of the tape is shortened, only a linear number of cycles can be executed within any computation. That part of a computation of $M$ that follows after the execution of the last restart is called the tail of the computation. It contains at most a single application of a rewrite step.

An input $w \in \Sigma^*$ is accepted by $M$, if there exists a computation of $M$ which starts with the initial configuration $q_0\alpha w\$, and which finally ends with executing an accept step. By $L(M)$ we denote the language accepted by $M$, and $L(\mathcal{R}\mathcal{W}W\mathcal{W})$ will denote the class of languages that are accepted by $\mathcal{R}\mathcal{W}W\mathcal{W}$-automata.

It is easily seen that each $\mathcal{R}\mathcal{W}W\mathcal{W}$-automaton can be modified such that it makes an accept or a restart step only when it sees the right border marker $\$\$ in its read/write window. This means that in each cycle of each computation and also during the tail of each accepting computation the read/write window moves all the way to the right before a restart is made, respectively, before the machine halts and accepts.

Based on this fact each cycle (and also the tail) of a computation of an $\mathcal{R}\mathcal{W}W\mathcal{W}$-automaton $M$ consists of three phases. Accordingly, the transition relation of an $\mathcal{R}\mathcal{W}W\mathcal{W}$-automaton can be described through a finite sequence of so-called meta-instructions $[\$\$]$ of the form $(R_1, u \rightarrow v, R_2)$, where $R_1$ and $R_2$ are regular languages, called the regular constraints of this instruction, and $u$ and $v$ are strings such that $|u| > |v|$, where $u \rightarrow v$ stands for a rewrite step. On trying to execute this meta-instruction $M$ will get stuck (and so reject) starting from the configuration $q_0\alpha w\$, if $w$ does not admit a factorization of the form $w = w_1uw_2$ such that $q_1w_1 \in R_1$ and $w_2\$ \in R_2$. On the other hand, if $w$ does have a factorization of this form, then one such factorization is chosen nondeterministically, and $q_0\alpha w\$ is transformed into $q_0\alpha w_1vw_2\$. In order to be able to also describe the tails of accepting computations we use meta-instructions containing accept instructions.
of the form \((q \cdot R \cdot \$, Accept\), where the strings from the regular language \(R\) are accepted by \(M\) in tail computations.

We illustrate the above definition by an example.

**Example 2.1.** Let \(L_{\text{exp}} := \{a^{2n} \mid n \geq 0\}\). We present an RRWW-automaton \(M_{\text{exp}}\) that accepts this language. It has input alphabet \(\{a\}\), tape alphabet \(\{a, A\}\), and a read/write window of size 3, and it is described through the following sequence of meta-instructions:

1. \((q \cdot a^*, aa\$ \rightarrow A\$, \$)\);
2. \((q \cdot a^*, aaA \rightarrow AA, A^* \$)\);
3. \((q \cdot A^*, AA\$ \rightarrow a\$, \$)\);
4. \((q \cdot A^*, AAa \rightarrow a a, a^* \$)\);
5. \((q \cdot a \cdot \$, Accept)\);
6. \((q \cdot \$, Accept)\).

Given an input of the form \(w := a^{2^n} (n \geq 2)\), \(M_{\text{exp}}\) will execute the following sequence of cycles:

\[q_0 \cdot a^{2^n} \$ \vdash_{M_{\text{exp}}}^c q_0 \cdot A \cdot a^{2^{n-1}} \$ \vdash_{M_{\text{exp}}}^c q_0 \cdot a^{2^{n-2}} \$ .\]

This computation continues until the restarting configuration \(q_0 \cdot a\$\) or \(q_0 \cdot A\$\) is reached, which then leads to acceptance. On the other hand, for an input of the form \(w := a^m\), where \(m = 2^{n_0} \cdot (2n_1 + 1)\) for some integers \(n_0 \geq 0\) and \(n_1 \geq 1\), \(M_{\text{exp}}\) will reach the restarting configuration \(q_0 \cdot a^{2n_1} \$\) or \(q_0 \cdot A \cdot a^{2n_1} \$\) after a number of cycles, and then it will get stuck and therewith reject in the configuration \(q_0 \cdot a \cdot A \cdot a^{n_1} \$\) or \(q_0 \cdot A \cdot a^{n_1} \$, respectively. This shows that indeed \(L(M_{\text{exp}}) = L_{\text{exp}}\) holds.

A restarting automaton is called an RRWW-automaton if it makes a restart immediately after performing a rewrite operation. Hence, a cycle of a computation of an RRWW-automaton consists of two phases only. Accordingly, the transition relation of an RRWW-automaton can be described by a finite sequence of *meta-instructions* of the forms \((R, u \rightarrow v)\) and \((q \cdot R \cdot \$, Accept\).

An R(R)WW-automaton \(M = (Q, \Sigma, \{q\}, \$, q_0, k, \delta)\) is deterministic if its transition relation is a (partial) function

\[\delta : Q \times \mathcal{PC}^l(k) \rightarrow \left(Q \times \left(\{MVR\} \cup \mathcal{PC}^l(k-1)\right)\right) \cup \{\text{Restart, Accept}\}.\]

It is called an R(R)W-automaton if it is an R(R)WW-automaton for which the tape alphabet \(\Gamma\) coincides with the input alphabet \(\Sigma\), that is, if no auxiliary symbols are available. Finally, it is an R(R)-automaton if it is an R(R)W-automaton for which the right-hand side \(v\) of each rewrite step \((q', v) \in \delta(q, u)\) is a scattered substring of the left-hand side \(u\).

We will often (implicitly) use the following properties [3].

**Lemma 2.2 (The error preserving property).** Let \(M = (Q, \Sigma, \{q\}, \$, q_0, k, \delta)\) be an RRWW-automaton, and let \(u, v\) be strings from \(\Sigma^*\). If \(q_0 \cdot u \$ \vdash_M^c q_0 \cdot v \$\) and \(u \notin L(M)\), then \(v \notin L(M)\).
Lemma 2.3 (The correctness preserving property). Let \( M = (Q, \Sigma, \Gamma, \mathcal{A}, \delta) \) be an RRWW-automaton, and let \( u, v \) be strings from \( \Sigma^* \). If \( q_0 u \mathcal{A} v \delta \) is an initial segment of an accepting computation of \( M \), then \( v \in L(M) \).

If \( M \) is a deterministic RRWW-automaton with input alphabet \( \Sigma \), then the correctness preserving property implies that, for strings \( u, v \in \Sigma^* \), if \( u \in L(M) \) and \( q_0 u \mathcal{A} v \delta \), then also \( v \in L(M) \).

Obviously the RRWW-automaton \( M_{\text{exp}} \) above is deterministic. On the other hand, based on Lemma 2.3 it is easily seen that the language \( L_{\text{exp}} \) cannot be accepted by any RRW-automaton.

In [3] a notion of monotonicity is considered for restarting automata. Let \( M \) be an RRWW-automaton. Each computation of \( M \) can be described by a sequence of cycles \( C_1, C_2, \ldots, C_n \), where \( C_1 \) starts with an initial configuration of \( M \), and \( C_n \) is the last cycle, which is followed by the tail of the computation. Each cycle \( C_i \) contains a unique configuration of the form \( \mathcal{T} x q u y \mathcal{S} \) such that \( q \) is a state and \( u \rightarrow v \) is the rewrite step applied during this cycle. By \( D_r(C_i) \) we denote the \( r \)-distance \( |q\mathcal{S}| \) of this cycle. The sequence of cycles \( C_1, C_2, \ldots, C_n \) is called monotone if \( D_r(C_1) \geq D_r(C_2) \geq \ldots \geq D_r(C_n) \) holds, and the RRWW-automaton \( M \) is called monotone if all its computations are monotone.

In [3] it is shown that all variants of deterministic monotone restarting automata accept exactly the deterministic context-free languages. For the nondeterministic restarting automata it turned out that the use of auxiliary symbols is necessary to obtain a characterization of the class of context-free languages.

In order to derive a characterization of the class GCSL of growing context-sensitive languages in terms of restarting automata, the notion of weak monotonicity was introduced in [4]. Let \( M \) be an RRWW-automaton, and let \( c \geq 0 \) be an integer. We say that a sequence of cycles \( C_1, C_2, \ldots, C_n \) of \( M \) is weakly \( c \)-monotone, if \( D_r(C_{i+1}) \leq D_r(C_i) + c \) holds for all \( i = 1, 2, \ldots, n - 1 \). A computation of \( M \) is called weakly \( c \)-monotone if the corresponding sequence of cycles is weakly \( c \)-monotone. Observe that the tail of the computation is not taken into account. Further, the RRWW-automaton \( M \) is called weakly \( c \)-monotone if, for each restarting configuration \( q_0 u \mathcal{A} v \mathcal{S} \) of \( M \), each computation of \( M \) starting with \( q_0 u \mathcal{A} v \mathcal{S} \) is weakly \( c \)-monotone. Note that here we do not only consider computations that start with an initial configuration, but that we explicitly consider all computations that start with a restarting configuration. Finally, we say that \( M \) is weakly monotone, if there exists a constant \( c \geq 0 \) such that \( M \) is weakly \( c \)-monotone. The prefixes \( w(c) \text{mon} \) and \( w \text{mon} \) are used to denote the corresponding classes of restarting automata.

It is easily seen that the above RRWW-automaton \( M_{\text{exp}} \) is weakly 1-monotone. Actually, for deterministic RRWW-automata the following general observation holds.

Lemma 2.4. Each deterministic RRWW-automaton with window size \( k \) is weakly \( c \)-monotone for some \( c \leq k - 2 \).
Let weak monotonicity, albeit a much larger one. Actually we can generalize this result to weak monotonicity as follows. Lemma 2.4 shows that, for a deterministic restarting automaton, the degree of monotonicity is restricted by the size of the read/write window. For nondeterministic restarting automata we also obtain an upper bound for the degree of weak monotonicity, albeit a much larger one.

Hence, it is only for the various nondeterministic restarting automata that these additional restrictions make a difference. In [4] it is shown that.

Thus, for deterministic R(R)WW-automata the above weak monotonicity condition is always satisfied, that is, the characterization of the class CRL of Church-Rosser languages presented in [9] can be stated as

\[
\text{CRL} = \mathcal{L}(\text{det-wmon-RWW}) = \mathcal{L}(\text{det-wmon-RRWW}).
\]

where the inclusion is known to be proper.

In [3] it is shown that it is decidable whether an RRWW-automaton is monotone. Actually we can generalize this result to weak monotonicity as follows. Lemma 2.4 shows that, for a deterministic restarting automaton, the degree of weak monotonicity is restricted by the size of the read/write window. For nondeterministic restarting automata we also obtain an upper bound for the degree of weak monotonicity, albeit a much larger one.

**Lemma 2.5.** Let \( M = (Q, \Sigma, \Gamma, \delta, q_0, \delta) \) be a weakly monotone RRWW-automaton. Then \( M \) is weakly c-monotone for some constant \( c < |Q|^2 \cdot |\Gamma|^k + 2k \).

**Proof.** Let \( C_1, C_2 \) be two successive cycles of a computation of \( M \) such that \( D_r(C_2) = D_r(C_1) + c \), that is, \( C_1 \) contains a rewrite step \( \frac{xuq_1uy}{xq_1uy} \in M \frac{xqy_1y}{xqv_1y} \), and \( C_2 \) contains a rewrite step \( \frac{xuq_2u'y}{xq_2u'y} \in M \frac{xqv_2uy}{xqv_2y} \), where \( q_1, q_1', q_2, q_2' \in Q \), \( xu = x'u'y' \), and \( \gamma \).

Assume that \( c \geq |Q|^2 \cdot |\Gamma|^k + 2k \). Then \( x = x_1, x_2 \), where \( xu = x_1, x_2u = y' \), and \( |x_2u| = c \) implying that \( x_2 \) has elements in \( |Q|^2 \cdot |\Gamma|^k + k \). As we can assume that \( M \) scans its tape completely from left to right during each cycle, we see that during both cycles \( C_1 \) and \( C_2 \), the automaton \( M \) executes \( |x_2| \) MVR-steps while moving its read/write window across \( x_2 \). Let \( x_2 = a_1a_2 \ldots a_n \), where \( a_1, \ldots, a_n \in \Gamma \) and \( n := |x_2| \). With each symbol \( a_i \) of \( x_2 \), we can associate a pair of states \( (p_i, p_i') \) by choosing \( p_i \) as the state of \( M \) at the moment when \( a_i \) is the first symbol in the read/write window during the cycle \( C_j \) \( (j = 1, 2) \). As \( |x_2| > |Q|^2 \cdot |\Gamma|^k + k \), we see that \( x_2 \) admits a factorization of the form \( x_2 = z_1a_2a_3z_3 \), where \( a \in \Gamma \), \( z_1, z_2, z_3 \in \Gamma^* \), and \( |z_3| = k - 1 \), such that both distinguished occurrences of \( a \) have the same associated pair of states \( (p, p') \), and the read/write window has the same contents when these occurrences of the letter \( a \) are in the first position of the read/write window. Hence, for each \( m \geq 0 \), the following is a valid
computation of $M$:

$q_0\xi x_1 z_1 (az_2)^m az_3 uy \vdash_{M}^* q_1 z_1 p(az_2)^m az_3 uy \vdash_{M}^* q_0$

$q_0\xi x_1 z_1 (az_2)^m az_3 uy \vdash_{M}^* q_0 x_1 z_1 (az_2)^m az_3 vy \vdash_{M}^* q_0$

$q_0\xi x'_v z_1 (az_2)^m az_3 vy \vdash_{M}^* q_0 x'_v z_1 (az_2)^m az_3 vy \vdash_{M}^* q_0$

where the first rewrite step has r-distance $|y| + 1$, while the second rewrite step has r-distance $|z_1| + (1 + |z_2|) \cdot m + |z_3 vy| + 2$. As this holds for all $m \geq 0$, we conclude that $M$ is not weakly $j$-monotone for any integer $j$, that is, $M$ is not weakly monotone. This contradiction proves the upper bound for the degree of weak monotonicity of $M$. □

Further, we have the following decidability result.

**Theorem 2.6.** The following problem can be solved algorithmically:

**INSTANCE:** An RRWW-automaton $M$, and a constant $c \in \mathbb{N}$.

**QUESTION:** Is $M$ weakly $c$-monotone?

**Proof.** Given an RRWW-automaton $M$ and a constant $c \in \mathbb{N}$, a nondeterministic finite-state acceptor $A_{M,c}$ can be constructed such that the language $L(A_{M,c})$ accepted by $A_{M,c}$ is non-empty if and only if $M$ admits a computation $C_1 \vdash_{M}^* C_2$ satisfying $D_r(C_2) > D_r(C_1) + c$, that is, if and only if $M$ is not weakly $c$-monotone. This construction is a slight variant of the corresponding construction used in [3] to show that monotonicity of RRWW-automata is decidable. □

Together with the above lemma bounding the degree of weak monotonicity, this theorem has the following consequence.

**Corollary 2.7.** Given a restarting automaton $M$, it is decidable whether $M$ is weakly monotone. In the affirmative the smallest integer $c$ can be determined for which $M$ is weakly $c$-monotone.

### 3. Hierarchies with respect to the degree of weak monotonicity

In this section we present a sequence of sample languages

$L_d^{(i)} \in \mathcal{L}(\det-w(i)\text{-mon-R}) \setminus \mathcal{L}(w(i-1)\text{-mon-RRW}) (i \geq 1)$.

This shows that by increasing the degree of weak monotonicity we increase the expressive power of all deterministic and nondeterministic variants of restarting
automata without auxiliary symbols. We construct these languages in two steps. First we give a sequence of languages

\[ L_c^{(i)} \in \mathcal{L}(\text{det-w}(i)\text{mon-R}) \setminus \mathcal{L}(\text{det-w}(i-1)\text{mon-RRW}) \ (i \geq 1). \]

Then we modify these languages to get the languages \( L_d^{(i)} \).

For each integer \( i \geq 1 \), we define the language \( L_c^{(i)} \subset \{a, b, c, d, e\}^* \) as

\[ L_c^{(i)} := L_{c,1}^{(i)} \cup L_{c,2}^{(i)}, \]

where

\[ L_{c,1}^{(i)} := \left\{ a^n (b^i c^i)^{n-k} (b^i)^k d \mid n \geq k \geq 0 \right\}, \quad \text{and} \]

\[ L_{c,2}^{(i)} := \left\{ a^n (b^i c^i)^{n-k} (c^i)^k e \mid n \geq 0, m > 2n \text{ and } m \geq k \geq 0 \right\}. \]

Notice that, for each \( w \in L_c^{(i)} \), if \( w \) contains a substring \( b^{i+1} \), then \( w \in L_{c,1}^{(i)} \). Similarly, if \( w \) contains a substring \( c^{i+1} \) or \( ac \), then \( w \in L_{c,2}^{(i)} \). Obviously, \( L_c^{(i)} \) is a context-free language for each \( i \geq 1 \).

The idea behind the languages \( L_d^{(i)} \) is as follows: the strings of each of these languages can be cut in the middle by two types of operations depending on whether \( w \) belongs to \( L_{c,1}^{(i)} \) or to \( L_{c,2}^{(i)} \). If \( w \) starts with \( a^n (b^i c^i)^m \) for some \( m > 0 \), and if it contains \( b^{i+1} \) as a substring or ends in \( d \), or if it contains \( c^{i+1} \) as a substring or ends in \( e \), then this information, which tells the type of \( w \), can be passed from the right end of \( w \) to the rightmost \( a \) by a deterministic \( w(i)\text{mon-computation} \).

**Lemma 3.1.** For each \( i \geq 1 \), \( L_d^{(i)} \in \mathcal{L}(\text{det-w}(i)\text{mon-R}) \).

**Proof.** Let \( i \) be a positive integer. We present an \( R \)-automaton \( M_c^{(i)} \) with a read/write window of size \( 3i + 2 \) through a sequence of meta-instructions:

1. \( (a✅, (b^i c^i)^*, b^i c^i \cdot d \cdot \$ \rightarrow b^i \cdot d \cdot \$); \)
2. \( (a✅, (b^i c^i)^*, b^i c^i \cdot e \cdot \$ \rightarrow c^i \cdot e \cdot \$); \)
3. \( (a✅, (b^i c^i)^*, b^i c^i \cdot b^i \cdot d \rightarrow b^i \cdot b^i \cdot d); \)
4. \( (a✅, (b^i c^i)^*, b^i c^i \cdot b^i \cdot b \rightarrow b^i \cdot b \cdot b); \)
5. \( (a✅, a \cdot b^i \cdot b^i \cdot b \rightarrow b^i \cdot b \); \)
6. \( (a✅, a \cdot b^i \cdot b^i \cdot d \cdot \$ \rightarrow b^i \cdot d \cdot \$); \)
7. \( (a✅, a \cdot b^i \cdot d \cdot \$ \rightarrow b^i \cdot d \cdot \$); \)
8. \( (a✅, a \cdot c \cdot c \cdot e \cdot c \cdot e \rightarrow d \cdot e \); \)
9. \( (a✅, a \cdot b \cdot b \cdot e \cdot \$ \rightarrow b \cdot b \); \)
10. \( (a✅, a \cdot b \cdot b \cdot d \cdot \$ \rightarrow b \cdot b \cdot \$); \)
11. \( (a✅, a \cdot c \cdot c \cdot e \cdot c \cdot c \rightarrow \epsilon); \)
12. \( (a✅, (c^i)^* \cdot c \cdot \$ \rightarrow \epsilon); \)

To any tape contents from \( \{a, b, c, d, e\}^* \), at most one meta-instruction is applicable. Hence, \( M_c^{(i)} \) is a deterministic \( R \)-automaton. It is easily seen that each
Claim 2. \( M_c^{(i)} \) is either of the form \( a^* \cdot (b^i c^i)^* \cdot (b^i)^* \cdot d \) or of the form \( a^* \cdot (b^i c^i)^* \cdot (c^i)^* \cdot e \). Just observe the following:

- The only strings that are accepted by \( M_e^{(i)} \) in a tail computation, that is, without making a restart, are \( d \) \((8)\) and \((c^i)^k e, k \geq 1 \) \((12)\).
- The symbols \( b \) and \( c \) are deleted in blocks of length \( i \) only.
- Whenever \( M_c^{(i)} \) executes a rewrite step, then the maximal proper prefix of the tape contents read is of the form \( a^+ \cdot (b^i c^i)^+ \cdot (b^i)^+ \) \((3–5)\) or of the form \( a^+ \cdot (b^i c^i)^+ \cdot (c^i)^+ \) \((9–11)\), or the tape contains a string of the form \( a^+ \cdot (b^i c^i)^+ \cdot (c^i)^+ \cdot e \) \((2)\), of the form \( a^+ \cdot b^i \cdot b^i \cdot d \) \((6)\) or of the form \( a \cdot b^i \cdot d \) \((7)\).
- The form of the meta-instructions guarantees that there are not any \( c \)'s to the right of a factor \( b^i \cdot b \) in \( w \), and that there are no \( b \)'s to the right of a factor \( ac \) or \( c^i \cdot c \) in \( w \).

Now the following two results hold.

**Claim 1.** A string \( w \in a^* \cdot (b^i c^i)^* \cdot (b^i)^* \cdot d \) is accepted by \( M_e^{(i)} \) iff \( w \in L_c^{(i)} \), and the computation of \( M_e^{(i)} \) on \( w \) is weakly \( i \)-monotone.

**Proof.** Let \( w = a^n (b^i c^i)^m (b^i)^p d \), where \( m, n, p \geq 0 \). We distinguish between three cases:

- \( n = 0 \): Then the only meta-instruction that may be applicable is \((8)\), and \( M_c^{(i)} \) accepts \( w \) iff \( w = d \in L_c^{(i)} \).
- \( n > 0 \) and \( m = 0 \): if \( p = 0 \), then \( M_c^{(i)} \) has no applicable instruction, and hence, \( w \) is not accepted. In case \( p > 1 \), \( M_c^{(i)} \) repeatedly deletes \( ab^i \) using meta-instructions \((5–7)\) until it either obtains \( d \) and accepts or until it cannot proceed and rejects. Thus, \( w \) is accepted iff \( n = p \), that is, \( w \in L_c^{(i)} \). Moreover, the corresponding part of the computation on \( w \) is monotone.
- \( n > 0 \) and \( m > 0 \): if \( p = 0 \), then \( M_c^{(i)} \) applies instruction \((1)\). If \( p = 1 \), then \( M_c^{(i)} \) uses meta-instruction \((3)\). For \( p > 1 \), \( M_c^{(i)} \) repeatedly uses meta-instruction \((4)\) until it rejects or until it obtains a string of the form \( a^n (b^i)^{p+m}d \), which is one of the above cases. Each application of meta-instruction \((4)\) causes an increase of the \( r \)-distance by \( i \). Thus, the corresponding part of the computation is weakly \( i \)-monotone. □

**Claim 2.** A string \( w \in a^* \cdot (b^i c^i)^* \cdot (c^i)^* \cdot e \) is accepted by \( M_e^{(i)} \) iff \( w \in L_c^{(i)} \), and the computation of \( M_e^{(i)} \) on \( w \) is weakly \( i \)-monotone.

**Proof.** We omit the detailed proof of this claim, as it closely follows the proof of Claim 1. The differences are in

- deleting blocks of the form \( c^i \) instead of \( b^i \) for shifting the information that \( w \) is a string from \( L_{c,2}^{(i)} \) to the left;
- cutting “in the middle” deletes \( ac^i c^i \) (meta-instruction \((11)\));
- the strings directly accepted by \( M_c^{(i)} \) are of the form \( (c^i)^+ \cdot e \) \((12)\). □
If the input \( w \) is neither of the form described in Claim 1 nor of the form described in Claim 2, then \( M_c^{(i)} \) will not accept, but it is easily seen that the corresponding computation is still weakly \( i \)-monotone. It follows that \( M_c^{(i)} \) is a det-w(\( i \))mon-RRW-automaton for the language \( L_c^{(i)} \).

Next we will show that the degree \( i \) of weak monotonicity is necessary also for a det-RRW-automaton accepting \( L_c^{(i)} \).

**Lemma 3.2.** For each \( i \geq 1 \), \( L_c^{(i)} \not\in \mathcal{L}(\text{det-w}(i-1)\text{mon-RRW}) \).

**Proof.** Let \( i \) be a positive integer. We will show that \( L_c^{(i)} \) is not accepted by any det-w(\( i-1 \))mon-RRW-automaton. Suppose that there were such an automaton \( M' \). By Lemma 2.3 each cycle of an accepting computation of \( M' \) transforms a string that belongs to the language \( L_c^{(i)} \) into another, shorter string that also belongs to this language. Hence, it follows from the definition of \( L_c^{(i)} \) that \( M' \) cannot rewrite less than \( i \) symbols in any cycle of an accepting computation, implying that the size \( k \) of the read/write window of \( M' \) is at least \( i \).

Let \( p \) be the number of states of \( M' \), let \( n := (p+k)! \), and let \( w := a^n(b^i c^i)^n d \). It is clear that \( M' \) cannot accept \( w \) in a tail computation, that is, without performing any restart steps, as in tail computations only regular languages are accepted. We consider the first cycle \( C \) of an accepting computation of \( M' \) on input \( w \). Through this cycle \( M' \) transforms \( w \) into a shorter string also belonging to \( L_c^{(i)} \) (Lem. 2.3). Thus, during this cycle \( M' \) deletes \( m_1 \) symbols \( a \), \( i \cdot m_1 \) symbols \( b \), and \( i \cdot m_2 \) symbols \( c \) for some \( m_1, m_2 \geq 0 \). We distinguish between two cases.

**Case 1** (\( m_1 > 0 \)). Then \( w \) is cut at the border between the blocks \( a^n \) and \( (b^i c^i)^n \) and \( m_1 = m_2 \) follows. After a rewrite an RRW-automaton reads the remaining part of the tape completely before it restarts. During this process it behaves like a finite-state acceptor. Thus, as the exponent \( n \) is large, there will be two occurrences of blocks \( b^i c^i \) in this part of the tape such that, while reading the first \( b \) of these particular blocks, \( M' \) will be in the same internal state. Let the distance between the first symbols of the closest such two blocks be \( 2i \cdot m \). Certainly, \( p \geq m \geq 1 \), and \( n \) is divisible by \( m \). Thus, \( M' \) will perform the same rewriting on strings of the form \( a^n(b^i c^i)^{n+jm} \) for all integers \( j \geq 0 \). However, when it sees the symbol \( c \) at the right end of the string, \( M' \) may behave differently than on \( w \). It may

1. either reject – then \( M' \) will also reject the string \( a^n(b^i c^i)^{n+2nm} c \in L_c^{(i)} \), which is a contradiction, or
2. accept – then \( M' \) will also accept the string \( a^n(b^i c^i)^{n+0} m c \not\in L_c^{(i)} \), which is a contradiction, or
3. restart – then \( M' \) will also restart on \( a^n(b^i c^i)^{n+m} c = a^n(b^i c^i)^{2n} c \not\in L_c^{(i)} \), which yields \( a^{n-m_1}(b^i c^i)^{2n-m_1} c \in L_c^{(i)} \), contradicting the error preserving property (Lem. 2.2).

**Case 2** (\( m_1 = 0 \)). In this case \( m_2 > 0 \) and the only option for \( M' \) is to delete the \( m_2 \) rightmost blocks of \( c^i \). The \( r \)-distance of the cycle \( C \) is at most 1 (the right
sentinel need not be scanned). Let \( C_x \) (for \( x = 1, 2, \ldots \)) denote the \( x \)-th cycle of the computation of \( M' \) on \( w \), and let \( w_x \) denote the resulting string after \( C_x \), that is, \( C = C_1 \) and \( D_x(C_1) \leq 1 \). Due to the weak \((i-1)\)-monotonicity of \( M' \), we have an upper bound for the \( r \)-distance

\[
D_r(C_x) \leq (x-1)(i-1) + 1 = xi + 2 - (x + i).
\]  

(1)

However, in these cycles only whole blocks \( c' \) (the rightmost ones in the current string) can be deleted. In each of these cycles, \( M' \) deletes at least \( i \) symbols. Hence, after \( x - 1 \) cycles the resulting string \( w_{x-1} \) contains at most \( n - x + 1 \) blocks of \( c' \), and \( w_{x-1} \) has suffix \((b')^{x-1}d\). From this it follows that

\[
D_r(C_x) \geq i + (x - 1)i + 2 - k = xi + 2 - k.
\]

(2)

These two bounds contradict for \( x > k - i \). \( \square \)

Thus, we have the following result.

**Corollary 3.3.** For each \( i \geq 1 \),

\[
L^{(i)}_{c} \in \mathcal{L}(\text{det-w}(i)\text{mon-R}) \setminus \mathcal{L}(\text{det-w}(i-1)\text{mon-RRW}).
\]

While \( L^{(i)}_{c} \) is not accepted by any deterministic weakly \((i-1)\)-monotone RRW-automaton, it is accepted by a nondeterministic RR-automaton that is monotone.

**Lemma 3.4.** For each \( i \geq 1 \), \( L^{(i)}_{c} \in \mathcal{L}(\text{mon-RR}) \).

**Proof.** Let \( i \geq 1 \), and let \( \overline{M}^{(i)}_c \) be the RR-automaton that works as follows:

**Case 1.** On strings that do not have a prefix of the form \( a^ib^j(c^*) \quad (j > 0) \), \( \overline{M}^{(i)}_c \) works in the same way as \( M^{(i)}_c \), which gives a monotone computation.

**Case 2.** On a string \( w \) with prefix \( a^ib^j(c^*) \quad (j > 0) \), \( \overline{M}^{(i)}_c \) nondeterministically guesses that \( w \) is from \( L^{(i)}_{c,1} \) (that is, ends with \( d \)) or that \( w \) is from \( L^{(i)}_{c,2} \) (that is, ends with \( e \)). In the first case \( \overline{M}^{(i)}_c \) deletes \( ab'c^* \) and verifies that the rest of the string is of the form \((b'c^*)^*(b^i)^* \cdot d\). In the affirmative it restarts, otherwise it rejects; in the second case, \( \overline{M}^{(i)}_c \) deletes \( ab'c^*b'c^* \) or \( ab'c^*c' \) (if neither is possible, then \( \overline{M}^{(i)}_c \) halts immediately without accepting) and verifies that the rest of the string is of the form \((b'c^*)^*(c^*)^* \cdot e \) or \((c^*)^* \cdot e \), respectively. In the affirmative it restarts, otherwise it rejects.

In both cases the rewriting is performed on the border between the \( a \)-syllable and the \((b'c^*)\)-syllable, and so also these computations of \( \overline{M}^{(i)}_c \) are monotone.

Thus, \( \overline{M}^{(i)}_c \) is a monotone RR-automaton that accepts the language \( L^{(i)}_{c} \). \( \square \)

This lemma shows that we need to modify the languages \( L^{(i)}_{d} \) in order to obtain the intended example languages \( L^{(i)}_{d} \). For each \( i \geq 1 \), we define four auxiliary
languages as follows:
\[ L_{a1}^{(i)} := \{ a^n (b^i c)^n \mid n \geq 0 \}, \quad L_{det1} := \{ d^r e^s \mid r > s \geq 0, r + s > 1 \}, \]
\[ L_{a2}^{(i)} := \{ a^n (b^i c)^m \mid m > 2n \geq 0 \}, \quad L_{det2} := \{ d^r e^s \mid 0 \leq r < s, r + s > 1 \}. \]

Now the language \( L_d^{(i)} \) is defined as
\[ L_d^{(i)} := L_c^{(i)} \cup L_{a1}^{(i)} \cup L_{det1} \cup L_{a2}^{(i)} \cup L_{det2}. \]

Clearly, for each \( i \geq 1 \), the language \( L_d^{(i)} \) is context-free. Notice further that for any \( w = uv \in L_d^{(i)} \), where \( u \in \{a, b, c\}^* \) and \( v \in \{d, e\}^* \), an occurrence of the substring \( b^{i+1} \) in \( u \) implies \( w \in L_{c1}^{(i)} \). Similarly, an occurrence of the substring \( c^{i+1} \) or \( ac \) implies \( w \in L_{c2}^{(i)} \). Moreover, \( L_{a1}^{(i)} \cdot \{d\} \subset L_{c1}^{(i)} \) and \( L_{a2}^{(i)} \cdot \{e\} \subset L_{c2}^{(i)} \).

**Lemma 3.5.** For each \( i \geq 1 \), \( L_d^{(i)} \in \mathcal{L}(\text{det-w}(i)\text{-mon-R}). \)

**Proof.** By adding the meta-instructions
\[ (\text{d1}) \quad (\text{a}^* (b^i c)^* d^*, \text{dec} \to e); \quad (\text{d2}) \quad (\text{a}^* (b^i c)^* d^*, \text{dde} \to e); \]
\[ (\text{d3}) \quad (\text{a}^* (b^i c)^* d^*, \text{dd$\to d$}); \quad (\text{d4}) \quad (\text{a}^* (b^i c)^* e^*, \text{ee} \to e); \]

to those of \( M_c^{(i)} \), an R-automaton \( M_d^{(i)} \) is obtained. These additional instructions enable \( M_d^{(i)} \) to reduce any string from \( L_d^{(i)} \setminus L_c^{(i)} \) to a member of \( a^* (b^i c)^* (d+e) \). The meta-instructions of \( M_d^{(i)} \) are pairwise incompatible, which shows that \( M_d^{(i)} \) is a deterministic R-automaton.

It is easily seen that \( M_d^{(i)} \) accepts exactly the strings accepted by \( M_c^{(i)} \) and those strings that can be reduced to a string from \( L(M_c^{(i)}) \) by the instructions (d1)–(d4). These additional instructions can be applied only to strings of the form \( uv \), where \( u \in a^* (b^i c)^*, \ v \in \{d, e\}^*, \) and \( |v| > 1 \). Further, \( v \in L_{det1} \) iff \( q_0 u r s \vdash^{c'} M_{i0}^{(i)} q_0 u d s \), and \( v \in L_{det2} \) iff \( q_0 u r v s \vdash^{c'} M_{i2}^{(i)} q_0 u e s \).

Finally, \( a^* (b^i c)^* \cdot d \cap L_c^{(i)} = L_{a1} \cdot \{d\} \) and \( a^* (b^i c)^* \cdot e \cap L_c^{(i)} = L_{a2} \cdot \{e\} \). It follows that \( M_d^{(i)} \) is a \( \text{det-w}(i)\text{-mon-R}\)-automaton for \( L_d^{(i)} \).

In fact, we have the following result.

**Theorem 3.6.** For each \( i \geq 1 \), \( L_d^{(i)} \in \mathcal{L}(\text{det-w}(i)\text{-mon-R}) \setminus \mathcal{L}(\text{w}(i-1)\text{-mon-RRW}). \)

**Proof.** It remains to show that \( L_d^{(i)} \) is not accepted by any \( \text{w}(i-1)\text{-mon-RRW}\)-automaton. So assume that there is a \( \text{w}(i-1)\text{-mon-RRW}\)-automaton \( M' \) for \( L_d^{(i)} \) for some \( i \geq 1 \). The size \( k \) of the read/write window of \( M' \) is at least \( i \), because in a cycle of an accepting computation on an input from \( L_c^{(i)} \), \( M' \) cannot rewrite less than \( i \) symbols.
Let \( p \) be the number of states of \( M' \), let \( n := (p + k)! \), and let 
\[
w := a^n (b'c')^n d^{n+1} e^n \in L_{a1} L_{de1}.
\]

We consider the first cycle \( C \) of an accepting computation of \( M' \) on \( w \).

In \( C \), \( M' \) cannot rewrite on the border of \( a^n \) and \( (b'c')^n \). Otherwise, it must delete \( a^r (b'c')^r \) for some \( r > 0 \). In the same way as in the proof of Lemma 3.2, we can show that there exists \( m (p \geq m \geq 1, n \) is divisible by \( m ) \) such that \( M' \) can make the same rewriting on strings of the form \( a^n (b'c')^{n+jm} d^{n+1} e^n \) for all integers \( j \geq 0 \). In a similar way we can show that \( M' \) can make the same rewriting on the strings \( a^n (b'c')^{n+jm} d^{n+1} e^n + \) some \( m_1, p \geq m_1 \geq 1 \).

In particular, \( a^n (b'c')^{n+jm} d^{n+1} e^n + 2m_1 = a^n (b'c')^{2n} d^{n+1} e^n + 2m_1 \notin L_d^{(j)} \), which contradicts the error preserving property (Lem. 2.2).

Thus, \( M' \) can rewrite only on the border of \( d \)'s and \( e \)'s in \( C \). Because \( M' \) is a \( w(i-1)\)mon-RRW-automaton, in any subsequent cycle the place of rewriting can move to the left by at most \( i - 1 \) positions with respect to the previous cycle. \( M' \) must in any case check that the number of \( a \)'s equals the number of \( (b') \)'s. This can be done only by rewriting (deleting) on the border of \( a \)'s and \( b' \). When the places of rewriting move from the right end of the part containing \( b'c' \) we can apply the same arguments as in the proof of Lemma 3.2 to show that \( w(i-1)\)monotonicity is not sufficient.

From this result we immediately obtain the following infinite hierarchies.

**Corollary 3.7.** For each \( i \geq 0 \) and for each \( X \in \{ R, RR, RW, RRW \} \),

\( (a) \quad L(\det-w(i)\)mon-X) \subset L(\det-w(i+1)\)mon-X). 
\( (b) \quad L(w(i)\)mon-X) \subset L(w(i+1)\)mon-X).

---

4. **Separating the Various Hierarchies**

In this section we will see that the hierarchies of Corollary 3.7 differ pairwise from each other. All the inclusion relations that we will prove are depicted in Figure 1. The vertical arrows and the arrows originating from DCFL are consequences of Corollary 3.7. The horizontal arrows will follow from Theorem 4.3, the left slanted arrows will be derived in Theorems 4.5 and 4.1 (a,c), and the right slanted arrows will be obtained from Theorems 4.7 and 4.1 (b,d).

In [3] Lemmas 4.1 and 4.2, it is shown that
\[
L(\text{mon-RR}) \setminus L(\text{RR}) \neq \emptyset \quad \text{and} \quad L(\text{mon-RW}) \setminus L(\text{RR}) \neq \emptyset,
\]
which yields the following consequences.
Figure 1. Hierarchies of language classes defined by the various types of weakly monotone restarting automata without auxiliary symbols. An arrow $A \to B$ indicates that the class $L(A)$ is strictly included in the class $L(B)$. When there is no oriented path between any two types of restarting automata in the diagram, then the corresponding language classes are incomparable under inclusion.

**Theorem 4.1.** For all $i \geq 0$, 
(a) $L(w(i)\text{mon-RR}) \setminus L(R) \neq \emptyset$.  
(b) $L(w(i)\text{mon-RW}) \setminus L(R) \neq \emptyset$.  
(c) $L(w(i)\text{mon-RRW}) \setminus L(RW) \neq \emptyset$.  
(d) $L(w(i)\text{mon-RRW}) \setminus L(RR) \neq \emptyset$.

The language $L_{cd} := \{ e^m d^n \mid 0 \leq m \leq n \leq 2m \}$ is easily seen to be accepted by the nondeterministic $\text{mon-R}$-automaton that is given through the following meta-instructions:

1. $(q \cdot c^+, cd \cdot d \to d)$;  
2. $(q \cdot c^+, cdd \cdot d \to d)$;  
3. $(q \cdot \{cd, cdd, \varepsilon\} \cdot \$, Accept).

On the other hand, we have the following negative result.

**Lemma 4.2.** $L_{cd} \not\in L(\text{det-RRW})$.

**Proof.** In order to derive a contradiction, let us assume that $L_{cd}$ is accepted by a $\text{det-RRW}$-automaton $M$ with read/write window of size $k$. Using pumping techniques we can show that a sufficiently long string $w = e^m d^n$ cannot be accepted
without a restart. After the first cycle of the accepting computation of \( M \) on \( w \), we obtain a string \( w' = e^{m_1}d^{m_2} \), where \( m_1 = m - d_1 \) and \( m_2 = m - d_2 \) for some \( d_1, d_2 \) satisfying \( k \geq d_1 + d_2 > 0 \) and \( d_1 \geq d_2 \), by the correctness preserving property (Lem. 2.3).

Now \( M \) will rewrite in the same way when it starts on the string \( e^{m_1}d^{2m} \). After this rewriting it cannot reject, because \( M \) is deterministic and \( e^{m_1}d^{2m} \in L_{cd} \). But the resulting string \( e^{-d}d^{2m-2d} \) is not in \( L_{cd} \), as

\[
2m - 2d \geq 2m - d_1 > 2(m - d_1).
\]

This violates the correctness preserving property. \( \square \)

As \( L_{cd} \in \mathcal{L}^{(\text{mon-R})} \subseteq \mathcal{L}^{(\text{w(i)mon-R})} \) for all \( i \geq 0 \), this yields the following.

**Theorem 4.3.** For all \( i \geq 0 \) and all \( X \in \{ R, RW, RR, RRW \} \),

\[
\mathcal{L}^{(\text{det-w(i)mon-X})} \subseteq \mathcal{L}^{(\text{w(i)mon-X})}.
\]

It remains to verify the relations between the different hierarchies of deterministic weakly monotone restarting automata in Figure 1. Recall from [3] that all the considered variants of deterministic monotone restarting automata characterize the language class DCFL.

To this aim we define still another example language \( L_b^{(1)} \subset \{ a, b, c, d, e, f \}^* \) as \( L_b^{(1)} := L_b^{(1)} \cup L_c^{(1)} \cup L_{c,2}^{(1)} \), where

\[
L_b^{(1)} := \{ a^i(bc)^j f(bc)^m \mid i, j, m \geq 0, i = j + m \},
\]

and \( L_c^{(1)} \) and \( L_{c,2}^{(1)} \) are the languages defined in Section 3. Thus, \( L_b^{(1)} \) differs from the language \( L_c^{(1)} \) by the strings of \( L_b^{(1)} \). These additional strings will ensure that, in contrast to \( L_c^{(1)} \), \( L_b^{(1)} \) is not accepted by any RW-automaton.

A \( \text{det-w(1)mon-RR} \)-automaton recognizing \( L_b^{(1)} \) is obtained by simply adding the meta-instruction \((a^*a^*bc)^*, f \rightarrow \varepsilon, (bc)^*d \)$ to the instructions of \( M_c^{(1)} \) (together with the insertion of appropriate regular languages as the third parts of these meta-instructions). On the other hand, we have the following lemma.

**Lemma 4.4.** \( L_b^{(1)} \notin \mathcal{L}(RW) \).

**Proof.** Assume to the contrary that some RW-automaton \( M \) with read/write window of size \( k \) accepts \( L_b^{(1)} \). A sufficiently long string \( w = a^{2n}(bc)^nf(bc)^md \) cannot be accepted directly in a tail computation. After the first cycle \( q_0 \text{w}\$ \xrightarrow{\varepsilon} q_M \text{w}_1 \$ \) of an accepting computation on \( w \), where \( q_0 \) denotes the initial state of \( M \), \( M \) must obtain a string \( \text{w}_1 \) of the form \( \text{w}_1 = a^{2n}(bc)^{2n}d \) or \( \text{w}_1 = a^{n+i}(bc)^i f(bc)^md \) for some \( i < n \).

We can assume that \( i \) is larger than \( k \) and that \( M \) did not scan the final symbol \( d \) during the cycle \( q_0 \text{w}\$ \xrightarrow{\varepsilon} q_M \text{w}_1 \$ \). In the former case let us take the
Finally we consider the language \( L_b^{(1)} \) and its intended contradiction. □

Thus, based on the properties of the language \( L_b^{(1)} \) we obtain the following result.

**Theorem 4.5.** For all \( i \geq 1 \),

(a) \( \mathcal{L}({\text{det-w(i)}})_{\text{mon-RR}} \setminus \mathcal{L}(R) \neq \emptyset \).

(b) \( \mathcal{L}({\text{det-w(i)}})_{\text{mon-RW}} \setminus \mathcal{L}(RW) \neq \emptyset \).

Finally we consider the language \( L_{lr} := L_l \cup L_r \subset \{a, l, r\}^* \), where

\[
L_l := \left\{ a^{2^n-2i}l a^i \mid n \geq 1, 0 \leq i < 2^n - 1 \right\},
\]

\[
L_r := \left\{ a^r a^{2^n-2i} \mid n \geq 1, 0 \leq i < 2^n - 1 \right\}.
\]

**Lemma 4.6.** \( L_{lr} \in \mathcal{L}({\text{det-w(1)}})_{\text{mon-RW}} \setminus \mathcal{L}(RR) \).

**Proof.** We define an RW-automaton \( M_{lr} \) through the following sequence of meta-instructions:

1. \((\&,(aa)^+ l a l a \rightarrow la$)\);
2. \((\&,(aa)^+ l a l a \rightarrow laa)\);
3. \((\&,a a l a \rightarrow r a a)\);
4. \((\&,a^* r a a \rightarrow ara)\);
5. \((\&,a^+ r a a \rightarrow ala)\);
6. \((\&,a a l a \rightarrow a a l)\);
7. \((\&,a a l a \rightarrow a a l)\).

It is easily seen that \( M_{lr} \) is a det-w(1) mon-RW-automaton that accepts the language \( L_{lr} \). It remains to show that this language is not accepted by any RR-automaton.

Assume to the contrary that there exists an RR-automaton \( M \) that accepts \( L_{lr} \), and let \( k \) be the size of the read/write window of \( M \). A sufficiently long string \( w = a^{2^n}l \in L_{lr} \) cannot be accepted directly by a tail computation. As \( M \) cannot use any auxiliary symbols, all the strings that appear on its tape during an accepting computation are accepted by \( M \). Notice further that \( M \) can only delete symbols. After the first cycle of an accepting computation on \( w \), \( M \) obtains a string \( w_1 \) of the form \( w_1 = a^{2^n-i}l \), where \( 0 < i < k \), or of the form \( w_1 = a^{2^n-i}l \), where \( 0 \leq i < k \). As \( L_{lr} \) does not contain any strings of either of these forms, this is the intended contradiction. □

This yields the following theorem completing the results depicted in Figure 1.

**Theorem 4.7.** For all \( i \geq 1 \),

(a) \( \mathcal{L}({\text{det-w(i)}})_{\text{mon-RW}} \setminus \mathcal{L}(R) \neq \emptyset \),

(b) \( \mathcal{L}({\text{det-w(i)}})_{\text{mon-RW}} \setminus \mathcal{L}(RR) \neq \emptyset \).
5. Conclusions

By considering the degree of weak monotonicity we have obtained infinite hierarchies that lie in the gap between \( \text{DCFL} \) and \( \text{CRL} \) in the deterministic case and that lie in the gap between \( \text{DCFL} \) and \( \text{GCCL} \) in the nondeterministic case. Naturally, the question arises whether the degree of weak monotonicity induces corresponding hierarchies for the restarting automata with auxiliary symbols. We would certainly expect that. The class \( \mathcal{L}(\text{det-w}(1)\text{mon-RWW}) \) is strictly larger than \( \mathcal{L}(\text{det-w}(0)\text{mon-RWW}) = \text{DCFL} \), and also \( \mathcal{L}(\text{w}(1)\text{mon-RWW}) \) strictly contains \( \mathcal{L}(\text{w}(0)\text{mon-RWW}) = \text{CFL} \), because \( \mathcal{L}(\text{det-w}(1)\text{mon-RWW}) \) contains non-context-free languages (for example, the language \( \mathcal{L}_{lr} \) above).

References


Communicated by Z. Esik.
Received June 11, 2003. Accepted May 5, 2004.