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Abstract. — The paper applies the concept of retraction to represent computable relations. A strict subclass of retractions is defined. This class of functions is then discussed in a set theory which is built according to the structure of the Herbrand Universe in clausal logic. The set theory allows a set theoretic interpretation of the Herbrand terms and supplies them with a combinatory formulation. The approach provides a functional programming paradigm with almost all the features of logic programming. According to it, predicates, defined by a set of Horn clauses, are reformulated in terms of retractions, while queries in terms of function invocations. Existentially quantified variables, logic variables, which occur in a query are mapped into combinatory forms. Relations between inference in logic formulas and reduction of combinatory forms are finally discussed. Topics related to the definition of reduction systems for our combinatory forms are deferred to a separate companion paper.

Résumé. — L'article applique la notion de rétraction pour représenter les relations calculables. Une sous-classe stricte de rétraction est définie. Cette classe de fonctions est alors discutée dans une théorie des ensembles qui est construite en accord avec la structure de l'Univers d'Herbrand en logique clausale. La théorie des ensembles permet une interprétation théorétique des termes d'Herbrand en fournissant une formulation combinatoire. Cette approche fournit un paradigme fonctionnel de programmation avec presque tous les aspects de la programmation logique. En accord avec ceci, les prédicats définis par un ensemble de clauses de Horn, sont reformulés en termes des rétractions, et les interrogations en termes d'invocations de fonctions. Les variables quantifiées existentiellement, variables logiques, qui interviennent dans une interrogation, sont transformées en formes combinatoires. Les relations entre l'inference dans les formules logiques et la réduction de formes combinatoires sont finalement discutées.

INTRODUCTION I.

In the last few years languages based on first order logic [Lloyd84] have become very popular declarative programming languages [Shapiro86]. [Robinson83] analyzes the historical framework and the main motivations which
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make this class of languages so innovative, attractive and potentially relevant in several applications [vanCaneghem84]. The starting idea [Kowalski74] was the procedural interpretation of linear resolution systems [Kowalski71], restricted to Horn clause logic. In this framework, resolution [Robinson65] results quick and simple to apply and its proof search space is reduced to a tree. Procedural interpretation consists in interpreting each step in the resolution process as a step in a program computation process.

The resolution process becomes a programming language interpreter. From theorem provers, logic languages inherit mechanisms which are different from those of programming languages. We mention unification which is used as the parameters passing and value return mechanism, and the goal directed computation which is used as the expression evaluation rule.

Horn clause logic theories become programs. From logic, programs inherit features which are unusual. We mention: the operational semantics, according to which procedure invocations can be composed in (a goal or) clause right part and procedures can be abstractly (or more intentionally) defined, and relations which become the mathematical objects that predicative procedures denote.

Several proposals are currently pursuing the integration of logic and functional languages to obtain a super-language with the features of both languages [Abramson84, Lindstrom85, Kahn81, Robinson82, Komorowski82, Mellish84, Srivastava85, Bellia84, Barbuti85, Clark83, Fribourg85, Reddy85, Goguen84, Subrahmanyam84, Hsiang83, Dershowitz84, Dershowitz85, Kornfeld83, Sato84, Rety85, Berkling82, Darlington85, Bowen85]. The aim is the definition of a super-language with the features of both which, on one hand is adequate to the need of intelligent applications and, on the other hand can efficiently be executed by machines [Moto-Oka82]. In spite of the different mechanisms and constructs, logic and functional languages share various features: both are applicatives, i.e. the language main construct is application and computations are manipulations of values, and adequate for symbolic computations, i.e. symbolic data can be expressed and manipulated as values.

Though substantially different in the techniques [Bellia86], all the current proposals are based on extensions and/or on merges of the mechanisms on which the two classes of languages are based.

The resulting mechanisms provide the super-language with a programming paradigm which copes with almost all the features of both logic and functional programming. However, logic and functional features, even if present in the resulting super-language, cannot be equally made in use, and sometimes,
combinations of them are obscure or meaningless. Moreover, the resulting language is not as simple, semantically clean and well machine supported as the original languages are.

Common to the above mentioned proposals is that in order to combine logic with functional programming features, logical variables (i.e. existentially quantified variables) and functional expressions have to live together. We claim that logic programming features can be equally expressed in a purely functional programming paradigm, without changes on the basic mechanisms of functional languages, and without the introduction of any additional construct or mechanism, e.g. logical variables and, narrowing or unification. Inside this functional paradigm, logic programming as well as functional programming can be formulated by combinatory formulas for which promising realizations of reduction machines are in progress [Berkling75, Clarke80, Darlington81, Kluge80, Mago80, Hankin85], and they could be the natural machine support for our super-language. Functional languages are potential super-languages in which logic and functional programming features can be combined in a natural and semantically clean way.

The approach is based on a combination of the computable function theory and of a set theory [Bellia87] suitable for computations on sets of symbolic data. To each predicate, defined by a logic program (Horn clause theory), we univocally associate exactly one function of a class of retractions. The elements of the domain and image sets of the retractions are elements of a set theory (of symbolic data) which is build according to the structure of the terms of the Herbrand Universe. To each query in a logic program, we associate a purely functional expression. The expression is an application of retractions which are associated to predicates in the logic program, and its evaluation corresponds to the success set of the query in the logic program (i.e. set of all the instances of the query which can be deduced from the logic program). The nature of the correspondence between resolution of queries and computation of applications of retractions, the features and properties of the class of retractions which is here, associated to the set of predicates, the structure of the set theory, which models domain and image sets of retractions, are the main topics of the present paper. Other related topics are functional programming with sets and the combination of logic and functional programming by using retractions to express predicates and queries.

Section 2 introduces the concept of retraction, relates it to the concept of relation (Definition 2.1) in the theory of computability and then, to the concept of predicate in logic programming. The features and properties of the retractions are formally stated by Propositions 2.1-2.6 and their relevance
to the logic programming concepts of program invertibility and of partially evaluated data structures is briefly outlined and exemplified. In particular, Proposition 2.4 states a one-to-one correspondence between a subclass of the retractions on the computable parts of a domain $D$ and the class of computable relations on $D$, or equally, when $D$ is the Herbrand Universe and relations are expressed by Horn clause theories, the class of predicates. Section 3 concerns the treatment of logic programming predicates as retractions in functional programming and, the structure of the set theory whose elements form the domain and image sets of the retractions. To make the treatment more concrete, Section 3 introduces a functional language to express retractions, and the structure of the set theory is then, discussed as the data domain of the language. The language is essentially Church’s lambda calculus. Emphasis is placed on the language data domain operators, which are set operators: formal definitions and examples of the use are included. Sections 4 and 5 concern the relations between logical variables and herbrand terms, on one side, and functional expressions, on the other. Then, Proposition 4.1 states the existence of a function which maps (tuples of possibly non-ground) Herbrand terms into constant expressions, i.e. a class of combinatory formulas which only contain data and applications of the language operators. Section 4 introduces the concept of most general instance of pairs of (tuples of) Herbrand terms and relates it to the concept of unification. Then, Proposition 5.1 states a one-to-one correspondence between the computation of the most general instance of a pair of (tuples of) Herbrand terms and the application of set intersection to the corresponding constant expressions. Section 6 compares logic with functional programming. It shows that, when retractions are used to characterize predicates, almost all the (programming) features of the logic paradigm are preserved in the functional programming paradigm and are straightforwardly combined with the functional ones. Section 7 contains concluding remarks and a brief comparison of our approach with some other proposals for the integration of logic and functional programming.

Finally, topics related to computations with the set operators discussed in Sections 3 and 5, and to expression reductions are deferred to a separate companion paper. In [Bellia88] we show that constant expression have normal form and we formulate a reduction system to compute normal forms. Such a set of reduction rules toghether with rules $\alpha$, $\beta$, $\gamma$ for lambda-terms, forms an operational semantics for our calculus with retractions.

2. RELATIONS, RETRACTIONS AND PREDICATES

A well known set theoretic representation of relations is based on characteristic functions. To each computable relation, $R_D$, on a (non empty) space
$D = D_1 \times \ldots \times D_n$, we can associate a computable boolean function $f_R : D \to \{0, 1\}$, such that:

$$\forall x \in D, \quad x \in R_D \iff f_R(x) = 1.$$  \hspace{1cm} (1)

The function $f_R$ is the characteristic function of the set denoted by $R_D$. Note that, $f_R$ is a partially defined function, hence if $x$ is not in $R_D$, $f_R$ results 0 or is undefined. Furthermore, if $n = 1$, $D$ is not a product, and $R_D$ is degenerate.

In a sense, $f_R$ reminds us of the concept of predicate, and it behaves as a predicate if $\{0, 1\}$ is interpreted as the truth domain. In order to extend functional with logic programming features, some authors [Hsiang83, Dershowitz84, Dershowitz85], use a generalization of (1) which could be formulated by

$$\forall [X] \in \mathcal{P}(D), \quad X \subseteq R_D \iff f_R([X]) = \text{true}$$  \hspace{1cm} (2)

where $\mathcal{P}(D)$ is the power set of $D$, $[X]$ is the element of $\mathcal{P}(D)$ which denotes the subset $X \subseteq D$, and $f_R$ is a function from $\mathcal{P}(D)$ to $\{\text{true}, \text{false}\}$. Then, in order to deal with $f_R$, the functional language has to be extended to handle sets and functions from sets into values. Anyway, (2) is not all the functional language needs in order to gain the full logic programming power. Extensions on the language mechanisms (notably, narrowing and logical variables) have been added in order to give it multi mode use of relations and partially evaluated data, i.e. to "answer" questions like: for which $x$, $f_R(x) = \text{true}$ holds?

We show that such additional mechanisms can be avoided by using a different charaterization of relations. We introduce the following.

DEFINITION 2.1: Given a space $D$, let $\mathcal{P}(D)$ be the power-set (i.e. set of the parts) of $D$, and $\{F_R\}$ be the set of all the functions, $F_R$, which (3) associates to the set of all computable relations $R_D$ on $D$:

$$\forall [X] \in \mathcal{P}(D), \quad F_R([X]) = [X \cap R_D].$$  \hspace{1cm} (3)

$F_R : \mathcal{P}(D) \to \mathcal{P}(D)$ is a set function, mapping sets into sets.

Note that, given $R_D$, (3) uniquely determines one $F_R$. We say that $F_R$ is the representative [according to (3)] of $R_D$. To characterize relations on $D$ in terms of functions, (3) uses a class of functions defined in the more complex space $\mathcal{P}(D)$.

$\{F_R\}$ is a class of retractions, or idempotent functions.

PROPOSITION 2.1:

$$\forall F_R : \mathcal{P}(D) \to \mathcal{P}(D) \in \{F_R\}, \quad F_R \text{ is a retraction of } \mathcal{P}(D).$$
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Proof: Note that,
\[ \forall [X] \in \mathcal{P}(D), \quad [X \cap R_D] \in \mathcal{P}(D) \]
is a fixed-point of \( F_R \) i.e. \( F_R([X \cap R_D]) = [X \cap R_D] \).

Retractions on sets are widely used in topology, and were used in [Scott76] to model data types in programming languages. The image set of a retraction is called its retract. A retraction with retract \( U \) is called a retract on \( U \).

PROPOSITION 2.2:
\[ \forall F_R : \mathcal{P}(D) \to \mathcal{P}(D) \in \{ F_R \}, \quad F_R \text{ is a retract on } \mathcal{P}([R_D]). \]

Proof: By definition of the class \( \{ F_R \} \) in (3),
\[ F_R([X]) = [X \cap R_D] \quad \text{then } F_R([X]) = [X] \quad \text{iff } X \subseteq R_D. \]

Note that, the elements of \( \mathcal{P}(D) \) are partially ordered by set inclusion, \( \subseteq \), on \( D \). Later on, we will use \( \subseteq \) to denote both the set inclusion on the subsets of \( D \) and the ordering relation on the elements of \( \mathcal{P}(D) \), i.e. if \( X \subseteq Y \) then, \([X] \subseteq [Y] \) in \( \mathcal{P}(D) \).

\( \{ F_R \} \) is a proper subclass of the retractions, as immediately follows from Proposition 2.3.

PROPOSITION 2.3:
\[ \forall F_R : \mathcal{P}(D) \to \mathcal{P}(D) \in \{ F_R \}, \quad \forall [X] \in \mathcal{P}(D), \quad F_R([X]) \subseteq [X]. \]

Proof: By definition of the class \( \{ F_R \} \) and by the properties of set-intersection.

Constant functions are examples of retractions which are not in \( \{ F_R \} \) (unless \( D \) has cardinality 1).

For example, let \( D \) be the cartesian product \( D_1 \times D_2 \), where \( D_1 = \{a, b\} \) and \( D_2 = \{c, d\} \), then \( \mathcal{P}(D) \) contains \( 2^4 \) elements, for instance \( \{\langle a, c \rangle\} \), \( \{\langle b, c \rangle, \langle b, d \rangle\} \) are elements of \( \mathcal{P}(D) \). The function \( f \) such that:
\[ \forall X \in \mathcal{P}(D), \quad f(X) = \{\langle a, c \rangle\} \]
is a retraction of \( \mathcal{P}(D) \) but does not satisfy Proposition 2.3, and is not a member of \( \{ F_R \} \). Thus, we say that there are no relations on \( D \) for which \( f \) is the representative. In contrast, the function \( g \) such that:
\[ g([X]) = \begin{cases} \{\langle a, c \rangle\} & \text{if } X \text{ contains } \langle a, c \rangle \text{ but does not contain } \langle a, d \rangle \\ \{\langle a, d \rangle\} & \text{if } X \text{ contains } \langle a, d \rangle \text{ but does not contain } \langle a, c \rangle \\ \{\langle a, c \rangle, \langle a, d \rangle\} & \text{if } X \text{ contains both } \langle a, c \rangle \text{ and } \langle a, d \rangle \\ \{\} & \text{otherwise (i.e. } X \text{ neither contains } \langle a, c \rangle \text{ nor } \langle a, d \rangle \) \end{cases} \]
is a retraction of \( \mathcal{P}(D) \). \( g \) satisfies Proposition 2.3 and is the member of \( \{ F_R \} \) that (3) associates to the relation \( R = \{\langle a, c \rangle, \langle a, d \rangle\} \). Furthermore,
according to Proposition 2.2, \( g \) is a retraction on \( P(R) \). Note that, though each function \( f \) in \( \{F_R\} \) satisfies both Propositions 2.1 and 2.3, the converse does not hold, i.e. a function which satisfies both the above propositions is not necessarily the representative of some relation. For example, consider the following function \( g' \):

\[
g'(\{X\}) = \begin{cases} \{\langle a, c \rangle\} & \text{if } X \text{ contains } \langle a, c \rangle \\ \{\langle a, d \rangle\} & \text{if } X = \{\langle a, d \rangle\} \\ \emptyset & \text{otherwise} \end{cases}
\]

\( g' \) is a retraction of \( P(D) \) and satisfies Proposition 2.3. However, Proposition 2.2 does not hold for any \( R_D \). In particular, note that for \( R \) above,

\[
g'(\{X\}) \neq [X \cap R] \text{ for each } X \text{ which has } \{\langle a, d \rangle\} \text{ as a proper subset.}
\]

A comparison of \( g' \) and \( g \) shows that \( g' \) is less defined than \( g \), i.e. \( g' = g' \circ g = g \circ g' \) [Scott76] (\( \circ \) is function composition), or:

\[
\forall X \in P(D), \quad g'(X) \text{ defined on } X \text{ implies } g'(X) \subseteq g(X).
\]

**Definition 2.2:** Given a retraction \( F_R \) with retract \( U \subseteq P(D) \), we define as union set of \( F_R \) the subset \( R \) of \( D \) such that: \( R = \{x \in u \mid [u] \in U\} \).

Note that the union set of each retraction, \( F_R \in \{F_R\} \), is (the set of points of) the relation \( R_D \) of which the retraction is the representative.

**Proposition 2.4:**

\[
\forall f: \quad P(D) \rightarrow P(D)
\]

\( f \in \{F_R\} \) iff \( f \) is the greatest retraction which has union set \( R \), for a subset \( R \) of \( D \), and satisfies Proposition 2.3.

**Proof:** Let \( f \in \{F_R\} \) be the retraction with union set \( R \), and \( g \) be the greatest function which satisfies Proposition 2.3 and has union set \( R \), then:

\[
\forall [X] \in P(D), \quad f([X]) = [X \cap R] \subseteq g([X]) \quad \text{(because } g \text{ is the greatest)}
\]

and

\[
g([X]) \subseteq [X] \text{ and } g([X]) \subseteq [R] \quad \text{(because of Proposition 2.3),}
\]

thus \( g([X]) \subseteq [X \cap R] \).

Proposition 2.4 completely characterizes the class \( \{F_R\} \) of retractions of \( P(D) \). Moreover, it shows how to formulate questions about the behaviour of a relation, in terms of function applications. As an example, let us consider the function \( f_{app} \) which (3) associates to the relation \( \text{app} \), defined as the least relation which satisfies the following axioms (expressed in Horn clause logic):

\[
\text{app}(\text{NIL}, y, y) \leftarrow ., \quad \text{app}(p \cdot x, y, p \cdot z) \leftarrow \text{app}(x, y, z).
\]
$f_{app}$ is a function of $P(D) \rightarrow P(D)$, where $D$ is the cartesian product $\text{List} \times \text{List} \times \text{List}$ for some space $\text{List}$. We can assume $\text{List}$ to be the space of all the lists of naturals, $p$ to be a variable on naturals and $x, y, z$ to be variables on $\text{List}$. Let $\text{List} \times K.\text{List} \times H.K.\text{List}$ be the element of $P(D)$ which denotes the subset of $\text{List} \times \text{List} \times \text{List}$ which contains all the triples $\langle u, v, w \rangle$ such that $u$ is any list, $v$ is any list whose $\text{car}$ is the natural $K$ and $w$ is any list whose $\text{car}$ is the natural $H$ and whose $\text{cadr}$ is the natural $K$, i.e., $\text{List} \times K.\text{List} \times H.K.\text{List} = \{(\langle u, v, w \rangle \mid v = K. v', w = H.K. w', \ u, v, w \in \text{List}\}$. Then the application:

$$f_{app}(\text{List} \times K.\text{List} \times H.K.\text{List})$$

computes the element of $P(D)$ which denotes the subset of $\text{List} \times \text{List} \times \text{List}$ which is the greatest subset of $\text{List} \times K.\text{List} \times H.K.\text{List}$ and contains all the triples which make valid in (4) the following query:

$$\text{app}(x, K. y, H.K. z)$$

where $x$, $y$, and $z$ are logical variables which range over $\text{List}$, and $H$ and $K$ are the above defined constants.

A comparison of (5) and (6) shows that the application in (5) corresponds to the query in (6) and, the value $\text{List} \times K.\text{List} \times H.K.\text{List}$ in (5) corresponds to the triple of Herbrand terms in (6). However, $\text{List} \times K.\text{List} \times H.K.\text{List}$ is merely notation, we will define in Section 3 a structure of sets which allows us to constructively express such values. Moreover, in Section 4 to each tuple of Herbrand terms, $T$, we associate a value (a constant expression), $E$, such that if $f$ is the retraction that (3) associates to the relation which is the minimal model of a predicate $R$ in a (Horn clause) logic theory, then $f(E)$ computes the element of $P(D)$ which denotes the set of all the values in $D$ which make valid $R(T)$ in the theory.

Finally, if our sets are equipped with suitable operators for product and projection, Proposition 2.4 models in a functional programming paradigm the program invertibility feature of predicative languages. For instance, the set of lists to which the variable $x$ in (6) can be instantiated to make valid (6) in (4), can be obtained from (5) by the projection of $f_{app}(\text{List} \times K.\text{List} \times H.K.\text{List})$ on the first component of the cartesian product $\text{List} \times \text{List} \times \text{List}$.

Though $\{F_R\}$ is only a sub-class of the retracts, it is closed under function composition. Thus, the following propositions hold.

**Proposition 2.5:**

$$\forall f, g : \ P(D) \rightarrow P(D) \in \{F_R\}, \quad f \circ g, \ g \circ f \in \{F_R\}.$$  
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Proof: Let $f$ and $g$ be the functions that (3) associates to $R_f$ and $R_g$, respectively, then:

$$R_f \cap R_g$$

is a relation on $D$,

and

$$\forall [X] \in P(D), \quad [R_f \cap R_g \cap X] = f \circ g ([X]).$$

**Proposition 2.6:**

$$\forall f, g : \quad P(D) \to P(D) \in \{ F_R \}, \quad f \circ g = g \circ f.$$

Proof. Let $f$ and $g$ be the functions that (3) associates to $R_f$ and $R_g$, respectively, then:

$$\forall [X] \in P(D), \quad f \circ g ([X]) = f (g ([X])) = [R_f \cap (R_g \cap X)].$$

In contrast to Proposition 2.5, Proposition 2.6 does not hold for the entire class of the retractions. It says that, from a denotational point of view, the ordering on the composition of functions in $\{ F_R \}$ is unessential. Obviously, that is not true when operational semantics is considered. Operationally, Proposition 2.6 allows to model in a functional paradigm the *declarative* (absence of control) feature of predicative languages.

### 3. A FIRST ORDER FUNCTIONAL LANGUAGE

Our treatment of retractions will be discussed in a first order functional language. The language is essentially Lambda calculus restricted to first order. Lambda calculus is here used as the *abstract functional language* where the concepts of set and of retraction are stated in a clean and simple way.

The language alphabet is a quadruple $A = \langle D, V_D, P, V_p \rangle$ where $D$ is the set of the language data, $P$ is the set of the language primitive operators, $V_D$ and $V_p$ are denumerable set of variables ranging over $D$ and first order functions on $D$, respectively. The language expressions are all the closed forms which can be built starting from $D$ plus $P$, and by $\lambda$-abstraction and application of the fixed point operator, $Y$ [Milner72]. Each expression has meaning according to $\alpha, \beta, Y$ reductions, and to the semantics of the primitive operators. Programs are expressions.

The formal definition of the language syntax and semantics is deferred to Appendix I, while an example of the definition and of the evaluation of a program is reported below. Next Section is devoted to the definition of the structure of the language domain, i.e. $D + P$. In principle, the quadruple $A$ could be arbitrarily set giving origin to several (first order) languages which
essentially differ in the language data domain. The structure of the data
domain is a relevant point of our construction because it characterizes the
structure of the sets which we use to compute with retractions.

Example 3.1: Let us consider the following program in the extended syntax

\[
\begin{align*}
  f_1(x) &= x + y & \text{where} & & 1 = y; \\
  f_2(x, y) &= f_1(x) + y; \\
  7 \ast x & \text{ where } f_2(2, 3) = x.
\end{align*}
\]

It corresponds to the expression:

\[
((\lambda x. 7 \ast x)((\lambda xy. ((\lambda x. ((\lambda y. x + y) 1)) x) + y) 2 3))
\]

which is a closed form and evaluates to

\[
\begin{align*}
  & 7 \ast ((\lambda xy. ((\lambda x. ((\lambda y. x + y) 1)) x) + y) 2 3) \\
  & 7 \ast ((\lambda xy. ((\lambda y. x + y) 1) + y) 2 3) \\
  & 7 \ast ((\lambda xy. (x + 1) + y) 2 3) \\
  & 7 \ast ((2 + 1) + 3).
\end{align*}
\]

3.1. The values domain: \( HU^*_c \).

Because of the complete separation between values domain and functions
domain, we can freely enrich the language with the definition of its set of
values, \( D \), and of the corresponding set of operators \( P \). As pointed out in
the language definition, these operators will be primitives for the language,
and expressions which contain occurrences of these operators will be reduced
by \( \alpha \), \( \beta \), and \( \gamma \) reductions and, if needs, according to the semantics of the
operators.

To model predicates (of Horn clause logic) by retractions, in the choice of
\( D \) we can limit ourselves to relations on \( D \)'s which are (cartesian) powers of
the Herbrand Universe, \( HU_c \).

We briefly recall that \( HU_c \), the Herbrand Universe built from \( C = \{ C_i \} \)
(finite set of constructors \( C_i \) of arity \( k \), such that \( C \) includes at least one
constructor of arity 0), is the minimum set of terms which satisfies both:

- \( \forall C_i \subseteq C, \ C_i \subseteq HU_c \)
- \( \forall C_i \subseteq C, \forall t_1, \ldots, t_k \subseteq HU_c \quad C_i(t_1, \ldots, t_k) \subseteq HU_c \)

Given \( HU_c \) we define \( HU^*_c \) be the (infinite) union of the parts with Scott
topology, of the (finite cartesian) powers of \( HU_c \). Formally, we have
Definition 3.1 (HU*):

\[
\forall i \in \mathbb{N}^+, \text{let } HU_{T_i} = \{ \langle t_1, \ldots, t_i \rangle \mid t_1, \ldots, t_i \in HU_c \cup \{ \emptyset \} \} \quad (i\text{-tuples}),
\]

then \( HU^*_c \) is the minimal set of values which satisfies both:

- let \( HU_F = \bigcup_{i \in \mathbb{N}} HU_{F_i} \), \( HU_F \subset HU^*_c \) (finite sets of \( i \)-tuples);
- let \( HU_{a_i} = \bigcup_{i \in \mathbb{N}} HU_{a_{i,i}} \), \( HU_{a_i} \subset HU^*_c \) (infinite sets of \( i \)-tuples);

where:

\[
+ HU_{F_i} = \bigcup_{j \in \mathbb{N}} (HU_{T_i})^j
+ (HU_{T_i})^0 = \{ \emptyset \}
+ (HU_{T_i})^j = (HU_{T_i})^0 (HU_{T_i})^{j-1} = \{ t_1 \bullet t_2 \mid t_1 \in HU_{F_i}, t_2 \in (HU_{T_i})^{j-1} \}
+ HU_{a_i} = \{ \text{Sup} \{ t^j \} \}, \text{being } \{ t^j \} \text{ a set of members of } HU_{F_i}, \text{ such that:}
\]

\[
- \forall j \in \mathbb{N}, \quad t^j \in (HU_{T_i})^j.
\]

and

\[
- \exists t \in HU_{T_i} \text{ such that } t^j = t \bullet t^{j-1}
\]

+ \( \langle \ldots \rangle \) and \( \bullet \) are the tupling and set-constructor operator, respectively.

Though the structure of \( HU^*_c \) depends on the properties of \( \langle \ldots \rangle \) and \( \bullet \), we can see that \( HU^*_c \) is a family, \( \{ HU^*_i \} \), indexed by the classes of tupling, \( HU_{T_i} \). Moreover, each \( HU^*_i \) contains:

- all the \( i \)-tuples of elements of \( HU_c \), i.e. \( HU_{T_i} \);
- all the values obtained by finitely many applications of \( \bullet \) to \( i \)-tuples, i.e. \( HU_{F_i} \)
- all the values which are computed by infinitely many applications of \( \bullet \) to \( i \)-tuples and can be obtained as limit of values of \( HU_{F_i} \), i.e. \( HU_{a_i} \).

Example 3.2: Let \( 0 \) and \( S \) in \( C = \{ 0, S \} \) be constructors of arity 0 and 1 respectively, then:

\[
- 0, S(0), S(S(0)) \in HU_c;
- \langle 0, 0 \rangle, \langle 0, S(0) \rangle, \langle 0, S(S(0)) \rangle \in HU_{T_2};
- \langle 0, 0 \rangle, \langle 0, 0 \rangle \bullet \langle 0, S(0) \rangle \in HU_{F_2};
- \langle \langle 0, 0 \rangle \bullet \langle 0, S(0) \rangle \rangle \bullet \langle 0, S(S(0)) \rangle \in HU_{F_2};
\]
the infinite sequence

\[(\ldots \langle 0, 0 \rangle \bullet \langle 0, S(0) \rangle \bullet \langle 0, S(S(0)) \rangle \bullet \ldots \langle 0, S^k(0) \rangle \bullet \ldots)\]

computes an element of \(HU_{\omega_2}\) \([S^k(0)\) stands for \(k\)'s followed by 0].

**Definition 3.2** \((\langle \ldots \rangle):\) Technically, \(\langle \ldots \rangle\) is a family of operators, each
one indexed by its arity (any positive integer). It is a function
\(HU_1 \times \ldots \times HU_{c} \to HU_{T^p}\), it computes the minimal congruence on \(HU_{c}^*\)
which satisfies the following axiom:

\[\forall t_1, \ldots, t_k, t'_1, \ldots, t'_k \in HU,
\langle t_1, \ldots, t_k \rangle = \langle t'_1, \ldots, t'_k \rangle \text{ iff } \forall i \in [1, k], t_i = t'_i\]
or \(t_n = \emptyset, t'_m = \emptyset\) for some pair \(n, m\) in \([1, k]\).

Notational remark (bottom element, \(\langle \emptyset, \ldots, \emptyset \rangle\), 1-tuple element, \(\langle t \rangle\))
we will use the notation \(\emptyset\) for \(\langle t_1, \ldots, \emptyset, \ldots, t_k \rangle\). Though this use is not
technically correct (because \(\emptyset\) is an element of \(HU_{T^1}\), and we should use
\(\langle \emptyset, \ldots, \emptyset \rangle \in HU_{T^1}\)), it equally expresses the theoretical meaning of the
above axiom. Another notational freedom is the use of \(t\) for the 1-tuple \(\langle t \rangle\).

**Definition 3.3** (\(\bullet\), set-constructor): It is a function
\(HU_1^* \times \ldots \times HU_{c}^* \to HU_{c}^*\),

it computes the minimal congruence on \(HU_{c}^*\) which satisfies the following
axioms:

1. (idempotent) \(t \bullet t = t\);
2. (commutative) \(t_1 \bullet t_2 = t_2 \bullet t_1\);
3. (associative) \((t_1 \bullet t_2) \bullet t_3 = t_1 \bullet (t_2 \bullet t_3)\);
4. (zero) \(t \bullet \emptyset = t\);
5. (continuous) \(t \bullet \text{Sup} \{t^i\} = \text{Sup} \{t \bullet t^i\}\).

The definition of \(\bullet\) completes the definition of the structure of the language
values domain. The elements of \(HU_{c}^*\) form a model for subsets of the powers
of \(HU_c\): \(\emptyset\) represents the empty set, \(\bullet\) represents (possibly infinite but com-
putable) set union, and finally, elements of \(HU_{T^p}\) \(HU_{F^p}\) \(HU_{w_i}\) represent
singleton, finite and infinite (computable) sets of \(i\)-tuples of values in \(HU_{c}\),
respectively. Note that, \(\bullet\) differs from set union because it is only defined
on sets of tuples of the same order \(i\).

The elements of \(HU_{c}^*\) are partially ordered by the relation \(\subseteq\), defined as
follows.

**Definition 3.4** \((\subseteq):\) Let \(x\) and \(y\) be elements of \(HU_{c}^*\), then \(x \subseteq y\) iff \(x, y \in HU_{i}^*\) for some \(i \in \mathbb{N}\) and,
either: both are elements of $\text{HU}_F$ and $\exists w \in \text{HU}_F$ such that $y = w \cdot x$;
or: $y$ is element of $\text{HU}_\omega$, and, assumed $x = \text{Sup}\{x^i\}$ and $y = \text{Sup}\{y^i\}$,

\[
\forall x^i \in \{x^i\}, \quad \exists y^j \in \{y^j\} \text{ such that } x^i \subseteq y^j.
\]

**Example 3.3:** Let us consider the $C$ of Example 3.2, and let us define: $f(x) = x \cdot f(S(x))$. It is easy to note that $f$ is not in $\{\text{FR}\}$ and is not a retraction. However it is a computable function and can be expressed in our language. In particular, $f(0)$ computes the sequence

\[
\_0 \cdot S(0) \cdot S(S(0)) \cdot \ldots \cdot S^k(0) \cdot \ldots
\]

which is an element of $\text{HU}_{\omega 1}^\ast$.

Note that $\forall x \in \text{HU}_\omega^\ast$, $\emptyset \subseteq x$. Furthermore, $\subseteq$ is a well-founded ordering on the elements of $\text{HU}_F^\ast$.

### 3.2. Operators on $\text{HU}_\omega^\ast$

Although the values domain is completely defined, we need some additional operators. Actually, the elements of $\text{HU}_\omega$ can be expressed in the language by expressions which enumerate all the finite approximations [as was the case for $f(0)$ in the example 3.3]. $\text{HU}_\omega$ contains a class of elements which can be expressed without the use of limit operations. This class is sub-class of the recursive sets of tuples of $\text{HU}_\omega$. Moreover, we will see in section 4 that elements of this class are in correspondence with tuples of Herbrand terms. We enrich the set of operators on $\text{HU}_\omega^\ast$ in order to express the elements of this class in a combinatory form.

#### 3.2.1. Constructors and inverses

We associate to each $k$-arity constructor $\text{Ci}_k$, a 2-arity function (operator) $\text{ci}_k$ which, applied to an index $j$ and to a tuple $u$ of $\text{HU}_\omega^\ast$, behaves like $\text{Ci}_k$, if $j = 1$ and $u$ is an element of $\text{HU}_{\omega_1}$, i.e. $u$ denotes a singleton of $\text{HU}_{\omega_1}^\ast$, otherwise it computes the element which denotes the set obtained by applying $\text{Ci}_k$ to the $k$-subtuple at the position $j$ of each member of the set denoted by $u$. Formally, $\text{ci}_k$ is defined by the following:

**Definition 3.5 (ci_k, extension of constructors):** Let $\text{Ci}_k$ be a constructor of arity $k \neq 0$. Then $\text{ci}_k$ is a function $\mathbb{N}^* \times \text{HU}_\omega^\ast \rightarrow \text{HU}_\omega^\ast$. It computes the minimal congruence which satisfies the following axioms:

- $\text{ci}_k(j, \langle t_1, \ldots, t_n \rangle) = \emptyset$ iff $n \geq k + j - 1$ and $t_h = \emptyset$ for some $h \in [1, n]$;
- $\text{ci}_k(j, \langle t_1, \ldots, t_{j-1}, t'_1, \ldots, t'_n, t_{j+1}, \ldots, t_n \rangle)$
  \hspace{1cm} $= \langle t_1, \ldots, t_{j-1}, \text{Ci}_k(t'_1, \ldots, t'_k), t_{j+1}, \ldots, t_n \rangle$;
Thus, for each \( u \in \text{HU}_k^{*+h} \) (i.e. for each set of elements of the power of order \( k+h \)), \( \text{ci}_k(j, u) \), such that \( h \geq j-1 \), computes the element of \( \text{HU}_{k+1}^{*} \) (i.e. the set of elements of the power of order \( h+1 \)) obtained by applying \( \text{Ci}_k \) to the projection on \( \text{HU}_{k}^{*} \) of the \( j, \ldots, j+k-1 \) components of each member in the set denoted by \( u \). Though not explicitly given by the above axioms, \( \text{ci}_k(j, u) \) will be considered undefined, if \( u \) is such that for no \( h \geq j-1 \), \( u \in \text{HU}_{k+h}^{*} \) (i.e. \( \# \ u \neq k+j-1 \)).

Notational remark (tupling class, \( \# \ t \))

If \( t \in \text{HU}_k^{*} \), we denote by \( \# \ t \) the class of tupling of \( t \), i.e. \( k \).

Example 3.4: Let us consider the \( C \) of Example 3.2, and define:
\[
f(x) = x \bullet S(2, f(x)).
\]
\( f(\langle 0, 0 \rangle) \) computes the sequence in Example 3.2. Note that, the function \( f \) is undefined (only) on \( \text{HU}_1^{*} \).

Note also that the constructor operators \( \text{ci}_k \) induce a further ordering relation on the elements of \( \text{HU}_k^{*} \).

Definition 3.6 (\( \ll \)): Let \( x \) and \( y \) be elements of \( \text{HU}_k^{*} \). Then
\[
x \ll y \text{ iff } x, y \in \text{HU}_j^{*} \text{ for some } j \in \mathbb{N} \text{ and constructor } \text{ci}_k,
\]
\[
y = \text{ci}_k(j, u) \text{ for some } u \text{ such that } x \subseteq u.
\]

Example 3.5: Let us consider the \( C \) and \( f \) of Example 3.3, and let \( t \) be the element of \( \text{HU}_k^{*} \) computed by \( f(\langle 0, S(S(0)) \rangle) \). Then \( t \) has only two less defined elements under \( \ll \):
\[
f(\langle 0, 0 \rangle) \ll f(\langle 0, S(0) \rangle) \ll f(\langle 0, S(S(0)) \rangle)
\]
Noting that \( \ll \) is a well-founded ordering on all the elements of \( \text{HU}_k^{*} \) and it allows structural induction based reasoning on the values computed by \( Y \)-reductions. We will use this relation in Section 6, to prove the equivalence between a retraction expressed in our language and the relation denoted by a predicate in a Horn clause theory.

Associated to each \( \text{ci}_k \), we have the inverse function, denoted by \( \text{ci}_k \downarrow \). It is formally defined as follows.

Definition 3.7 (\( \text{ci}_k \downarrow \), constructor inverses): Let \( \text{Ci}_k \) be a constructor of arity \( k \neq 0 \). Then \( \text{ci}_k \downarrow \) is a function \( \mathbb{N}^{+} \times \text{HU}_k^{*} \rightarrow \text{HU}_k^{*} \), it computes the
minimal congruence which satisfies the following axioms:
- \( c_{i_k}(j, \langle t_1, \ldots, t_n \rangle) = \emptyset \) iff \( n \geq j \) and, \( t_h = \emptyset \) for some \( h \in [1, n] \) or \( t_j = c' i_k(t'_1, \ldots, t'_k) \) and \( c_i_k \neq c' i_k \)
- \( c_{i_k}(j, \langle t_1, \ldots, t_j-1, C_{i_k}(t'_1, \ldots, t'_k), t_{j+1}, \ldots, t_n \rangle) = \langle t_1, \ldots, t_j, t'_{j+1}, \ldots, t_n \rangle \)
- \( c_{i_k}(j, t_1 \bullet t_2) = c_{i_k}(j, t_1) \bullet c_{i_k}(j, t_2) \)
- \( c_{i_k}(j, \text{Sup}\{t'_1\}) = \text{Sup}\{c_{i_k}(j, t')\} \).

Noting that \( \forall j, u, c_{i_k}(c_{i_k}(j, u)) = u \), but \( c_{i_k}(c_{i_k}(j, u)) \subseteq u \), then \( c_{i_k} \) is a weak form of inverse, i.e. the following property holds.

**Property 3.1:**
- For each constructor function: \( c_{i_k} \circ c_{i_k} \neq c_{i_k} \circ c_{i_k} \).
- Moreover, for each \( u \), \( c_{i_k}(j, u) \leq u \).

The functions \( c_{i_k} \) and \( c_{i_k} \) extend to (sets of) tuples of terms the operations of term construction and subterm selection.

**Notational remark** \((c_{i_k}(u))\): \( c_{i_k}(1, u) \) (resp. \( c_{i_k}(1, u) \)) will also be denoted by \( c_{i_k}(u) \) (resp. \( c_{i_k}(u) \)) if \# \( u = k \).

3.2.2. *Cartesian product* \( \otimes - \otimes \)

The cartesian product allows to compute the product of elements of \( HU^*_c \). Technically, it is a family of operators, indexed by the arity (any natural). It is a function

\[
HU^*_1 \times \ldots \times HU^*_n \to HU^*_1 + \ldots + in
\]

it computes the minimal congruence which satisfies the following axioms:

(1-associative)

\[
\otimes t_1, \ldots, t_n = \otimes t_1, \ldots, t_n
\]

(2-singleton)

\[
\otimes t_1, \ldots, t_n = \langle t_1, \ldots, t_n \rangle \iff \forall i \in [1, n], t_i \in HU_{T_i}^c;
\]

(3-finite set)

\[
\otimes t_1, \ldots, t_i' \bullet t_i'' = \otimes t_1, \ldots, t_i', t_i'', \ldots, t_n
\]

(4-continuous)

\[
\otimes t_1, \ldots, \text{Sup}\{t'_1\}, \ldots, t_n = \text{Sup}\{\otimes t_1, \ldots, t'_1, \ldots, t_n\}.
\]

Cartesian product is powerful enough to express the element of \( HU^*_c \) which denotes the set (containing all the terms of) \( HU^c_c \). As a matter of fact, let \( C \)
be the following set of constructors
\[ C = \{ C_{1_0}, \ldots, C_{n_0}, C_{1_1}, \ldots, C_{n_1}, \ldots, C_{1_k}, \ldots, C_{n_k} \} \]
then,
\[ \pi: \ Y \pi \cdot c_{1_0} \cdot \ldots \cdot c_{n_0} \cdot c_{1_1} (\pi) \cdot \ldots \cdot c_{n_1} (\pi) \cdot \ldots \cdot c_{1_k} (\otimes, \ldots, \pi \otimes) \cdot \ldots \cdot c_{n_k} (\otimes, \ldots, \pi \otimes) \]
\[ \pi \] is a constant function and since \( Y \) is the fixed-point operator, \( \pi \) computes
the element of \( HU^{*}_c \) which contains all the terms in \( HU_c \). In expressing
predicates and queries through retraction and functional applications, \( \pi \) will
be used as a constant expression (an additional operator) which models
unbound logic variables. \( \pi \) is the 1-tuple top-element of the elements of
\( HU^{*}_c \), hence the following property holds.

**Property 3.2:**
- \( \forall \ c_i \in C, c_{i_k} (\pi) = \otimes \pi, \ldots, \pi \otimes \);
- \( \forall k \in \mathbb{N}^+, \otimes \pi, \ldots, \pi \otimes \in HU^{*}_k \);
- \( \forall n \in \mathbb{N}^+, \forall u \in HU^{*}_k, u \subseteq \otimes \pi, \ldots, \pi \otimes \)

(\( \otimes - \otimes \) has arity \( k \)).

Finally, note that to each function \( f_n \) of arity \( n \) which maps from
\( HU^{*}_{k_1} \times \ldots \times HU^{*}_{k_n} \) onto \( HU^{*}_k \), we can associate a function \( g_1 \) of arity 1
which maps \( HU^{*}_{k_1} \times \ldots \times HU^{*}_{k_n} \) onto \( HU^{*}_k \) such that:
\[ \forall x_1, \ldots, x_n, f_n (x_1, \ldots, x_n) = g_1 (\otimes x_1, \ldots, x_n \otimes). \]

### 3.2.3. Projection \( \text{Pr} \)

The projection operator allows us to move from (elements of) cartesian
products to (elements of) subproducts. It is a function
\( \mathbb{N}^+ \times \mathbb{N}^+ \times HU^{*}_c \rightarrow HU^{*}_c \), it computes the minimal congruence which satisfies
the following axioms:

(1-singleton)
\[ \text{Pr} (j, k, \langle t_1, \ldots, t_j, \ldots, t_{k+j-1}, \ldots, t_n \rangle) = \langle t_j, \ldots, t_{k+j-1} \rangle \]
iff \( \forall h \in [1, n], t_h \neq \emptyset \);
\[ \text{Pr} (j, k, \langle t_1, \ldots, \emptyset, \ldots, t_n \rangle) = \emptyset \]
iff \( n \geq k + j - 1 \);

(2-finite set)
\[ \text{Pr} (j, k, t_1 \otimes t_2) = \text{Pr} (j, k, t_1) \otimes \text{Pr} (j, k, t_2) \]

(3-continuous)
\[ \text{Pr} (j, k, \text{Sup} \{ t' \}) = \text{Sup} \{ \text{Pr} (j, k, t') \}. \]
As is the case for functions \( c_i k \), in the following \( \Pr (j, k, u) \) will be considered undefined if \( u \) is such that for no \( h \geq j - 1, u \in \text{HU}_k^{*+h} \).

**Example 3.6:** Let \( C_{10}, C_{20} \) be two constructors of arity 0 and \( C_{12} \) be a constructor of arity 2:

\[
\Pr (2, 1, c_{12} \downarrow (2, \otimes \pi, c_{12} (c_{10}, c_{20})) = \langle C_{10}, C_{20} \rangle.
\]

\( \Pr \) inherits from set theory the following property.

**Property 3.3:** \( \forall t \in \text{HU}_k^*, \forall t_1, \ldots, t_k \in \text{HU}_l^* \), such that \( ti = \Pr (i, 1, t) \) then \( t \subseteq \Pr (\otimes t_1, \ldots, t_k \otimes) \).

3.2.4. **Injection \( \text{In} \)**

The injection operator allows us to lift on the order of cartesian products. It is a function \( N^+ \times \text{HU}_k^* \rightarrow \text{HU}_l^* \), it computes the minimal congruence which satisfies the following axioms:

(1-singleton):

\[
\text{In} (i, t) = \langle t_1, \ldots, t_i \rangle \quad \text{such that} \quad \forall h \in [1, i], \ t_h = t
\]

(2-finite set)

\[
\text{In} (i, t_1 \bullet t_2) = \text{In} (i, t_1) \bullet \text{In} (i, t_2);
\]

(3-continuous)

\[
\text{In} (i, \text{Sup} \{ t' \}) = \text{Sup} \{ \text{In} (i, t') \}.
\]

Note that injection is only defined on sets containing 1-tuples. Roughly speaking, this function allows to compute the elements of \( \text{HU}_l^* \) which denote sets containing only elements of the form \( \langle x, \ldots, x \rangle \), where \( x \) is an element of \( \text{HU}_c \).

**Example 3.7:** Let \( x.x \) be the following constant function:

\[
x.x: \text{In}(2, \pi).
\]

Members of \( x.x \) are all the pairs of the form \( \langle x, x \rangle \) such that \( x \) is a member of \( \pi \) (i.e. \( x \in \text{HU}_c \)).

In expressing predicates and queries through retractions and functional applications, injection allows to model constraints which in logic programming are expressed by the multiple occurrence of variables in the formula. For instance in the atomic formula \( P(x, S(x)) \), the multiple occurrence of \( x \) constrains both the arguments of the predicate \( P \), and \( S(2, \text{In}(2, \pi)) \) expresses the set of all the terms (of the Herbrand Universe) which satisfy such constraints (see Section 4).
3.2.5. **Permutation Pe**

It is a function of \( N_k \times HU^* \rightarrow HU^* \). Technically, it is an i-indexed family of operators (one for each class of tupling). \( N_k \) is the finite space containing all the permutations of the integers in the natural interval \([1, k]\).

Pe computes the minimal congruence which satisfies the following axioms:

1. **(1-singleton)**
   \[
   Pe(n_1 \ldots n_k, \langle t_1, \ldots, t_k \rangle) = \langle tn_1, \ldots, tn_k \rangle;
   \]

2. **(2-finite set)**
   \[
   Pe(n_1 \ldots n_k, t_1 \cdot t_2) = Pe(n_1 \ldots n_k, t_1) \cdot Pe(n_1 \ldots n_k, t_2);
   \]

3. **(3-continuous)**
   \[
   Pe(n_1 \ldots n_k, \text{Sup} \{t^i\}) = \text{Sup} \{Pe(n_1 \ldots n_k, t^i)\}.
   \]

**Notational remark \((n!, n!'(i))\):** From now on we will denote by \( n! \) a permutation of the first \( n \) integers, and by \( n!'(i) \) the \( i \)-th integer of that permutation.

**Example 3.8:** Let \( x \cdot y \cdot x \) be the following constant function:

\[
\text{Pe}(1 \ 3 \ 2, \otimes \text{In}(2, \pi), \pi \otimes).
\]

Members of \( x \cdot y \cdot x \) are all the 3-tuples of the form \( \langle x, y, x \rangle \) such that the first and third components are equal (and, possibly, different from the second one), and \( x, y \) range over all the elements of \( HU_c \).

**Pe** completes the list of the set operators we need to introduce in the next section, the concept of constant expression and throught it, to extract logical variables from terms. Then definition 3.9 completes the language semantics. Expression evaluations are \( \alpha, \beta \) and \( \gamma \) reductions modulo the relation \( \approx \). The definition of the operational semantics of \( \approx \) is deferred to [Bellia88], where we will introduce the concept of normal form for constant expression and we define a system of reduction rules to compute normal forms.

**Definition 3.9 \((\approx)\):** The equivalence relation \( \approx \) on expressions is defined as follows. If \( E_1 \) and \( E_2 \) are two constant expressions then \( E_1 \approx E_2 \) if and only if \( E_1 \) and \( E_2 \) are in the same congruence class induced on \( HU_c^* \), from the set operators above.

4. **A COMBINATORY FORMULATION OF THE HERBRAND TERMS**

We interpret (ground and non-ground) Herbrand terms as expressions which denote sets. We recall that Herbrand terms are built exactly as the elements of \( HU_c \), starting from a set \( \{C_{i_k}\} \cup \{x\} \), where \( \{x\} \) is a denumerable set of variable symbols.
A Herbrand term, $h$, on a Universe $HU_c$, denotes the subset of $HU_c$ containing all the ground instances of $h$. All these sets are recursive sets and, being the set of all (computable) subsets of $HU_c$ contained in $HU_c^*$ (i.e. $HU_c^* \subset HU_c^*$), Herbrand terms denote elements of $HU_c^*$. Moreover, being computable the set denoted by a term $h$, methods to enumerate all the ground instances of $h$ are well known. General algorithms which, given $h$, enumerates all its ground instances could easily be defined. However, our main interest is to associate to each $h$ its denotation in $HU_c^*$ which, in case of need, enumerates all the ground instances of $h$.

Definition 4.1 (constant expressions)

1. 0-arity constructors and $\langle \ldots \rangle$ applied to 0-arity constructors, are constant expressions;
2. $\emptyset$ and $\pi$ are constant expressions;
3. If $E_1, \ldots, E_n$ are $n$ constant expressions then $E_1 \bullet \ldots \bullet E_n$ and $\otimes E_1, \ldots, E_n \otimes$ are constant expressions;
4. If $E$ is a constant expression then $\text{In}(k, E), \text{ci}_k(j, E), \text{ci}_k \downarrow(j, E), \text{Pr}(i, j, E), \text{Pe}(n!, E)$ are constant expressions;

1-5 are the only constant expressions.

Note that, constant expressions are expressions which do not contain variables and are not infinite applications of $\bullet$, i.e. they are combinatory forms of our set operators.

**Proposition 4.1:** There exists a function $\eta$ which associates to each tuple $H = h_1, \ldots, h_n$ of Herbrand Terms a constant expression $E$ on $HU_c^*$, containing only occurrences of the function $\pi$ and of 0-arity constructors, and applications of the operators $\text{ci}_k, \otimes - \otimes, \text{In}$, and $\text{Pe}$. $H$ and $E$ denote the same subset of the cartesian product of order $n$.

A constructive proof is reported in Appendix II: We define a function which maps tuples of Herbrand terms into constant expressions, and we show that it satisfies the proposition. Examples of this fact are the constant expression $\pi$ itself which has the same denotation of the single variable term, e.g. $x$, the constant expression $\text{In}(2, \pi)$ (see Example 3.7) which has the same denotation of the pair of terms $x, x$, and the constant expression $\text{Pe}(132, \otimes \text{In}(2, \pi), \pi \otimes)$ (see Example 3.8) which has the same denotation of the triple $x, y, x$.

**Example 4.1.** If $C = \{C_0, C_2, C_3\}$ is the constructor set in $HU_c^*$ and $C_3(x, C_0, C_2(x, y))$, $x$ is a pair of Herbrand term, then, according to the
definition of the function \( \eta \), as is given in Appendix II, \( \eta(C_3(x, C_0, C_2(x, y)), x) \) is computed as follows.

- by \( B \), \( c_3(1, \eta(x, C_0, C_2(x, y), x)) \);
- by \( B \), \( c_3(1, c_2(3, \eta(x, C_0, x, y, x))) \);
- by \( Aii \), \( c_3(1, c_2(3, Pe(1 4 2 5 3, \otimes In(3, \pi), C_0, \pi \otimes))) \).

Figure 1 shows the tree structure of the tuple \( C_0(x, C_0, C_2(x, y)), x \) and of the corresponding constant expression computed by \( \eta \).

In logic languages, unification is used to compare two (or more) Herbrand Terms. Unification computes the Mgu, if any, or fails. Under our interpretation of Herbrand Terms, the following proposition holds.

**Proposition 4.2:** Let \( H = h_1, \ldots, h_n \) be a tuple of Herbrand terms, for each instantiation function \( \Phi \):

\[
\eta(H . \Phi) \subseteq \eta(H) \quad [\text{or simply} \quad H . \Phi \subseteq H].
\]

**Proof:** Let \( a_1, \ldots, a_n \) be any ground instance of \( H . \Phi \), that is:

\[
\exists \Phi, \text{ instantiation function, such that } (H . \Phi) \cdot \Phi = a_1, \ldots, a_n
\]
then, by the composition property of the instantiation function, $\mathcal{I} \circ \Phi$ is an instantiation function too and, more important ($H, \mathcal{I} \circ \Phi$) then $a_1, \ldots, a_n$ is an instance of $H$, i.e. $a_1, \ldots, a_n \in \eta (H)$.

Example 4.2: The function $\mathcal{I}$ such that $\mathcal{I} (x) = C_0$ and $\mathcal{I} (x) = C_2 (C_0, C_2)$ is a ground instantiation function for the tuple in Example 4.1: $(C_3 (x, C_0, C_2 (x, y), x), \mathcal{I} = C_3 (C_0, C_0, C_2, C_0) (C_0, C_0))$, $C_0$

This tuple, under our interpretation of Herbrand terms, denotes (the singleton set) $U = \langle c_3 (C_0, C_0, c_2 (C_0, C_2 (C_0, C_0))) \rangle$, and is such that:

$$U \subseteq c_3 (1, c_2 (3, \text{Pe}(14253, \text{In}(3, \pi), C_0, \pi \otimes)))$$

because $C_0 \subseteq \pi$ and $c_2 (C_0, C_0) \subseteq \pi$.

Proposition 4.2 means that the set of all the terms which are instances of a term $H$ defines a class of subsets of $H$. Note that, this class does not necessarily coincide with the entire class of all the subsets of the term. As an example, consider the single variable Herbrand term $x$ in the Universe of Example 4.2, $C_0 \cdot c_1 (C_0)$ is subset of $\eta (x)$, but for no instantiation function $\mathcal{I}, x. \varphi \subseteq \{C_0, C_1 (C_0)\}$. The class of all the subsets obtained by instantiation of a term $H$ is included in the class of all the subsets of $H$. However, Proposition 4.3 shows that this class is closed under set intersection.

**Proposition 4.3:** If $H = h_1, \ldots, h_n$ and $H' = h'_1, \ldots, h'_n$ are two tuples of Herbrand terms, then:

$$\eta (H, \mathcal{I}) = \text{Sup} \{ t \in H U^* \mid t \subseteq \eta (H), t \subseteq \eta (H') \},$$

assuming $\mathcal{I}$ (to exist and) to be the Mgu of $\varphi (h_1, \ldots, h_n)$ and $\varphi (h'_1, \ldots, h'_n)$, where $\varphi$ is a dummy constructor (or predicate).

**Proof:** By Proposition 4.2 we have,

$$\eta (H, \mathcal{I}) \subseteq \eta (H) \quad \text{and} \quad \eta (H, \mathcal{I}) \subseteq \eta (H'), \text{ then } \eta (H, \mathcal{I}) \subseteq \text{Sup} \{ t \}.$$ 

Moreover, by the property of the Mgu $\mathcal{I}$:

$$\forall \Phi, \ H \cdot \Phi = H'. \Phi \ 	ext{implies } \exists \Phi' \quad \text{such that} \quad \Phi = \mathcal{I} \circ \Phi'$$

and by Proposition 4.2, we have:

$$\forall \Phi, \ H \cdot \Phi = H'. \Phi \ 	ext{implies } H \cdot \Phi = H \cdot \mathcal{I} \circ \Phi' \subseteq H \cdot \mathcal{I}$$

and,

$$H \cdot \Phi \subseteq H \quad \text{and} \quad H \cdot \Phi \subseteq H'$$

In particular, $H \cdot \Phi \subseteq H \cdot \mathcal{I}$ holds for each ground unification function $\Phi$ (i.e. a unifier mapping $H$ into a tuple of ground terms). If $\{ \Phi_i \}$ is the set of all the ground unification functions, then $\{ H \cdot \Phi_i \}$ is the set of all the ground terms common to both $H$ and $H'$ and, by definition of $\subseteq$,
— each \( t \) in \( \{t\} \) is a (possibly infinite) application of \( \bullet \) to elements of \( \{H.\Phi\} \) (which does not necessarily correspond to an instance of \( H \) under some unification function);

— each application \( u \) of \( \bullet \) to elements of \( \{H.\Phi\} \) is such that \( u \subseteq \eta(H.9) \)

Hence, \( \text{Sup} \{ t \} \subseteq \eta(H.9) \).

Proposition 4.3 tell us that the most general instance, \( Mgi \), of two terms is the \text{Superior} of all the subsets which are obtained by instances of the terms under unification functions. Moreover, this set coincides with the \text{Superior} of all the subsets of both terms. Again, Proposition 4.3 allows us to compute the most general instance of two Herbrand terms as the \text{Superior} of an ascending chain of finite applications of \( \bullet \) to the elements of \( \text{HU}_c^* \) which correspond to instances of the Herbrand terms under the ground unification functions.

Proposition 4.3 is of no use in resolving clausal theories, because clauses contain logical variables, and we are mainly interested in the function \( \gamma \) which computes also the variable bindings. In contrast, because of our set interpretation of Herbrand terms, variables occurring in a Herbrand term are considered to stand for (possibly different invocations of) \( \pi \) or \text{Injection} of \( \pi \), then only the most general instance is of interest and \( \gamma \) can be ignored.

Finally, note that the right hand side of the formula in Proposition 4.3 is a formulation of set intersection suitable for sets denoted by the elements of \( \text{HU}_c^* \). We will use this fact in the following Section 5.

We have seen that to each Herbrand term, \( \eta \) associates a constant expression in our language. Moreover, note that several functions \( \eta \) exist, due to the fact that infinite congruent constant expressions exist. As a matter of fact, note that \( \forall u \in \text{HU}_k^*, \forall v \in \text{HU}_c^* : \text{Pr}(1, k, \otimes u, v \otimes) = u \).

5. THE OPERATOR Intset

The previous Section shows how Herbrand terms can be expressed in a combinatory way, and suggests the use of some language operator to compare elements of \( \text{HU}_c^* \) and to compute set intersections. With this aim, we introduce the function \text{Intset}.

It is a function \( \text{HU}_c^* \times \text{HU}_c^* \rightarrow \text{HU}_c^* \), it computes the minimal congruence which satisfies the following axioms:

(1-idempotent)

\[
\text{Intset}(t, t) = t;
\]
(2-commutative)
\[
\text{Intset}(t_1, t_2) = \text{Intset}(t_2, t_1);
\]

(3-associative)
\[
\text{Intset}(\text{Intset}(t_1, t_2), t_3) = \text{Intset}(t_1, \text{Intset}(t_2, t_3));
\]

(4-zero)
\[
\text{Intset}(t, \emptyset) = \emptyset;
\]

(5-finite set)
\[
\text{Intset}(t_1, t_2) = t \text{ iff } t_1 = t \cdot t'_1, t_2 = t \cdot t'_2 \text{ and } \text{Intset}(t'_1, t'_2) = \emptyset;
\]

(6-continuous)
\[
\text{Intset}(t, \text{Sup}\{t'\}) = \text{Sup}\{\text{Intset}(t, t')\}.
\]

\text{Intset} behaves like set-intersection on the elements of HU*_. It satisfies Proposition 4.3.

**PROPOSITION 5.1:**
\[
\forall t_1, t_2 \in \text{HU}^*_*, \quad \text{Intset}(t_1, t_2) = \text{Sup}\{t \in \text{HU}^*_* \mid t \subseteq t_1, t \subseteq t_2\}.
\]

Note that Proposition 5.1 means that the Mgi of Herbrand terms corresponds to set intersection defined by \text{Intset} on the constant expressions that \( \eta \) associates to Herbrand terms. As in the case of the previous operators, \text{Intset} (u, v) will be considered undefined if \( u \in \text{HU}^*_i \) and \( v \in \text{HU}^*_j \) and \( i \neq j \). In all the other cases, \text{Intset} (u, v) is defined, then the following property holds.

**PROPERTY 5.1:** Let \( H, H' \) be any pair of \( i \)-tuples of Herbrand terms, then
\[
\text{Intset}(\eta(H), \eta(H')) = \begin{cases} 
\eta(H', \emptyset), & \text{if } \emptyset \text{ exists} \\
\emptyset, & \text{otherwise}
\end{cases}
\]
assuming that \( \emptyset \) is the Mgu of \( \varphi(h_1, \ldots, h_n) \) and \( \varphi(h'_1, \ldots, h'_n) \), where \( \varphi \) is a dummy constructor (or predicate).

**Proof:** Since \text{Intset} computes the minimal congruence, we only need to show that:

(a) \( \text{Sup}\{t \in \text{HU}^*_i \mid t \subseteq t_1, t \subseteq t_2\} \) satisfies all the axioms (1)-(6). Hence it computes a congruence relation, i.e. \text{Intset}(t_1, t_2) = T implies \( \text{Sup}\{t \in \text{HU}^*_i \mid t \subseteq t_1, t \subseteq t_2\} = T \), and

(b) \( \text{Sup}\{t \in \text{HU}^*_i \mid t \subseteq t_1, t \subseteq t_2\} \subseteq \text{Intset}(t_1, t_2) \), then \text{Intset} is defined (hence, is the minimal congruence) on the pair \( t_1, t_2 \).

(a) is easy to verify.

In case of (b), if both \( t_1 \) and \( t_2 \) are finite elements (i.e. \( t_1, t_2 \in \text{HU}_F \)), by definition of \( \subseteq \), \( T \) is the greatest finite element common to both \( t_1 \) and \( t_2 \). Thus by axiom (5), \( T \subseteq \text{Intset}(t_1, t_2) \).
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Otherwise (i.e. if \( t_1 \) and \( t_2 \) are not both finite elements), let \( t_1 = \text{Sup} \{ t_1' \} \) and \( t_2 = \text{Sup} \{ t_2' \} \). Then:

- by construction of \( \text{HU}_F^* \): \( T \in \text{HU}_F^* \) implies that there exists a chain \( \{ t_i \} \) of elements of \( \text{HU}_F \) such that \( \text{Sup} \{ t_i \} = T \) and for each \( i \), \( t_i \subseteq t_1 \) and \( t_i \subseteq t_2 \);
- by definition of \( \text{Intset} \): for each finite \( t \) such that \( t \subseteq T \), there exist \( t_1' \in \{ t_1 \} \), \( t_2' \in \{ t_2 \} \) such that \( t \subseteq t_1' \) and \( t \subseteq t_2' \).

Therefore \( T \subseteq \text{Intset} (t_1, t_2) \).

**Example 5.1:** Let \( C \) be the set of constructors \( \{0, S\} \), such that 0 has arity 0 and \( S \) has arity 1, then:

- \( \text{Intset} (\eta (S(0)), \eta (S(0))) = \text{Intset} (S(0), S(0)) = S(0) \);
- \( \text{Intset} (\eta (0), \eta (S(0))) = \text{Intset} (0, S(0)) = \emptyset \);
- \( \text{Intset} (\eta (x,y), \eta (x,x)) = \text{Intset} (\otimes \pi, \pi \otimes. \ln (2, \pi)) = \eta (x,x) = \ln (2, \pi) \).

6. LOGIC PROGRAMMING, RELATIONS AND FUNCTIONS

The Horn clause theory (logic program \[Kowalski74\])

\[
\text{ADD} (x, 0, x) \leftarrow, \quad \text{ADD} (x, S(y), S(z)) \leftarrow \text{ADD} (x, y, z).
\]  

has a minimal model, which is the set of all the triples of the relation:

\[
\text{ADD} = \{ \langle x, y, z \rangle \mid x \in \text{HU}, y = 0, x = z \}
\]

\[\cup \{ \langle x, S(y), S(z) \rangle \mid \langle x, y, z \rangle \in \text{ADD} \}. \quad (8)
\]

Thus, reasoning about the minimal model of the theory (7) is the same as reasoning about the relation (expressed by) (8). However, (8) is an axiomatic theory, even if it differs from (7) because it is not in Horn clause form, contains just one axiom, and uses set operators. Apart from syntax, (8) is a SuperLOGLISP \[Robinson82\] definition of ADD. In both theories, to “compute an instance” of ADD, we have to handle all the variables as logical variables. Now, consider the following expression in our language:

\[
F_{\text{ADD}} (w) = u \cdot v
\]

where \( \text{Intset} (w, \text{Pe}(1 \ 3 \ 2, \ \otimes \ln (2, \pi), 0 \ \otimes)) = u \),

\[
S(2, S(3, F_{\text{ADD}} (w'))) = v
\]

where

\[
S(2, S(3, z)) = w', \quad \text{Intset} (w, S(2, S(3, \otimes \pi, \pi, \pi \otimes))) = z
\]

It defines a function from \( \text{HU}_F^* \) to \( \text{HU}_F^* \) which is a retraction. To see that \( F_{\text{ADD}} \) is a retraction, note that for each \( w \) it computes \( u \cdot v \). \( u \) is the result of
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\textbf{Intset}(w, \textbf{Pe}(1 \, 3 \, 2, \otimes \textbf{In}(2, \pi), 0 \otimes)) \text{ then } u \subseteq w. \text{ Moreover, } v \text{ is the result of } S(2, S(3, \textbf{FADD}(S \downarrow (2, S \downarrow (3, z))))), \text{ where } z \text{ is such that } z \subseteq w \text{ and } z \text{ denotes the subset of the triples in } w \text{ which have the form } \langle r, S(p), S(q) \rangle. \text{ Examine that expression. Its sub-expression } S \downarrow (2, S \downarrow (3, z)) \text{ removes one } S \text{ from the second and the third component of each triple in (the set denoted by) } z, \text{ then } \textbf{FADD} \text{ is recursively applied to that value (note that, } z \ll w), \text{ and finally one } S \text{ is put back in the second and third component of each triple.}

Thus, by structural induction on \((\text{HU}_e^*, \ll)\), we see that:
\[ S(2, S(3, \textbf{FADD}(S \downarrow (2, S \downarrow (3, z)))))) \subseteq w. \]

Note also, that \textbf{FADD} satisfies Proposition 2.4. In fact, for each \(t_1\) and \(t_2\) [since \textbf{Intset}(t_1 \bullet t_2, t) = \textbf{Intset}(t_1, t) \bullet \textbf{Intset}(t_2, t)],
\[ \textbf{FADD}(t_1 \bullet t_2) = \textbf{FADD}(t_1) \bullet \textbf{FADD}(t_2). \]

Moreover, we can show that \textbf{FADD} computes the relation \textbf{ADD}, i.e. its union set (see Definition 2.2) is \textbf{ADD}. In fact, each triple of ground Herbrand terms \(t_1, t_2, t_3\) such that ADD\((t_1, t_2, t_3)\) is an instance of ADD\((x, 0, x)\), is not an instance of ADD\((x, S(y), S(z))\) and, because of Proposition 5.1 and \textbf{Pe}(1 \, 3 \, 2, \otimes \textbf{In}(2, \pi), 0 \otimes) = \eta(x, 0, x), \text{ is such that:}
\[ \textbf{Intset}(\eta(t_1, t_2, t_3), \textbf{Pe}(1 \, 3 \, 2, \otimes \textbf{In}(2, \pi), 0 \otimes)) = \eta(t_1, t_2, t_3) \]
then,
\[ u = \eta(t_1, t_2, t_3) \quad \text{and} \quad v = \emptyset. \]

Furthermore, each triple \(t_1, t_2, t_3\) such that ADD\((t_1, t_2, t_3)\) is an instance of ADD\((x, S(y), S(z))\), is not an instance of ADD\((x, 0, x)\) and is such that:
\[ \textbf{Intset}(\eta(t_1, t_2, t_3), S(2, S(3, \otimes \pi, \pi, \pi \otimes))) = \eta(t_1, t_2, t_3). \]

Therefore \(u = \emptyset, \text{ and } v = \eta(t_1, t_2, t_3) \text{ iff}
\[ \textbf{FADD}(S \downarrow (2, S \downarrow (3, \eta(t_1, t_2, t_3)))) = S \downarrow (2, S \downarrow (3, \eta(t_1, t_2, t_3))), \]
i.e. ADD\((x, y, z)\) is satisfied for \(x\) bound to the term \(t_1\), and for \(y\) and \(z\), respectively bound to \(t_2\) and \(t_3\), reduced of the first occurrence of \(S\).

All the above considerations allows us to conclude that \textbf{FADD}, when applied to each element \(w\) of \(\text{HU}_e^*\), computes the element of \(\text{HU}_e^*\) which denotes the set of all the triples \(\langle x, y, z \rangle\) in \(w\) which are also in the relation \textbf{ADD}. Moreover, there is a correspondence between the two members of the set union in (8) and the two clauses in (7) on one side, and the sub-expressions of \textbf{FADD}:

- \textbf{Intset}(w, \textbf{Pe}(1 \, 3 \, 2, \otimes \textbf{In}(2, \pi), 0 \otimes)) = u;
- \[ S(2, S(3, \textbf{FADD}(w^\prime))) = v \text{ where } S \downarrow (2, S \downarrow (3, z)) = w^\prime, \]
Intset \((w, S(2, S(3, \odot \pi, \pi, \pi \odot))) = z\), respectively, on the other side. According to this correspondence, we can associate to the query:

\[ \leftarrow \text{ADD}(h_1, h_2, h_3) \]

where \(h_1, h_2, h_3\) is any triple of (possibly non ground) Herbrand terms, the application:

\[ F_{\text{ADD}}(\eta(h_1, h_2, h_3)). \]

It computes the element of \(HU_3^\ast\) which denotes the set of all the ground instances of \(h_1, h_2, h_3\) which makes valid the query in the theory (7). For instance, consider the query \( \leftarrow \text{ADD}(0, S(0), z) \), which corresponds to the application \( F_{\text{ADD}}(\eta(0, S(0), z)) \), i.e. \( F_{\text{ADD}}(\otimes 0, S(0), \pi \otimes) \). Then the expression \( F_{\text{ADD}}(\otimes 0, S(0), \pi \otimes) \) evaluates to \( \langle 0, S(0), S(0) \rangle \).

As is the case for SuperLOGLISP, our expressions are always deterministic. The nondeterminism of PROLOG-like logic programs is embodied in the structure of the elements of \(HU_3^\ast\) which denote sets of ground Herbrand terms. Moreover, the program invertibility feature which in predicative languages is due to logical variables and is supported by the resolution based evaluation rule, is here embodied in the structure of the constant expression and in the properties of our class of retractions. For instance, consider the query \( \leftarrow \text{ADD}(x, y, S(0)) \), which corresponds to the application \( F_{\text{ADD}}(\eta(x, y, S(0))) \), i.e. \( F_{\text{ADD}}(\otimes \pi, \pi, S(0) \otimes) \). The expression \( F_{\text{ADD}}(\otimes \pi, \pi, S(0) \otimes) \) evaluates to \( \langle 0, S(0), S(0) \rangle \cdot \langle S(0), 0, S(0) \rangle \), and the expression \( \text{Pr}(2, 1, F_{\text{ADD}}(\otimes \pi, \pi, S(0) \otimes)) \) evaluates to \( S(0) \cdot 0 \).

As another example, consider the Horn clause theory:

\[
\text{LE}(0, y) \leftarrow \cdot, \quad \text{LE}(S(x), S(y)) \leftarrow \text{LE}(x, y).
\]

We can associate to \( \text{LE} \), the retraction \( F_{\text{LE}} \) from \(HU_2^\ast\) to \(HU_2^\ast\):

\[ F_{\text{LE}}(w) = u \cdot v \]

where \( \text{Intset}(w, \otimes 0, \pi \otimes) = u, S(1, S(2, F_{\text{LE}}(w'))) = v \) \hspace{1cm} (10)

where

\[ S \downarrow (1, S \downarrow (2, z)) = w', \text{Intset}(w, S(1, S(2, \otimes \pi, \pi \otimes))) = z. \]

Now, we can extend the theory with the following clause which introduces the relation \( \text{INTERVAL} \).

\[
\text{INTERVAL}(\text{inf}, \text{sup}, x) \leftarrow \text{LE}(\text{inf}, \text{sup}), \quad \text{LE}(\text{inf}, x), \quad \text{LE}(x, \text{sup}).
\] \hspace{1cm} (11)
(11) contains one of the main appealing features of logic programming, i.e. the declarative feature. From a programming point of view, this means that the language sequence control mechanism allows full freedom in the evaluation ordering of the language forms. This is achieved in logic languages by the mechanism used in the (inferential) operational semantics, to select predicative forms in a query (or clause right part). Due to the commutative and associative properties, set intersection in set based functional programming has the same declarative flavour. For example, consider the retraction of $H U^*_f \rightarrow H U^*_f$:

$$F_{INTERVAL}(w) = \text{Intset}(w, u_1, u_2, u_3)$$

where

$$
\begin{align*}
  u_1 &= \otimes F_{LE}(\Pr(1, 2, w)), \pi \otimes, \\
  u_2 &= \text{Pe}(132, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(132, w))), \pi \otimes), \\
  u_3 &= \text{Pe}(321, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(321, w))), \pi \otimes).
\end{align*}
$$

The computation of $F_{INTERVAL}(w)$ can proceed in different ways in order to reduce $\text{Intset}(w, u_1, u_2, u_3)$. For instance, the computation of $F_{INTERVAL}(\otimes S(0), 0, \pi \otimes)$ could first reduce both:

$$u_2 = \text{Pe}(132, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(132, \otimes S(0), 0, \pi \otimes))), \pi \otimes),$$

and

$$u_3 = \text{Pe}(321, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(321, \otimes S(0), 0, \pi \otimes))), \pi \otimes)$$

before realizing that $u_1$ is, in any case, reduced to $\varnothing$.

In logic languages, flat composition is the standard composition rule and moreover, suitable and efficient sequence control mechanisms are hard to design [Kowalski79, Byrd80, Gallaire82, Bowen82, Clark82, Pereira82]. That is not true here, since we have functional composition.

The following retraction $F_{INTERVAL}$ has the same union set of $F_{INTERVAL}$, but first checks for the correct definition of the interval limits:

$$F_{INTERVAL}(w) = \text{Intset}(w, u_2, u_3)$$

where

$$
\begin{align*}
  u_2 &= \text{Pe}(132, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(132, w))), \pi \otimes), \\
  u_3 &= \text{Pe}(321, \otimes F_{LE}(\Pr(1, 2, \text{Pe}(321, w))), \pi \otimes)
\end{align*}
$$

before realizing that $u_1$ is, in any case, reduced to $\otimes$.

The effort for controlling logic programs (and providing an orientation to predicative forms, i.e. annotations to transform logic variables in functional
variables [Bellia83, Reddy84]) is tightly related to the inability to model functions in logic programming and, has been one of the motivations of the integration of the logic and functional programming paradigms. In our approach, which models predicates with retractions, retractions are a special class of functions. Our language allows to express general functional programming. Functional programming on (data which denote) sets, is not really innovative. Sets are in fact, basic data in SETL [Shwartz75]. However, we admit infinite sets (in SETL only finite sets are allowed) and we do not need any nondeterministic operator to select, for instance, the elements of a set (as is the case for \texttt{arb} in SETL).

To express the function \texttt{SUM} on naturals, represented by the ground Herbrand terms of $\texttt{HU}_c$ with $C=\{0, S\}$, we can define:

\[
\texttt{SUM}(x, y) = \begin{cases} 
\text{if } \#(x) = 1 \text{ and } \#(y) = 1 \text{ and } \text{card}(x) = 1 \text{ and } \text{card}(y) = 1 \\
\text{then if } x = 0 \text{ then } y \\
\text{else } S(\texttt{SUM}(S \downarrow(x), y)) \\
\text{else } \emptyset 
\end{cases}
\]

\texttt{SUM} is defined on all the values of $\texttt{HU}_c^*$ and computes $x+y$ for each pair of values in $\texttt{HU}_{T_1}$ and, $\emptyset$ everywhere else. For instance, the expression $\texttt{SUM}(0, S(0))$ evaluates to $S(0)$, while the expression $\texttt{SUM}(0 \bullet S(0), S(0))$ evaluates to $\emptyset$, because $0 \bullet S(0)$ is such that $\text{card}(0 \bullet S(0)) \neq 1$. $0 \bullet S(0)$ is an element of $\texttt{HU}_{F_1}$ and denotes the set of naturals $\{0, S(0)\}$.

A slightly different expression could be given in order to make \texttt{SUM} to compute a partial function:

\[
\texttt{SUM}(x, y) = \begin{cases} 
\text{if } \#(x) = 1 \text{ and } \#(y) = 1 \text{ and } \text{card}(x) = 1 \text{ and } \text{card}(y) = 1 \\
\text{then if } x = 0 \text{ then } y \\
\text{else } S(\texttt{SUM}(S \downarrow(x), y)) \\
\text{else } \texttt{SUM}(x, y) 
\end{cases}
\]

\texttt{SUM} now computes $x+y$ for each pair of values of $\texttt{HU}_{T_1}$ and is undefined everywhere else in $\texttt{HU}_c^*$. \texttt{SUM} could also be considered as a function from $\texttt{HU}_{T_2}$ in $\texttt{HU}_{T_1}$, and expressed by:

\[
\texttt{SUM}_1(w) = \texttt{SUM}(x, y) \quad \text{where} \quad \text{Pr}(1, 1 w) = x, \quad \text{Pr}(2, 1 w) = y.
\]

Moreover, we can extend \texttt{SUM} to compute, for instance, the set $\{S(0), S(S(0))\}$, when applied to the cartesian product of $\{0, S(0)\}$ and $\{S(0)\}$. To express it in our language, we use Projections of retractions. For
Example

$$\text{SUM}_2(w) = \text{Pr}(3, 1, F_{\text{ADD}}(\otimes w, \pi \otimes))$$

defines the function \(\text{SUM}\) extended on sets. It maps a set of pairs \(\{\langle x, y \rangle\}\) onto the set \(\{x + y \mid \langle x, y \rangle \in w\}\).

We conclude by noting that the language supports relations (predicates) as a special class of functions. However, this class has all the nice features of logic programming. Moreover, relations and functions are combined by the conventional function composition mechanism. For instance, the expression

$$F(x, y) = \text{SUM}_2(\text{Pr}(3, 1, \otimes F_{\text{INTERVAL}}(\otimes 0, S (S (S (S))))), x \otimes)), y \otimes)$$

defines the function \(F\) which, due to the restrictions on \(\text{SUM}_2\), is a mapping from \(\text{HU}_T^x \times \text{HU}_T^k\) into \(\text{HU}_T^x\). For instance, if \(k\) is an element of \(\text{HU}_T^x\), then \(F(h, k)\) computes the set resulting from adding \(k\) to each natural, \(n\), which is in the set denoted by \(h\) and such that \(n\) satisfies the relation \(\text{INTERVAL}(0, S (S (S (S))))\), \(n\).

7. CONCLUSIONS

The main contribution of the paper is the identification of a special class of set functions, retractions, which perhaps is the most primitive concept which relates logic and functional programming. Retractions are concretely discussed in a first order functional language which has to be considered as a model for a family of functional languages more than another language which integrate logic and functional programming.

There exist two languages \([\text{Berkling82}, \text{Darlington85}]\) which share with us the use of set functions as the basic logic-functional integration mechanism. However, our proposal contains some remarkable differences. In both the above mentioned languages, a predicate is defined by a function which returns a “set” of tuples of Herbrand terms whose instances are all the terms of the Herbrand Universe of the (minimal) relation which is a valid interpretation of the predicate (in the logic theory). Hence, Herbrand terms are the symbolic data of the language. However, Herbrand terms are not completely symbolic data. In fact they contain logical variables and require some language ability to cope with term unification. This ability is achieved in SuperLOGLISP by a new reduction rule, \(\varepsilon\)-reduction, which captures unification and in Darlington's language by assuming narrowing as the language basic expression evaluation rule.
This is the first point of difference with the present approach. Here, Herbrand terms are modelled by a special class of symbolic data, constant expressions, which do not involve (logical) variables and do not require unification to compute with term. All the derivations which can be obtained by \( \varepsilon \)-reduction or by narrowing, on expressions which contain logical variables, are reformulated here as manipulation of symbolic data. Let us recall the main steps of this modelling process.

— Tuples of Herbrand terms are interpreted as sets of tuples of terms of the Herbrand Universe, \( \text{HU}_c \) (see Section 4);

— These sets form a subclass of the recursive subsets of the cartesian products of \( \text{HU}_c \), and have a combinatory formulation in the class of constant expressions (see Proposition 4.1);

— Constant expressions are built from a class of set operators which includes constructors, products and injections (see Section 3);

— Constructors of \( \text{HU}_c \) are extended to set operators (see Definition 3.5);

— Each constructor has a (weak) inverse operator (see Section 3.2.1). Constructor inverses and set intersection operators allow to model in function application, the bi-directional matchings (i.e. the computation of the most general instance) of tuples of Herbrand terms, and to avoid the use of logical variables and of unification (see Sections 5);

— The associative and commutative properties of the intersection operator maintain the declarative flavour of logic programming (see Section 6).

A second point of difference is the mechanism used to declare functions and predicates. Both SuperLOGLISP and Darlington’s language use Set abstractions, i.e. constructs of the form \( \{X \mid C\} \), where \( X \) is a set of variables and \( C \) contains equations on Herbrand terms or invocations of predicates only. In our approach, predicates are a special class of functions, retractions, and are distinct from ordinary functions only from the semantic viewpoint. There is no syntactic distinction between retractions and functions, and they can be freely combined through the (standard) function composition mechanism. This is fundamental to our approach: Retractions allow to combine logic and functional programming, in a pure functional programming paradigm, and treat both predicates and ordinary functions by the same object: a set function. A similar feature can be found in other languages [Dershowitz84, Dershowitz85, Reddy85, Fribourg85], where predicates are represented as boolean functions expressed in equational theories. However, the main difference with these languages is the use of special evaluation rules which combine inferences and rewritings in order to treat this class of boolean functions as relations, and to interface them with ordinary function
evaluations. In contrast, predicates and functions are distinct objects in [Berkling82, Darlington85, Goguen84, Subrahmanyam84, Barbuti85], and can be combined according to some composition rules (through special linguistic constructs). The second approach has clear advantages from the language user viewpoint, since it allows the use of queries to compute with predicates and of (expression) evaluations to compute with functions. However, the main limitation of all these languages is to completely establish complexity and machine realizability of the basic language evaluation rules [Yasuura84].

Our language is oriented to machine architectures and its realization could be directly supported by the reduction machines which are currently developed for functional languages. In this framework, our language can be viewed as an intermediate language (as is the case of combinatory logic for functional languages) able to support all the above mentioned languages, and whose basic mechanisms are well known and easy to realize at the machine level.

In Section 4 we see that constant expressions are enough to represent all the tuples of Herbrand terms. In the same section we see also that tuples of Herbrand terms are less than constant expressions, for instance we see that to each tuple of Herbrand terms we can associate infinite different but equivalent constant expressions. This equivalence is completely but in an abstract way defined by the axiomatization given in Section 3.1 for our operators. In [Bellia88] we show that constant expressions have normal form and we give a system of rewrite rules for our operators which reduce constant expressions to normal form. This set of rewrite rules together with the rules for $\alpha, \beta, Y$ reduction, forms also an operational semantic for our calculus with retractions.

The restriction to first order functions is only motivated by our belief that the mechanisms used to unify logic and functional programming are more easy to understand without working about higher order features. Moreover, higher order extensions seem to be rather independent from the present treatment of predicates and functions. They could only require the use of higher order retractions (i.e. retractions as values) and some marginal extensions to our set operators. However, further work is needed to fully capture the nature of the higher order features in logic-functional programming languages [Warren82, Bowen82, Yokomori84, Bowen85].
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APPENDIX I

LANGUAGE SYNTAX

(1) The language alphabet is $A = \{D, V^*_p, P, V_p\}$, where:

- $D$ is a denumerable set of data defined according to the value domain $\text{HU}_c^*$, defined in Section 3.1. Moreover, it can include values for Integers, Booleans and other suitable domains (as directly representable data).

- $P$ is a (denumerable) set of primitive operators, which includes the operators $\langle - \rangle$, $\cdot$, $\otimes$, $\otimes$, $\pi$, $c_k$, $c_k$, $\text{In}$, $\text{Pe}$, $\text{Pr}$, $\text{Intset}$, defined in Section 3.1, and, according to $D$, all the arithmetic and boolean operators, the conditional if-then-else operator, and the following operators on sets:

- The tupling operator $\#$, which, applied to a data in $\text{HU}_c^*$, results in $i$, i. e. the class of tupling of the data (Integers and Booleans have tupling 1);

- The cardinality operator $\text{card}$ which, applied to data in $\text{HU}_c^*$ results the cardinality of the corresponding finite set (Integers and Booleans have cardinality 1). Moreover, $\text{card}$ is undefined when applied to data in $\text{HU}_{\omega}$;

- The equality operator, $=$, which results true if the arguments are the same data in $\text{HU}_c^*$ (Integer and Boolean). It results false or is undefined if the arguments are different data or are both in $\text{HU}_{\omega}$, respectively.

- $V_d$ is a denumerable set of variables which range over $D$.

- $V_p$ is a family of denumerable sets of variables which range over the first order functions on $D$, and are indexed by the function arity ($V_d$ and $V_p$ are disjoint sets).

(2) The language expressions are all the closed forms: $\{E \mid E \in F, \text{ch}[E] = \{\}\}$, where $F$ is the set of the language forms, and $\text{ch}[E]$ is the set of variables which occur free in $E$.

(3) The set $F$ of the forms is:

- $D_F$, set of all the data in $\text{HU}_F$ (Integer and Boolean): $\forall E \in D_F$, $\text{ch}[E] = \{\}$;

- $V_d$, set of all the variables on $D$: $\forall E \in V_d$, $\text{ch}[E] = \{E\}$;

- $A_F$, set of all the applications of primitive or defined functions:

$$A_F = \{(\text{op}_n E_1 \ldots E_n) \mid \text{op}_n \text{ has arity } n, \text{op}_n \in P \cup V_p, E_i \in F\}$$

$$\forall (\text{op}_n E_1 \ldots E_n) \in A_F, \text{ch}[(\text{op}_n E_1 \ldots E_n)] = \bigcup_{i=1}^{n} \text{ch}[E_i].$$
– $A_\lambda$, set of all the $\lambda$-abstraction applications:

$$A_\lambda = \{((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n) \mid x_i \in V_d, x_i \neq x_j \text{ for } i \neq j, \ E, \ E_i \in F\}$$

$$\forall ((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n) \in A_\lambda,$$

$$\text{ch }[((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n)]= (\text{ch }[E]-\{x_1, \ldots, x_n\}) \cup (\bigcup_{i=1}^{n} \text{ch }[E_i]).$$

– $A_Y$, set of all fixed-point function applications:

$$A_Y = \{((Y \text{op}_n x_1 \ldots x_n. E) E_1 \ldots E_n) \mid \text{op}_n \text{ has arity } n,$$

$$\text{op}_n \in V_p, \ x_i \in V_d, \ x_i \neq x_j \text{ for } i \neq j, \ E, \ E_i \in F\}$$

$$\forall ((Y \text{op}_n x_1 \ldots x_n. E) E_1 \ldots E_n) \in A_Y,$$

$$\text{ch }[((Y \text{op}_n x_1 \ldots x_n. E) E_1 \ldots E_n)]= (\text{ch }[E]-\{x_1, \ldots, x_n\}) \cup (\bigcup_{i=1}^{n} \text{ch }[E_i]).$$

Language semantics

Each form has meaning according to the semantics of the primitive operators and to the following reduction rules:

$\alpha$-reduction

$$(\lambda x_1 \ldots x_n. E) = (\lambda y_1 \ldots y_n. [y_1/x_1, \ldots, y_n/x_n] E),$$

where

$$y_i \neq y_j \text{ for } i \neq j \text{ and } y_i \notin \text{ch }[E].$$

$\beta$-reduction

$$((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n) = [E_1/x_1, \ldots, E_n/x_n] E.$$

$Y$-reduction

$$(Y \text{op}_n x_1 \ldots x_n. E) E_1 \ldots E_n$$

$$= (\lambda x_1 \ldots x_n. [(Y \text{op}_n x_1 \ldots x_n. E)/\text{op}_n] E) E_1 \ldots E_n)$$

where:

$$\forall E \in D_F, \ [E'/x] E = E;$$

$$E' \text{ if } x = E$$

$$\forall E \in V_c \cup V_p, \ [E'/x] E = E \text{ otherwise}$$
\[\forall (\text{op}_n E_1 \ldots E_n) \in A_F,\]
\[(E' / x)(\text{op}_n E_1 \ldots E_n) = ([E'/x] \text{op}_n [E'/x] E_1 \ldots [E'/x] E_n);\]
\[\forall ((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n) \in A_x,\]
\[(E' / x) ((\lambda x_1 \ldots x_n. E) E_1 \ldots E_n) = H [E'/x] E_1 \ldots [E'/x] E_n;\]
\[\forall ((\text{Yop}_n x_1 \ldots x_n. E) E_1 \ldots E_n) \in A_F,\]
\[(E' / x) ((\text{Yop}_n x_1 \ldots x_n. E) E_1 \ldots E_n) = H [E'/x] E_1 \ldots [E'/x] E_n;\]

with:
\[
H = \begin{cases} 
(\lambda x_1 \ldots x_n. E) \text{ resp. } (\text{Yop}_n x_1 \ldots x_n. E) & \text{if } x \in \{\text{op}_n, x_1, \ldots, x_n\} \\
(\lambda x_1 \ldots x_n. [E'/x] E) \text{ resp. } (\text{Yop}_n x_1 \ldots x_n. [E'/x] E) & \text{if } \text{ch}[E'] \cap \{x_1, \ldots, x_n\} = \emptyset 
\end{cases}
\]

**Syntactic extensions**

**Sequence of function declarations**

As a syntactic extension, we admit the following two forms

\[f 1 (x^1_1, \ldots, x^1_n) = E 1; \ldots; \quad fm (x^m_1, \ldots, x^m_n) = E m; \quad E \]
\[\text{let } f 1 (x^1_1, \ldots, x^1_n) = E 1; \ldots; \quad fm (x^m_1, \ldots, x^m_n) = E m \quad \text{in } E \]

which correspond to the expression

\[[F 1/f 1](\ldots ([F m/f m] E) \ldots)\]

with:

\[F_i = \begin{cases} 
(\lambda x^i_1 \ldots x^i_{n_i}. E_i) & \text{if } E_i \text{ does not contain occurrences of } f_i \\
(\text{Y} f_i x^i_1 \ldots x^i_{n_i}. E_i) & \text{otherwise.} 
\end{cases}\]

Note that \(E_i\) can only contains occurrences of \(f_i\) itself or of functions defined before in the sequence.

- **Sequence of function applications and where expression.** As a syntactic extension, we admit the following two forms

\[E, E 1 = x 1, \ldots, E n = x n\]
\[E \text{ where } E 1 = x 1, \ldots, E n = x n\]

which have the same meaning and correspond to the expression

\[(\lambda x 1 \ldots x n. E) E 1 \ldots E n).\]
APPENDIX II

Proposition 4.1 (proof)

We define a function $\eta$ which satisfies the proposition. To define it we distinguish two cases:

(A) (tuples of constants and variables). Let $H$ be the tuple $v_1, \ldots, v_n$ where each $v_i$ is either a 0-arity constructor or a variable, then:

(i) if each variable in $H$ occurs only once:

$$\eta(v_1, \ldots, v_n) = \otimes e_1, \ldots, e_n$$

where

$$e_i = v_i \quad \text{if } v_i \text{ is a 0-arity constructor}$$

$$e_i = \pi \quad \text{if } v_i \text{ is a variable}$$

(ii) otherwise (i.e. $H$ contains multiple occurrences of some variables):

$$\eta(v_1, \ldots, v_n) = \Phi(n', \otimes e_1, \ldots, e_m \otimes)$$

where

(a) $\sum_{i=1}^{m} \# e_i = n$

(b) $n'$ and $e_1, \ldots, e_m$ are such that:

(1) for each 0-arity constructor $v_i$

$$\exists e_j \text{ such that: } e_j = v_i \quad \text{and} \quad \sum_{p=1, j-1} \# e_p = n'(i) - 1$$

(2) for each variable $v_i$ which occurs only once

$$\exists e_j \text{ such that: } e_j = \pi \quad \text{and} \quad \sum_{p=1, j-1} \# e_p = n'(i) - 1$$

(3) for each variable $v_i$ which occurs $k$ times ($k > 1$), let $i_1, \ldots, i_k$ be its occurrences (i.e. $v_{i_1} = \ldots = v_{i_k}$ and $i \in \{i_1, \ldots, i_k\}$)

$$\exists e_j \text{ such that: } e_j = \text{In}(k, \pi) \quad \text{and} \quad \sum_{p=1, j-1} \# e_p = n'(i_1) - 1$$

and for

$$q \in [1, k-1], \quad n'(i_1 + q) = n'(i_1) + q.$$

(B) (tuples with constructors of arity greater than 0). Let $H$ be the tuple:

$$v_1, \ldots, v_{m-1}, C_k(h'_1, \ldots, h'_k), h_{m+1}, \ldots, h_n$$
where each $v_i$ is either a 0-arity constructor or a variable, then:

$$\eta(v_1, \ldots, v_{m-1}, C_k(h_1', \ldots, h_k'), h_{m+1}, \ldots, h_n) = e_k(m, \eta(v_1, \ldots, v_{m-1}, h_1', \ldots, h_k', h_{m+1}, \ldots, h_n)).$$

We prove that $\eta$, as defined above, satisfies Proposition 4.1, that is:

$$\forall a_1, \ldots, a_n \in H \cup e, \quad a_1, \ldots, a_n \in H \iff \langle a_1, \ldots, a_n \rangle \in \eta(H).$$

(Part $\Rightarrow$). We assume $a_1, \ldots, a_n \in H$, i.e.

$\exists \Phi$, instantiation function of variables to ground terms, such that:

$H. \Phi = a_1, \ldots, a_n$.

We prove by induction on the structure of the constructors $C_k$ that:

$$\langle a_1, \ldots, a_n \rangle \in \eta(H).$$

A. — [tuples of constants and variables, then $\langle a_1, \ldots, a_n \rangle \in \eta(H) =$

$\Phi(n, \otimes e_1, \ldots, e_m \otimes)]$:

(i) obvious because of the definition of $\pi$ and of the cartesian product $\otimes - \otimes$.

(ii) first note that, since (a), $\Phi(n, \otimes e_1, \ldots, e_m \otimes) \in HU^*_n$, then denotes sets of $n$-tuples.

Furthermore,

(1) if $h_i$ is a 0-arity constructor then $h_i. \Phi = h_i = a_i$ and by definition of $\Phi$ the $i$-th component of $\Phi(n, \otimes e_1, \ldots, e_m \otimes)$ is the $n(i)!$-th component of $\otimes e_1, \ldots, e_m \otimes$, but this is $h_i$.

(2) if $h_i$ is a single occurrence variable then $h_i. \Phi = a_i$ and the $n(i)!$-th component of $\otimes e_1, \ldots, e_m \otimes$ is $\pi$.

(3) if $h_i$ is a multiple occurrence variable then $h_i. \Phi = a_i$ and also $h_i. \Phi = a_{i1} = \ldots = a_{ik}$, if $i1, \ldots, ik$ are all the occurrences of $h_i$ in $H$, then the $n(i)!$-th component of $\otimes e_1, \ldots, e_m \otimes$ is $\ln(k, \pi)$ and it has the $n(i1)!$, $\ldots$, $n(ik)!$ components of $\otimes e_1, \ldots, e_m \otimes$ as its components.

B. — (tuples with constructor of arity greater than 0)

By the proof of A above, and assumed, as inductive step,

$$H' = h_1, \ldots, h_{m-1}, h_1', \ldots, h_k', h_{m+1}, \ldots, h_n$$

and $\eta(H')$ to denote the same set, the proof that:

$$\forall C_k \text{ and } m \in [1, n-k+1],$$

$$H = h_1, \ldots, h_{m-1}, C_k(h_1', \ldots, h_k'), h_{m+1}, \ldots, h_n$$

and $\eta(H)$ denote the same set, immediately follows from part (B) of the definition of $\eta$ and from the definition of the functions $e_k$. 
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We assume $a_1, \ldots, a_n \in \mathbf{Pe}(n!, \otimes e_1, \ldots, e_m \otimes)$, i.e.

$$\forall i \in [1, n], \quad a_i \text{ is the } n(i)!\text{-th component of } \otimes e_1, \ldots, e_m \otimes.$$ 

We prove the existence of an instantiation function of variables to ground terms, $\Phi$, such that:

$$H. \Phi = a_1, \ldots, a_n.$$

We construct $\Phi$.

1. if $a_i$ is a 0-arity constructor, then by (b1) $h_i = a_i$,
2. if $a_i$ is $\pi$, then by (b2) $h_i$ is a single occurrence variable and we make $\Phi(h_i) = a_i$,
3. if $a_i$ is component of $\text{In}(k, \pi)$, then by (b3) $h_i$ is a multiple occurrence variable and we make $\Phi(h_i) = a_i$. 
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