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COMPUTING OF GRAPHS
OF RELAXIONS US1NG GENERAT4VE GRAMMARS (*)

by Dan A. SIMOVICI (X)

Communicated by J.-F. PERROT

Abstract. — By considering représentations of graphs of relations on the set of natural numbers by
bounded languages it is possible to develop a study of relations which are computable in a certain sensé
by context-sensitive grammars. There are obtained closure proprieties for the class of these relations,
which allow to prove the context-sensitiveness of certain languages.

Résumé. — En représentant les graphes de relations définies sur les nombres entiers par des langages
bornés, on peut étudier les relations qui sont calculables (en un certain sens) par des grammaires
« context-sensitive ». On obtient des propriétés de fermeture pour cette famille de relations, qui
permettent d'établir que certains langages sont « context-sensitive ».

1. INTRODUCTION

We shall defme an encoding of graphs of relations over the set of natural
numbers using bounded languages. Thus, it will be possible "to compute" these
graphs using generative grammars. Our attention is focused on relations which
are computable by context-sensitive grammars. Among other facts we shall
obtain several closure properties of the class of bounded context-sensitive
languages, which will imply that certain intricate languages are context-
sensitive.

Our study is situated in the stream of the study of relations [1,3] which has
been largely developed in the last years. Similar techniques have been used in [1]
or [5].

We use, in gênerai, the notations and results from [4] and [6].

(*) Received April 1979, Revised October 1979.
(*) University of Iasi, Department of Mathematics, lasi, Romania.
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280 D. A. SIMOVICI

A relation ƒ from the set Mx to the set M2, denoted by ƒ : M t -* M2 is a
mapping ƒ : ^ ( M J -* ̂ (M2) [where 0»(M) is the power set of M], which is
completely additive, i.e.

T({J{Aj\jeJ})=\J{f(Aj)\jeJ}.

The values of ƒ on singletons, ƒ ( { x} ), are denoted by f(x).
The graph of ƒ is the set

ï / = {(x )y) |xeM 1 )yeM 2 , yef(x)}.

ïf ƒ : M i -• M 2 and # '• M2 -• M3 are two relations we shall use their product
ƒ o g : M x —• M 3, where ze f og(x) iff there exists y e M 2 such that j> e ƒ (x) and

In view of the associativity of the Cartesian product many relations can have
the same graph. The domain and the codomain of ƒ are dom
/={x|xeM1 , /(x)^©} and codom f={J {/(x)|xedom/}.

Let Ob # and Mor # be the class of objects and morphisms, respectively of the
category c€, ̂ {X, Y) is the set of ail morphisms from Mor^ from X to 7.

ât will be the category defined by Ob St = { N" \ n e N } and m (N\ Ns) = { f \ ƒ
is a relation, f:Nr^Ns}, A subcategory s$ of M is semiadmissible if
O b j / = O b ^ and:

(i) from fesé{Nr, Ns) it follows that Nxfejtf{N1+r, N1+s), where

} VpeiV,

(the left cylindrification property);
(ii) the functions 6fc : N

k -+ Nk and A : N -> N2 given by
0fc(m, n5 p) = (n, m, p)9 A(n) = (n, n), Vm,neiV, peNk~2 belong to Mor j ^ .

If ̂  is semiadmissible and the projection II belongs to se (N, N°) then se is an
admissible category.

Foin = (nu .. ., nk)eNk the sum J] { n ; | l^;^fc} will be denoted by ||n||. A
relation ƒ : JVr -> iVs is extending (anti-extending) if there exists a positive
constant M f such that

for every me ƒ (n). By Ex and Ax we shall dénote the subcategories of M defined
by

R.AJ.R.O. Informatique théorique/Theoretical Informaties



COMPUTING OF GRAPHS OF RELATIONS USING GENERATIVE GRAMMARS 281

and

Ex(JV\ JV")= { ƒ ] ƒ : IVk-H>iV\/isextending},

Ax(N\Nh)= { ƒ ] ƒ : N * ^ N \ / i s a n t i - e x t e n d i n g } .

It is easy to see that Ex is a semiadmissible subcategory and Ax an admissible
one.

2. CONTEXT-SENSITIVE RELATIONS AND SUBCATEGORIES OF m

Let Q be the infinité alphabet

and let us consider the (m + n)-uple

X = ( x h , . . . , x j m , y h i 9 . . .

If P is an (m + n)-uple from Nm + n, P = (p 1 , . . . , p m , g i , - - •, <2„) the word
u? = xji

l . . . x j j j ^ . . . yq
h] will be denoted by w = Xp. The bounded

language {Xp \ PeA } , where A is a subset of Nm + n, will be denoted by XA.

For a relation ƒ : Nm->Nn, Lf will be the language L / = - { X P | P G Y / } Ï

where X is a standard (mH-n)-uple X = (x1? . . . , xm , yl9 . . . , y„).

If Lis a bounded language, L g {XF | P e N m + w } w e shall dénote b y ^ L the set
of relations ^ L = { ƒ | L f = L }.

A grammar is defined, as usual, as a 4-uple G = (VN, VT, Ç 0» ^)» where KN and
Kr are disjoint alphabets, ^ 0 e FN is the initial symbol and F is a finite set of pairs
(M, V) such that u is a word over V=VN\JVT containing al least one symbol from
VN and v is a word over F. The symbols fcom VN are called nonterminals and
those of VT terminais; if (M, V) G F then (u, Ü) is a rule and this pair is written u -> u.
The relations "=>" and "=>" are used in their standard sensé (see, for
instance [6]), L (G) is the language generated by the grammar G,

DÉFINITION 1 : The relation ƒ is computed by the grammar G if L (G) = L f. 0t^
will be the class of type-; relations i. e. the class of relations which are computable
by type-j grammars (using Chomsky's hierarchy), j 6 ( 0 , 1 , 2 , 3 } . The members
of âëj wiîl be termed with the same name as the classes of corresponding
grammars. For instance, we shall speak about "context-sensitive relations".

vol. 14, n°3, 1980



282 D. A. SIMOVICI

By restricting the morphisms from 3t(Nn
9 Nm) to those belonging to Mu we

do not obtain a subcategory since the composition of two context-sensitive
relations is not in gênerai a context-sensitive relation. Moreover, we have:

THEOREM 1: The class 0êo is equal to 01 x *0tx.

Proof: If fe3t(Nr
9 Ns)nm0 the language L f = {Xp \Pe y ƒ} is a type-O

language, where X = (xu ...9xr9yl9 ...,ys). Using a well known result
(see [6], p. 89) there exists a mapping cp : Nr+S -> JV such that the language

Lx= {ZQ\Q = (n1, . . ., nr9 pl9 . . ., ps, 1,

<p(nl9 . . ., nr9 pl9 . . ., ps))9 (nl9 . . ., n„ pu . . ., ps)ey f }

is context-sensitive, where

Let / i be the relation fx : Nr-> Ns + Z belonging to mLi.

Since the language

L = {Ys\S = (qu ...,q„l,q,qi, • • •, « , ) e W x { 1 } x i V 1 + s } ,

with y = ( y l s . . ., y2s+2) is context-sensitive we shall consider the context-
sensitive relation f2 : Ns+2 -> Ns from 0tL. ït follows that ƒ = / x o / 2 .

Indeed, let («x, . . ., nr, ql9 . .., qs)eyf. In view of the définitions of fx and
/ 2 i t f o l l o w s t h a t ( w j , . . . 9 n r , q u .. ., qS9 1, y { n l 9 . . . 9 n F , q u . . ., q s ) ) e y / x a n d
( q u • • ->4s> l > < p ( » i » • - •» « r . ^ i » • • . » « s U i , • - . , ^ s ) e y / 2 , h e n c e ( w 1 , . . . , n r ,

Conversely, if (n x, . . -, n r , ^ x> • • • s <2s)e Y (ƒi ° fi) there exists an (s + 2)-uple
(ml9 . . . , ms, m s + l 5 ms + 2) such that.(nx, . . . , nr-l9 ml9 . . . , ms, ms + l3

ms+2)eyfl and (ml5 . . . , m s + l 5 ms + 2> ql9 . . . , qs)eyf2. Using the same
définitions of/x and f2 we obtain(wx, . . . , nr9 mu . . . , m s ) e y / a n d m^ — qhlox
l^j^s. Therefore (n l s . . . , nr9 qu . . . , ^ s ) e y / a n d we have yf = y(f1of2),
hence ƒ = / x o/2 . We have thus obtained the inclusion ^ 0 £ ^ i ° ^ i -

To prove the converse inclusion, let f± and f2 be two context-sensitive
relations, fx : JVr -• iVs, f2 : Ns -> N f . Since the languages {Xp | Pey fx } and
{ 0 }

are context sensitive it follows that the languages

R.A.I.R.O. Informatique théorique/Theoretical Informaties



COMPUTING OF GRAPHS OF RELATIONS USING GENERATIVE GRAMMARS 2 8 3

and

L2={x1}*...{xr}*{Y*\Qeyf2}

are also context-sensitive. The class of context-sensitive languages is closed with
respect to intersection hence the language

L' = L1nL2={Tu\U = (nu ...9nr3mu . . . , mS9pl9 . . . , ? , ) ,

(n l 5 . . . , n r , w l 9 ...9m5)eyfu(ml9 ...,mS9pl9 . . . , p t ) e y / 2 }

is context-sensitive, where T={xu . . . , xr, yl9 . . . , yS9 zu . . . , zt).

The image of the language L ' under the homomorphism

h : { x l s . . . , xP9 yu . . . , y s , Z i , . . ., 2 t } *

defined by

is the language L/iO/2 = {(x l 3 . . . ,xr9zu... ,z t)
K | K e y ^ o/2)} hence

/ i o/2 is a type-0 relation. Hère À, is the null word.

u . . . , y s } 9

LEMMA 1: Let fx : Nr -> A/'5 anrf / 2 : Ns ^> N* be two context-sensitive
relations. Ifeither f1 is anti-extending or f2 is extending itfollows that fx o f2 is a
context-sensitive relation.

Proof: Let Tu be a word from the language L' defined in the previous
Theorem. The length of this word, / (Tu) is

\\(nu ...9nr)\\ + \\(*nu • • •> « , ) II + l l (Pi , •••>?<) il-

The mapping /z is a linear erasing with respect to L ' if there exists an integer c ^

for which / (Tu ) ̂  / (h (Tu )), i. e.

. . ., « r ) | | + \\(Pu - - - ,

If / i is antiextending we have

hence

ll(m1; ...,ms)\\S[l/Mfi](\\(nu ..., nr)

vol. 14, n°3 ; 1980



284 D. A. SIMOVICI

When f2 is extending it follows that

f 2 n u . . . , n r ) \ \

Using the fact that the class of context-sensitive languages is closed with respect
to linear erasings we obtain the desired assertion. •

LEMMA 2: Let f be a context-sensitive relation, ƒ : Nr -• Ns. The relation N x ƒ
obtainedfrom f by left cylindrification, N x ƒ : N1+r -> N1+Sis context-sensitive.

Proof: Since ƒ is context-sensitive the language

Lf= {Xp\P = (nu .. ., nr9 mu . . ., ms), (mu . . . , ms)ef(nu .. ., nr)}

is con tex t - sens i t ive , w h e r e X = (xti . . . , x n y l 5 - . . ^ s ) - Let us cons ide r the

s u b s t i t u t i o n cp defined by

and

= { y ? y « } f o r

The language K= \J{x"{xu ..., xr}*y*{yu ..., y,}*\n£0} is ob-

viously context-sensitive hence so is the language

mu . . . , ms)e

Since LN x 7 = cp (L f ) n K it follows that N x ƒ is a context-sensitive relation. •

REMARK 1: If ƒ : Nr -> ATS is a context-sensitive relation it is possible to prove
in the same manner that the right cylindrification of f,

fxN : iV+ 1 ->JV s + 1 ,

where f xN(q, p)= {(r, p)\re f (q)} ,VpeN, qeNr is also context-sensitive.

Moreover, the repeated left and right cylindrification of ƒ : Nk x ƒ or f xNh are
also context-sensitive for every k,heN.

Let f:Nr^Ns,g:Nt^Nu be two relations. The relation

ƒ xg : Nr+t^Ns + u

i s d e f i n e d b y

( m 1 ? ...,ms,qu . . ., < ? u ) e ( / x # ) ( n l 5 . . . , n r , p l s . . ., p f )

iff ( m l 9 . . . , ms)ef(nu . . . , n r ) , ( g l 9 . . . , ^ f u ) e ^ ( p 1 , . . . , p f ) .

R.A.I.R.O. Informatique théorique/Theoretical Informaties



285 COMPUTING OF GRAPHS OF RELATIONS USING GENERATIVE GRAMMARS

THEOREM 2: If the relations ƒ : Nr -> Ns and g : N* -* Nu are context-sensitive
itfolloivs that f xg is also context-sensitive.

Proof: Let G f and Gg be the length increasing grammars,

which generate the languages

Lf^{Xp\Pejf} and Lg= { X* \ Qeyg},

respectively, where

X = (xl9 . . . , x r , yu ...,ys) and X'=(x'l9 . . . , x ; , y i , . . . ,> ' i ) v ;

Without restricting the generality we shall suppose VNf n F ^ = 0 . We have to
prove that the language Lfxg is context sensitive. To this end we shall prove that
Lfxg is generated by a length-increasing grammar with regular restrictions
{see[6], pp. 190-191) using the fact that every such grammar générâtes a
context-sensitive language.

Let Ff and F g be the sets of rules obtained from F f and F g by replacing
yu • • •> y s by m , - . -, "H, and, respectively x i , . . . , x(' by £1, . . ., Çf', where
Tji» . . -, T]s and ̂ i , . . . , Çt' are new symbols. Let us consider the grammar

G = ( ^ N , {*i> • . . , ^ r , ^ i . • • -? xt', y l s . . . , yS9 y'l9 . . ., y'U9 ̂ Oî F).

We assume that the rule u -y v can be applied only to sentential forms belonging
to the language

p(u-*v)£(VNv{xX9 . . . s x r ï x i , . . . , x ; , j ; l s ...9yS9y
ru . . . , y i } ) * ,

which is a regular one.

The set of rules F consists from the following groups of rules:

(i) the initial ruie Ço -> ko/£>ogl

(ii) Ti^;->ÇiTij, l g ; ^ s a n d l g f e ^ t ;

(iii) ^ i ->x h , 1^/z^t, Tij-^yj» l ^ ; ^ s with

(iv) the rules from F ƒ and F g .

When p is not explicitely given we assume that

p(u^v) = {VNu{xu .. ., x,, xi, . . ., xf
t9 yl9 . . . , yS9 y'u . . ., y'u})

vol. 14, no3, 1980
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Let us prove that L{G) = Lfxg. If weLfxg we have

w — X i .. , x r x x . . . x t y i - - < y s y

where (p1? . . ., ps)ef{mu .. ., mr)9 (gls . . ., gjegfai» . . . , nf). The word w
can be obtained in G be the foliowing dérivation:

M) (H)

vm' ? '"1.xr qx

(iü)

hence u;eL(G). The subscripts indicate the group of rules which was used.

The converse inclusion can be obtained by remarking that a dérivation ̂ 0 => w
G

is necessarily splitted in the way just indicated. •
Let us define now the subcategories Ax x and Ex ! of M by

O b A x 1 - O b E x 1 = O b ^ and

\ N

THEOREM 3: AxL is an admissible and Exj a semiadmissible subcategory of0t.

Proof: If f^Ax^N^N3) and /2eAx, (N\ Nl) it follows that
fiof2eAx1{Nr,Nt), using Lemma 1. By the same lemma, from

N^&eEx^N8, Nf) if follows that fx o ^ e E x ^ r , Nf).

N^N5) [or E X J C ^ N 8 ) ] the left cylindrification of ƒ is clearly
anti-extending (or, respectively extending). Using lemma 2 we infer that
N xƒ is context-sensitive, hence N xfeAxx(N

r
!) Ns) [respectively

N x / e E x ^ i V , Ns)].
It is clear that A belongs to both to Axx(N, N2) and ExA (JV, JV2) because the

language
LA = {Xp |Z = (x1,3^1, Vil P = (n, n, n),

is context-sensitive. For 9fc we have

Q==(m, n 5 p l 5 . . . , p k _ 2 , n,m,pu . . . , p k _ 2 )e iV 2 / c }

which is also context-sensitive.

R.A.l.R.O. Informatique théorique/Theoretical Informaties
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We conclude that Axx and Ex1 are semiadmissible subcategories. Moreover,
since I leAx^JV, JV°) it follows that Ax t is an admissible subcategory. •

Let now [n] be the set {1, . . ., n } and ƒ : [p] -+ [q] be a function. The logical
function gênerated by ƒ is the function ƒ # : Nq ^ Np defined by

f*(nl9 . . ., n,) = (n / ( 1 ) , . . . , nf{p)),

for every (n l9 . . . , nq)eNq.

The proposition 1.4.1 from [4] states that if se id an admissible subcategory of
M and ƒ : [p] —• [g] is a function then ƒ # esf(Nq

9N*). As a conséquence we
obtain the foliowing.

COROLLARY 1: For every function ƒ : [p] -> [g] t/ie language

), (n l s . . . , nq)eNq}

u ...,yp)
K\

is context-sensitive.

Example 1; Let us consider the function ƒ : [m] -> [1], where ƒ (ƒ )= ! , for
^ ; ' ^ m . The language

is context-sensitive. For the function h : [2 r] -» [r] defined by

j , if
- r , if j

we obtain the context-sensitive language

Let / i : N" -> N J ' , /2 : Nr ^> Nh be two relations. We shall define the relation
fl9 f2 > : N r -> NJ' + fl by taking

(Pu ---tPpqu '"9qt)eifl9f2y(nl9 . . . , nr)
iff

( P i , • . . , P j ) e / i ( n i , • . . , n

THEOREM 4: /ƒ / x : Nr -> iV7 an^ / 2 : JVr ->• iV̂ 1 are tu?o context-sensitive
relations then < / l s / 2 > is a/so context-sensitive.

Proof: The function /i# : Nr ^> N2r defined in corollary 1 is antiextending with
Mh# =1/2 . Using theorem 2 it follows that fx x / 2 : N2r^Nj+h is context-
sensitive. In view of lemma 1 the relation /i# o ^ x f2) : N r -> iVj + fl is context-
sensitive. It is easy to see that < fu f2 } = h# o(f1 xf2) is context-sensitive. •

vol. 14, n°3, 1980



288 D. A. SÏMOVICI

3. CLOSURE PROPRIETIES OF THE CLASSES ^ 0 AND &x

For a relation ƒ : Nr -> Nr we shall dénote by fj itsy-th power (with respect to
relation product) and by ƒ + the relation ƒ + : Nr -> Nr given by

THEOREM 5: If f is a relation from Mo then f

Proof: Suppose that Lf is generated by the grammar

G = (IN, {xu . . . , x r , yu . . . , j ; r},^o»^)-

F' is the set of rules which is obtained from F by replacing yu ..., yr by r new
non terminals r| l5 . . ., r|r respectively. We shall consider the grammar

G + = ( / N U { T | 1 , . . ., Tlr» Tl, Tl'. 60, ö l } , ^r, 60» ̂  +).

where F + consists from several groups of rules which we shall present explicitely
in the sequel, such that the language generated by G + is Lf+.

Let X = ( n 1 ) . . . , n n m 1 ? . . . , m r ) e y / . The r-uples (wj, . . . , n r ) and
(mlJ . . . , mr) will be denoted by B and T, respectively. There exists a natural
number p, p ^ l such that Key(fp), hence there exists p—1 r-uples

{ " j ^ p - 1 such that

i = ( n i > •• -9n„ h{, . . . , K)eyf,

The r-uple Twill be denoted also by i ï p . Since we include F'mF + we have in G +
the dérivations

which will be used in the dérivation of the word (x l 5 . . . , xr, y !, . . . , yr)
K in the

grammar G +.

We shall consider also in F + the following set of rules:

(i) the set of initial rules

allows either to generate the word

(xu . . „ x ^ ! , .,.,yr)
H

R.A.I.R.O. Informatique théorique/Theoretical Informaties
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or to produce the dérivation

T l ( X i , . . . , Xr9 l \ u . . . , T\rf
ldx.

(ii) The permutation rules v\jT[k->r\kr\j, i^j<k^r allow to move the ri}s
until they are situated near r|.

(iii) The group of élimination rules r\ j;r\ Xji -> r|, 1 ̂  j S r gives us the possibility
to eliminate pairwise the symbols r i l s . . . , r|r, x l 5 . . ., x r. Only after their
complete élimination it is possible to apply one of the rules XjT\ r\k -> r|', 1 S j ,
k^r in order to obtain rj'.

At this stage we have the dérivation

90 ^ (xu . . . , xr9 r\l9 . . . ,Ti r)

By using the permutation rules T|/r|J--*TiJ-r|'s l^j^r, r\f is moved to right
until 91. Now we can use the rule rj ' 0 A -» r|Ç O 9 A and a new dérivation process
can be initiated using the rules from F\ The dérivation is developped as follows

e 0 => (xu ...,%r)

Using again the élimination rules we have

0O => ( x 1 } . . . , xry

. . - , Xr9 T\l9 . . . , ï l r f ^ l

!, . . - , Xr, Tl x, - . . , 7} rf
4 0 !

=t ( x l 9 . . ., x r 5 y 1 ; . . ., y r ) K .

The last step was realized using the rule r\' 9 x -* ÎL We have thus obtained the
inclusion Lf^L{G +). The converse inclusion can be proved by analysing the
structure of dérivations from G +. This proof is left to the reader. •

vol. 14, n°3, 1980



290 D. A. SIMOVICI

REMARK 2: If w = (xu . . ., xri yl9 . . ., yr)
K is a non-empty word from

L(G +) it is easy to see that for the working space of w in the grammar G+ ?

denoted by WSG+ {w), we have

WSG+(wU max { max ( | |£ | |+2 | | i f ; | | + | | H i + 1 1 | + 3 ) } ,

where max is considered over all possible (r + s)-uples Hu . . . , H p .

THEOREM 6: If f : Nr -> ATr
 ÏS an extending (anti-extending) context sensitive

relation with M f S 1 (uHtfe M 7 ^ 1) tJien so is the relation f+ : iVr -> JVr.

Proof: It is easy to see that if ƒ is extending with M x ^ 1 or anti-extending with
M / ^ l then / + enjoys the same property.

If ƒ is extending we have

| H 1 | | > \\H1\\£Mf\\H2\U . . . . | | H J I _ 1 | |

hence \\Hj\\ S \\T\\ for l ^ j g p - 1 , since M ^ l . It follows that

When ƒ is anti-extending we have

\\B\\^Mf\\H1lU\\H1\\^Mf\\H2\\9 . . . ,
hence WSG+

It follows that in both cases L (G + ) is context-sensitive (due to the workspace
thorem, see [6]) and the proof is completed. •

If for the relation f:Nr^Ns we consider the set of numbers
S / = { II H II/11 *w || \mef(n), neNr] the last theorem can be reformulated as
follows:

THEOREM 6' : Suppose that for the context-sensitive relation f : Nr —• Nr we
have either Sf g [0,1] or Sf g [1, +oo). Then f+ is also a context-sensitive
relation and Sf+ is also included either in [0,1] or in [1, + oo), respectively.

REMARK 3: Let f g be two relations from Ax1(JVr, Ns). Since the class of
context-sensitive languages is closed with respect to union and intersection it
follows that the relations k = ƒ u g and h = fr\ g belong to Ax x ( N

r, Ns) by taking
Mfc==min (M } ,Mq) and M^^max (MfyMg). A similar argument points that
Ex t {Nr, N2) is closed with respect to union and intersection of relations. Let ƒ
be a relation ƒ : Nr -> Nr.

If 5ris the diagonal relation, 8r : Nr -> Nr we shall define ƒ * : Nr -• iVr by
/ * = ô r u ƒ + . It is clear that ƒ* belongs to Ax(JVr, Nr)(Ex(N\ Nr)) iff f+

belongs to Ax(N\Nr) (or Ex{N\Nr), respectively).
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The exponential of a function ƒ : Nr ^ Nr is the function / § : Nr+1 -* Nr

given by

f(nu . . . , wPS0) = (n1, . . - , nr),

/ § ( n l 5 . . . , n , , p + l ) = / ( / § K , . . ., nP, p)),

for every wls . . . , nr, peN.

THEOREM 7: ƒƒ& : Nr -^ Nris cuontextsensitive function for which Skg[0,l) or
Sk£(ls +co) then fc§ is a/so a context-sensitive function.

Proof: Denoting as usual p — l=max(p — 1, 0), VpeiV, let us define the
fonctions ƒ : JVr+1 -• ATr and ^ : Nr+1 ^Nr+1 by

Y ƒ = { ( " ! > . . . , n r , 0, w l s . . . , » , ) ! « ! , . . . , n r }

19= {(ni , • . . , n r , H, m l 5 . . ., m r , n - l ) | ( : m l s . . ., m,) =k(nu . . . , n r ) } .

It is easy to see that k§ =g* f(see [4], for instance).

Using our previous results it would be sufficient to prove that

g*eAx1(N
r+1, Nr+l) or ^ e E x ^ N ^ 1 , Nr+l) since ƒ is bo th extending and

anti-extending.

If Sk£[0, 1) it follows that \\(nu . . . , nr)\\ < \\(ml9 . . . , m r ) | | , for every

l s . . ., mr) = fe(wls . . . , n r),

hence || ( n l s . . . , n r ) | | + n ^ | | (m l 9 . . . , mr)\\ + w - l , which implies

for every (mu . . . , mr, m)eg{nu . . . , nr, n).

In an analogous mariner it is possible to prove that, if Sfc<=(l, + oo) we have

|](wla . . . , nr, n)\\ ^^
\\(mu . . ., m,, m)||

for every (mls .. ., mr, mjeö1^!, . . . , nr, ri), hence in every case we conclude
that g is a context-sensitive relation. •

Example 2: The function ƒ : JV -> JV given by ƒ (n) = n +1 , V n e N is context-
sensitive since the language Lf= {x" yï+1 |neiV} is context-sensitive. Using
theorem 7 it follows that / § : N2 -> N is context-sensitive because
S / ={n / (n+ l ) | neN}g[0 , 1). We have ƒ*(», p) = n + p, Vn,peN. This
function will be denoted by <ps

2. Applying repeatedly the cylindrification we
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obtain the context-sensitive function

where <p£(nls . . . , nr) = n1 +•'. . . +n r , V(nls . . . , n r )

Since FI x N x JV is anti-extending and context-sensitive it follows that
g — (II x JV x JV)o cpƒ is context sensitive where #(m, n, q) = n + q,V'm, n, qeN". If
k : N ^ N is the null function k(n) = 0, VneiV, we can define the function
n:JV2->JV by recursion starting from k and # by h(m, 0)~0 and
/i(m, n + l ) = n + /z(m, n), Vm5 ne AT. Itiscleatthat/ï(m, n) = mn, Vm, ne JV. This
function will be denoted by (p|. It follows that the function

where cpp(n1? . . ., nr) = n1. . .n r ï V(nl5 . . . , nr)eNr is context-sensitive.
, Given the functïons ƒ : Nr -> Nsandg : Nr+1+$ -> iVs, the function definedby
recursion from ƒ and g is the function h : Nr + 1 -+ Ns for which A(p, 0) = ƒ (p)
and ft(p, n + l ) = g(p, n, fe(p, n))5 for peNr, neN.

REMARK 4: Let h be the function defined by recursion from ƒ and g. There exists
two functions \|/ : N r + 1 ^ ] V r + 1 + s + 1 and q> : Nr+1+S-+Nr+l+s such that the
function r : Nr+1 ^Nr+1+S defined by

m) = (p, m, h(ps m)),

for every peNr, meN is the product r = \|io(p§. Indeed, by taking
y\f{p, m) = (p, 0, /(p), m) and <p(p, n, q) = {p, n + 1 , gf(p, n, ^)), for every peiV r,
qeNs, m, n e N , the last relation can be easily verified by induction on m.

THEOREM 8: If f : Nr -> Ns and g : JV r+1+s-> Ns are two context-sensitive
functions and there exists a positive numbersfor which || g (p, n, ^)| | + 1 > ||g || +e
then the function h defined by recursion from f and g is context-sensitive.

Proof: In order to prove that the function F previously defined is context-
sensitive we have to prove only that \|/ is context-sensitive and cp§ is extensive and
context-sensitive.

Since ƒ is context-sensitive the language

L f = { ( x i , . . . , x „ y u . . . , y s f \ K = ( p u . . . , p r , q l 9 . . , , q s ) e y f }

is context sensitive. It is easy to see that the language

is also context-sensitive.
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The function cp is extensive. Moreover, the condition from the 5th theorem is
satisfied since we have

\\9{p,n,q)\\ + l-\\q\\

I l l l + + l + l l ( ) l l ™ 8 '

\\<*(P,n,q)\\

Since Y is context-sensitive the language

L r = {0c l 5 . . . , x P 9 xr+u y l 9 . ..> y r 9 y r + i , y r + 2 , • • •>

Ö = ( P i , . . . , p r s m , p l 5 . . . , p r ,

is context-sensitive. By considering the homomorphism

defined by

À-, if z e { x l 5 . . . , x r + 1 } 5

x ; , if z = ^ . , l g ; g r + l ,

yj--(r+i), if 2 = yj5 j ^ r + 2,

it is easy to see that % is a linear erasing with respect to Lr hence the language

• • •, P/ ™)}

is context-sensitive, where X = (xl9 . . . , xr+ 1 } y l s . . ., y s). This implies that ft

is a context-sensitive function. •

4. ELEMENTARY EXAMPLES OF CONTEXT-SENSITIVE LANGUAGES

We have developed in our previous papers [7, 8] a systematic way of pro ving
that certain classes of languages are included into the class of context-sensitive
languages. Now, we shall recapture some of our results and obtain several new
examples of context-sensitive languages.

THEOREM 9: IffeExx (JV, Ns) then the language

Cf = {YM \M = {yl9 . . "., ys), Mecodomf}

is also context-sensitive. Also, if ƒ eAxx (N\ Ns) the language
Df = {XQ\X — (x1, . . . , xr), Q e dom ƒ} is context-sensitive.
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Proof: Since ƒ is extending and context-sensitive the language L f = {(x x, . . . ,
x n y 1 ? . . ., ys)

p | P e y f} is context-sensitive and there exists M f e R + such that
( ( ( « ! , . . . , wJfl^Af/lf ( m l 5 . . . , wiJU, for every (n l9 . . . , rcjedom ƒ
(m !, . . •, ms) e ƒ(n x, . . ., nr). Let us consider the homomorphism \|/: { x t , . . .,
x „ J>i, • . - , ^ } * - > { ^ i , . . . , ^ s } * givenby

X, if Z6{y!, . . . , ? , } .

Since

where P = (nx, . . ., n r , m1 ; . . ., ms), it follows that \|/ is an (M / + l) linear
erasing with respect to £ƒ. Hence C / — \J/(£/) is also context-sensitive.

For Df (when ƒ is context-sensitive and anti-extending) the proof is
similar. •

LEMMA 3 : Thefunction g: N2 —> N defined by g (m, n) — m — nfor every m.neN,
belongs to Axx (N

2, N), where m - n = max (m —n, 0), Vm, neN.

Proof: The language which represents the graph of g is

Lg = {x™xl\m, neN, m^n} u {x^^^y^^lm }

Since the language {x^x^lm, neiV, m^n} is obviously context-sensitive we
have to prove only that the language

E={x™xn
2y

r?~n\m, neN,m>n]

is context-sensitive. To this end let us consider the substitution (p defined by
c p f x j ^ l x t } and <p(x) = -{x2,)>} and the context-sensitive language
L0 = {xTiXt2 |meJV}. It is easy to see that we have E = y(L0)n {*i}* { x 2 } *
( y ! }*, hence Lg is context-sensitive. It is clear that g is anti-extending. •

THEOREM 10: The distance function d 1: N
2 -+ JV defined by d1 (m, n)=^\m~n\,

Vm, neN is context-sensitive and anti-extending.

Proof: Let us consider the function/: [4] -> [2] given by /(1) = / ( 4 ) = 1 and
ƒ (2) = ƒ (3) = 2 and the sum-function cps

2 : N 2 -• iV, where <p| (m, n) = m-\-n. We
have (i ! (m, n) ̂  ^ (WÎ9 W) + 0 (w> m)5 hence we can write d x = cps

2 o (g x g) o /^ . Since
<P̂  > 0 x 0 and ƒ belong to Mor Ax x it follows that d ! is context-sensitive and anti-
extending. •
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Let dr: N2r -> N be the distance function given by

dr{ml9 ...,mr,nl9 . . ., n r) = | m 1 - n 1 1 + . . . + | m r — n r | .

COROLLARY 2: Thefunction dr is context-sensitive and anti-extending.

Proof:Itisclear thatdr = q>r
5o(d1 x . . . xdjofr*, where/z: [2r] -> [r] isdefined

by

| when jisodd,

{ ï"+r/2 when jiseven,

for ail;, l g ) ^ 2 r . According to the theorem 10 it follows that dr is context-
sensitive. •

Example 3: Let gOi gx e Axx (Ns, Nr) be two relations and let sg:N -> N be
the function given by sg (0) = 0 and sg (n)= 1, for ng: 1. Since J r and s# are anti-
extending it follows that the relation g^igo, 0i > °drosg is context-sensitive
and anti-extending. If/: N s -• N is an anti-extending context-sensitive relation it
follows that the relation/# given by

f ( ) = $ if

U[P) \ 0, if

is context-sensitive since f# =(g,fy°q>}- This is the context-sensitive
« analogue » of the conditional définition of recursive functions.

LEMMA 4: Iff:Nr+1-+N is a context-sensitive function then the function
fk:N

r->N given by fk(pl9 . . ., pr) = ƒ (Pi, • ••, pr, k), for every
(pii • • -s Pr)eNr is context-sensitive.

Proof: I t i s e a s y t o s e e t h a t Lfk = L f n { x l 5 . . ., x r } * x ^ + 1 { y 1 ; . . ., y s * iis
context-sensitive since the class of context-sensitive languages is closed with
respect to intersection. •

REMARK 5: The same resuit holds by fixing any argument of/.

Theorem 11; Letf: Nr+i -• N be a context-sensitive function and consider the
functions G: Nr+1 -> N and H: Nr+1 — N defined by

\/peNr, meN.

G is a context-sensitive function. If for n ^ l we have ƒ (p, n ) ^ l , \/peNr it
follows that H is also context-sensitive.
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Proof: Since the fonction ƒ is context-sensitive, using lemma 4, it follows that
the fonction / 0 ) where fo(p) =/(p, 0) is also context-serisitive. For G and H
we can write

G(p,0HH(p,0) = /o(p)

and G {p,n+l) = tâ ( /(p, n + 1), G (p, n)), H (p, n+l) = q>| (ƒ (p, n+1),
/f (p, n)). Let us consider the fonctions g, h: Nr+1 + l -*• N by g (ps n, q)~f(p,
n + l) + q)h(p,n,q) = f(p,n+l)q,\/peNr,niqeN. Since G and if are defined by
recursion starting from f0, #, and, respectively from / 0 , h it follows that G and H
are context-sensitive, using the 6th theorem. •

Example 4: The fonction/: N2 -> N defined by /(m, n) = (m + l)n+1,Vm5?îGJV
is context-sensitive. Indeed, we have

/ ( m ; n+ l ) -cp P
2 (m+l , / (m, n)),

for every m.neN. Thus ƒ is defined by recursion from the fonctions h: N -+ N,g:
N3 -> N, where h (m) = m + 1 , g (m, n, g) = (m +1) #, V m, n, g e N. It is clear that || g
(m, n, <2)J| + 1 ;> |] 41| + 1 , hence we can apply the 8th theorem. It follows that ƒ is
context sensitive.

By applying lemma 4 we obtain the context-sensitive fonctions fx: N -• JV,

Since L^ and Lfi are context-sensitive languages so are x x L^ and xx Lj-2,
where Lfi, Lfi are subsets of {'x !, y t } *. We infer that the fonctions ƒ[ : N ^> N,
f2: N^N, where f(n)~an, f(m) = mh for m, n ^ l are context-sensitive
fonctions. By adding to the graphs o f / i and f2 the pairs (0, 1) and (0, 0),
respectively, we obtain the context-sensitive fonctions expa :N -^JV, expa {n) = an

and powb: N -* N, powb(m) = mb, for m, rceiV.

Example 4: The linear fonction linfl: N -» AT, linfl {ri)^an, Vne is context-
sensitive since the language describing its graph is {x"y î n | r ceN} . Every
polynomial with integer non-negative coefficients is a context-sensitive fonction.
Indeed, let P be the polynomial P(n) = a1 ri' + . . . +amr/m. We have

P = f#° [(pow, i o linai ) x . . . x (powJm o linûm )] o cps
m,

where/^ is the logical fonction considered in example 1, hence P is context-
sensitive.

Since F is an extending relation it follows that the language [yp{n) | neN} is
context-sensitive (see [7]).
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THEOREM 12: Let f: N -> JV, g: N -> N be two context-sensitive functions for

which lim g (n)lf(n) = + oo, Thefunction g - fdefined by {g ~ ƒ ) (n) = g (n) - f{n),

VneiV, is context-sensitive.

Proof: Since ƒ and g are context-sensitive so is the function if, g} hence the
language L~{x" j/{(n) j/f ( r i ) |neiV} is context-sensitive. Let &! be the
substitution defined by h1(xl) = {x1}, / i i (yi)={3 ; i} a n d * l }
The language

L'-/ïx(L)n{xï y? y\ ym\m, k, neN}

is context-sensitive and we have

Thehomomorphismh2 givenby h2 (x2) = xx, /i2 (y2) = J>2 a n ( i ̂
is a 2-linear erasing wit h respect to L'. Indeed, let w'eL' be

and h2(w) = x\ y%in)~fia\ Since lim g{n)/f(n) = 00 there exists an integer n3
n -* 00

such that, if n > n 3 it follows ̂  (n) > 3 ƒ (n). Thus, we have l(w')^2l{h2 (M;)); /z 2 is a
2-linear erasing and the language

is context-sensitive. The language Lg_ f can be thus obtained by adding to L' a
finite language, hence g — fis a context-sensitive lunction.

We obtain an extension of the aforementioned resuit concerning polynomials
in the following.

COROLLARY 3: Every polynomial P with integer coefficients, whose dominant
coefficient is positive defines a context-sensitive function ƒ: JV -> N, where
/ (n)=max {P{n), 0}, VneiV.

Proof: Every polynomial which satisfies the conditions of this corollary can be
written as P {n) — K {n) — H (n), where K and H are polynomials whose degrees
are p and q, respectively {p>q) having integer non-negative coefficients.

Therefore, we have lim (K(n)/H(n)= 00. Since K and H are context-sensitive
n -*• 00

functions, using theorem 12 the function K — i ï = max (P (n), 0) is context-
sensitive. •

Let / : N -> N be an increasing function.
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DÉFINITION 2: The complet ion of ƒ is the relation f;N-+N deûned by
yf = {(nim)\f{n)Sm<f{n+l)}.

THEOREM 13: The completion of an increasing context-sensitive function f'for
which there exists a positive integer k such thatfor every n e N9f (n + l)/f{n) ^ h is
a context-sensitive relation,

Proof: The relation o = {(n, n+l)\neN, n^l} is anti-extending with
M o = 1/2, hence a o fis context-sensitive. It follows (using an argument similar
to the first part of the proof of theorem 12) that the language

L={xn
iy{{n)yf

2
{n+1)-f{n)yf{n)\neN},

is context-sensitive. The homomorphism h defined by h (z) = z if z e {x x, y x, y 2}
and h (y) = e is a 2-linear erasing with respect to L since ƒ is increasing. Therefore
the language

is context-sensitive.

Let us consider the substitution v|/, where v|/(x!)= {xx}9 \ | / (y 1 )= {yx} and

^ {yi^yi}- We obtain the context-sensitive language

and we have

Using the homomorphism h ' with h' {x1) = x1,h'(y1) = yl and h' (y %) = e> which

is a /c-linear erasing for L" we have the language

which is context-sensitive and represents the graph of/ Therefore the
completition ƒ is context-sensitive. •

REMARK 6: It is clear that the codomain of the completion of a context-
sensitive function which satisfies the conditions of theorem 13 coïncides with the
set (m |m^ / (0 )} .

Let g be the function g : codom ƒ-• N defined by g (m) = n if n is the unique
number for which ƒ (n)^m< f (n+1). Since the language {x"}^|m, neN,
(n, m) e y ƒ} is context-sensitive it follows that the language

is context-sensitive.
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Example 5: It is clear that the function powp with p ^ 2 satisfies the conditions
from theorem 13 and powp(0) = 0, hence the language {x™y[^m] \meN} is
context-sensitive. The same conditions are fulfilled by expa, with a ̂  2 hence the
language {x™y[loëM \meN) is context-sensitive.

The results obtained in the second section of this paper give the possibility to
prove in a rather simple manner that certain complicate languages are context-
sensitive. For instance, by applying theorem 6 to the function exp 2 it follows that
the language

{i2'^ \m,neN},

is context-sensitive.

In a next Note we shall discuss the connection between the class of context-
sensitive functions and certain subrecursive hiérarchies (see [2]).
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