Abstract. We study the first eigenpair of a Dirichlet spectral problem for singularly perturbed convection-diffusion operators with oscillating locally periodic coefficients. It follows from the results of [A. Piatnitski and V. Rybalko, On the first eigenpair of singularly perturbed operators with oscillating coefficients. Preprint www.arxiv.org, arXiv:1206.3754] that the first eigenvalue remains bounded only if the integral curves of the so-called effective drift have a nonempty $\omega$-limit set. Here we consider the case when the integral curves can have both hyperbolic fixed points and hyperbolic limit cycles. One of the main goals of this work is to determine a fixed point or a limit cycle responsible for the first eigenpair asymptotics. Here we focus on the case of limit cycles that was left open in [A. Piatnitski and V. Rybalko, Preprint.
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1. Introduction

In this work we study the effect of slow and fast oscillations in the singularly perturbed spectral problem in a smooth bounded domain $\Omega \subset \mathbb{R}^N$. This problem reads

$$
\varepsilon a^{ij}\left(x, \frac{x}{\varepsilon}\right) \frac{\partial^2 u}{\partial x_i \partial x_j} + b^j\left(x, \frac{x}{\varepsilon}\right) \frac{\partial u}{\partial x_j} + c\left(x, \frac{x}{\varepsilon}\right) u = \lambda u \quad \text{in} \quad \Omega
$$

(1.1)

with the Dirichlet condition $u = 0$ on $\partial \Omega$. We assume that the coefficients in (1.1) are sufficiently smooth (of the class $C^2(\overline{\Omega} \times \mathbb{R}^N)$) functions $Y$-periodic in the second variable, $Y = (0, 1)^N$ being the periodicity cell; and $a^{ij}$ satisfy the symmetry and the uniform ellipticity assumptions. According to the Krein–Rutman theorem the first eigenvalue $\lambda_\varepsilon$ (the eigenvalue with the maximal real part) is real and simple, the corresponding eigenfunction $u_\varepsilon$ can be chosen to satisfy $0 < u_\varepsilon \leq \max u_\varepsilon = 1$ in $\Omega$. We are interested in the asymptotic behavior of $\lambda_\varepsilon$ and $u_\varepsilon$ as $\varepsilon \to 0$. 
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Previously, spectral problems for self-adjoint elliptic operators with large potential and locally periodic oscillating coefficients were studied in [3]. It was shown that under natural assumptions the eigenfunctions are localized in the scale $\sqrt{\varepsilon}$ and admit factorization in this scale. The factorization method was also used in [7] for homogenization of the Dirichlet spectral problem for non-self adjoint operators with purely periodic coefficients, in [2] for weakly coupled systems and in [4] for studying a singularly perturbed non-stationary convection-diffusion equation in a bounded domain. Similar parabolic problem in the whole space was considered in [5, 9], in this case factorization leads to homogenization in moving coordinates.

Two approaches were efficiently used for studying boundary value and spectral problems for singularly perturbed convection-diffusion operator. The first one relies on the probabilistic interpretation of the corresponding diffusion equation in a bounded domain. Similar parabolic problem in the whole space was considered in [5, 9], discussion on the existing methods and results can be found in the companion paper [13].

Another approach is based on the viscosity solutions techniques for a singularly perturbed Hamilton–Jacobi PDE. In this approach one first makes a logarithmic transformation of a solution (a version of the so-called WKB method) and then studies the obtained singularly perturbed first-order nonlinear equation. This approach applied successfully in [14] and then was followed in many studies of singularly perturbed problems. Further discussion on the existing methods and results can be found in the companion paper [13].

It was shown in [13] that in the limit $\varepsilon \to 0$ problem (1.1) leads to an additive eigenvalue problem for an effective Hamilton–Jacobi equation. Namely, let us introduce the scaled logarithmic transformation $W_\varepsilon := -\varepsilon \log u_\varepsilon$ of the first eigenfunction $u_\varepsilon$, which satisfies

$$
-\varepsilon a^{ij}(x, \frac{x}{\varepsilon}) \frac{\partial^2 W_\varepsilon}{\partial x_i \partial x_j} + H(\nabla W_\varepsilon, x, x/\varepsilon) + \varepsilon c(x, \frac{x}{\varepsilon}) = \varepsilon \lambda_\varepsilon, \tag{1.2}
$$

where the Hamiltonian $H$ is given by $H(p, x, y) = a^{ij}(x, y)p_ip_j - b^i(x, y)p_j$. Then by Theorem 1 of [13] (with minor modifications) we have, $\varepsilon \lambda_\varepsilon \to \lambda_{\overline{H}}$ and (up to extracting a subsequence) $W_\varepsilon \to W$, where every limit pair $(\lambda_{\overline{H}}, W)$ is a viscosity solution of the additive eigenvalue problem with state constraint boundary conditions,

$$
\overline{H}(\nabla W, x) = \lambda_{\overline{H}} \quad \text{in } \Omega, \quad \overline{H}(\nabla W, x) \geq \lambda_{\overline{H}} \quad \text{on } \partial \Omega. \tag{1.3}
$$

We refer the interested reader to [8, 16], where the qualitative theory of problem (1.3) can be found. The effective Hamiltonian $\overline{H}$ appearing in (1.3) is given as the additive eigenvalue of the problem

$$
-a^{ij}(x, y) \frac{\partial^2 \theta}{\partial y_i \partial y_j} + H(p + \nabla \theta, x, y) = \overline{H}(p, x) \tag{1.4}
$$

with periodic boundary conditions, or, equivalently $\overline{H}(p, x)$ is the first eigenvalue (eigenvalue with the maximal real part) of the periodic linear eigenvalue problem

$$
-a^{ij}(x, y) \frac{\partial^2 \theta}{\partial y_i \partial y_j} + (b^i(x, y) - 2a^{ij}(x, y)p_i) \frac{\partial \theta}{\partial y_j} + H(p, x, y)\theta = \overline{H}(p, x)\theta; \tag{1.5}
$$

note also that $\theta = \log \overline{\theta}$.

As discussed in [13] the limiting problem (1.3) has a unique eigenvalue $\lambda_{\overline{H}}$ but can have, in general, many eigenfunctions $W$. The uniqueness/nonuniqueness issue is intimately related to the structure of the so-called Aubry set $\mathcal{A}_{\overline{H} - \lambda_{\overline{H}}}$ which plays the role of a hidden boundary in (1.3), see, e.g., [16]. In the case $\lambda_{\overline{H}} = 0$ the structure of the Aubry set is determined by the ODE $\dot{x} = -\overline{b}(x)$, the $\overline{b}(x)$ being the effective drift field defined as follows. Let $\theta^*(x, y)$ be the $Y$-periodic solution of

$$
\frac{\partial^2}{\partial y_i \partial y_j} (a^{ij}(x, y)\theta^*) - \frac{\partial}{\partial y_j} (b^i(x, y)\theta^*) = 0, \tag{1.6}
$$
normalized by
\[
\int_Y \theta^*(x, y) \, dy = 1.
\] (1.7)

Then
\[
\mathcal{b}'(x) = \int_Y b'(x, y)\theta^*(x, y) \, dy.
\] (1.8)

In this work we assume that
\[\lambda_H = 0,\] and the Aubry set
\[A_H\] is formed by a finite number of hyperbolic fixed points and hyperbolic limit cycles of the ODE \[\dot{x} = -\mathcal{b}(x),\]
that are situated in the interior of \(\Omega\).

(1.9)

The case when the equation \[\dot{x} = -\mathcal{b}(x)\] does not have limit cycles in \(\Omega\) and the zero order term \(c = 0\) was treated in [13], while the present work focuses on the case of hyperbolic limit cycles.

The main result of this paper is

**Theorem 1.1.** Under condition (1.9) together with the above assumptions on the coefficients in (1.1) we have (i)
\[\lim_{\varepsilon \to 0} \lambda_\varepsilon = \sigma := \max \left\{ \sigma_1(\xi) + \sigma_2(\xi) : \xi \in A_H \right\},\] (1.10)
where \(\sigma_1(\xi), \sigma_2(\xi)\) are defined as follows, depending on whether \(\xi\) is a fixed point of the ODE \(\dot{x} = -\mathcal{b}(x)\) or \(\xi\) is situated on a limit cycle of this ODE. If \(\xi\) is a zero of \(\mathcal{b}\) (fixed point of the ODE) then \(\sigma_1(\xi)\) is the sum of negative real parts of the eigenvalues of the matrix
\[
\left( \frac{-\partial \mathcal{b}}{\partial x_j}(\xi) \right)_{i,j=1,N},
\]
and
\[\sigma_2(\xi) = \int_Y c(\xi, y)\theta^*(\xi, y) \, dy.\]

If \(\xi\) lies on a limit cycle then
\[\sigma_1(\xi) = \frac{1}{P} \sum_{|A_k(\xi)| < 1} \log |A_k(\xi)|,\] (1.11)
where \(P > 0\) is the minimal period of the cycle, and \(A_k(\xi)\) are the eigenvalues of the linearized Poincaré map such that \(|A_k(\xi)| < 1\); in this case \(\sigma_2(\xi)\) is given by
\[\sigma_2(\xi) = \frac{1}{P} \int_0^P \int_Y c(x(t), y)\theta^*(x(t), y) \, dy \, dt \text{ with } x(t) \text{ solving } \dot{x} = -\mathcal{b}(x), \ x(0) = \xi.\] (1.12)

(ii) Moreover, if the maximum in (1.10) is attained at exactly one connected component of the Aubry set (fixed point or limit cycle) then \(W_\varepsilon\) converge uniformly on compacts in \(\Omega\) to the maximal viscosity solution of (1.3) vanishing on the aforementioned component of the Aubry set.

**Remark 1.2.** In Theorem 1.1, \(A_k(\xi)\) denote eigenvalues of a linearized Poincaré map corresponding to a point \(\xi\) on the limit cycle and a transversal space hyperplane passing through this point. It is well-known however that the eigenvalues of the linearized Poincaré map depend neither on a particular choice of the point \(\xi\) nor on a choice of the transversal hyperplane. Also remark that the hyperbolicity assumption imposed on a limit cycle means that the said eigenvalues do not lie on the unit circle.
The approach in this work is an extension of that used in [13]. The main result is obtained combining local analysis on the scale $\sqrt{\varepsilon}$ in the vicinity of fixed points and limit cycles with the viscosity solutions type arguments. However the presence of limit cycles leads to new non-trivial difficulties. In particular, the local analysis near a fixed point $\xi$ heavily makes use of the fact that $\overline{b}(\xi) = 0$ and thus has to be essentially modified in the case of a limit cycle. This analysis is not local any more and should take into account the behavior of the coefficients in the vicinity of the whole limit cycle. In order to treat limit cycles, we artificially introduce moving coordinates and study parabolic eigenvalue problems for the obtained operators. This method relies on qualitative results for parabolic Ornstein–Uhlenbeck type operators defined in the whole space.

The paper is organized as follows. In Section 2 we introduce moving coordinates and study blow up limits of the eigenfunctions of problem (1.1) and an auxiliary problem which lead to limiting parabolic spectral problems in the whole space. The latter problems are addressed in Section 3, where we establish the existence and uniqueness results within certain classes, moreover solutions of the said spectral problems are constructed via solutions of Riccati matrix equations. Section 4 completes the proof of Theorem 1.1. We construct there special subsolutions of (1.3) near limit cycles (this is done in the moving coordinates, like in Sect. 2), next we construct oscillating test functions to obtain bounds at infinity for blow up limits of the eigenfunctions. These bounds in turn allow us to identify uniquely the limit cycles and select the limit cycles among solutions of (1.3). In Section 5 we obtain representation (1.11) for $\sigma_1(\xi)$ which is independent of a particular choice of local coordinates near the limit cycle. Section 6 presents an example. Finally the Appendix contains an existence and uniqueness result for periodic in time parabolic eigenvalue problems in the whole space.

2. Moving coordinates and blow up analysis

In this section we obtain a lower bound for the principal eigenvalue $\lambda_{\varepsilon}$ and perform a blow up analysis in the vicinity of connected components of the Aubry set $\mathcal{A}_{\varepsilon}$. Under our standing assumptions, the Aubry set consists of fixed points and limit cycles of the ODE $\dot{x} = -\overline{b}(x)$. The study of fixed points is reduced to the adaptation of the corresponding results from [13]. Here we mostly focus on the case of limit cycles.

By a reason which will be clear later, it is convenient to transform (1.1) multiplying it by $\theta^*(x, x/\varepsilon) > 0$, to the form

$$\mathcal{L}_\varepsilon u = \lambda \theta^*(x, x/\varepsilon) u, \quad (2.1)$$

where the coefficients of the operator $\mathcal{L}_\varepsilon$ are still denoted $a^{ij}(x, x/\varepsilon)$, $b^j(x, x/\varepsilon)$ and $c(x, x/\varepsilon)$, and the following relation holds:

$$\frac{\partial}{\partial y_j} \left( \frac{\partial}{\partial y_i} a^{ij}(x, y) - b^j(x, y) \right) = 0. \quad (2.2)$$

Note that, due to (1.8) we now have

$$\overline{b}^j(x) = \int_Y b^j(x, y) \, dy. \quad (2.3)$$

Assume that the ODE $\dot{x} = -\overline{b}(x)$ has a limit cycle $\mathcal{C} \subset \Omega$ with the minimal period $P > 0$. That is, fixing a point $\xi_0 \in \mathcal{C}$ and introducing the solution $\xi(t)$ of

$$\dot{\xi}(t) = -\overline{b}(\xi(t)), \quad \xi(0) = \xi_0, \quad (2.4)$$

we have $\xi(t + P) = \xi(t)$ and $\mathcal{C} = \bigcup_{t \in [0, P]} \{\xi(t)\}$.

2.1. Lower bound for eigenvalues

To derive a lower bound for the first eigenvalue $\lambda_{\varepsilon}$ of $\mathcal{L}_\varepsilon$ consider, for a fixed $\delta > 0$, the auxiliary operator

$$\tilde{\mathcal{L}}_\varepsilon u = \varepsilon a^{ij} \left( x, \frac{x}{\varepsilon} \right) \frac{\partial^2 u}{\partial x_i \partial x_j} + b^j \left( x, \frac{x}{\varepsilon} \right) \frac{\partial u}{\partial x_j} + c \left( x, \frac{x}{\varepsilon} \right) u - \delta \frac{\rho(x)}{\varepsilon} u \quad \text{in } \Omega \quad (2.5)$$
with the Dirichlet condition $u = 0$ on $\partial \Omega$, where $\rho$ is a smooth function such that $\rho > 0$ in $\overline{\Omega} \setminus C$, and $\rho(x) = \text{dist}^2(x, C)$ in a neighborhood of $C$. The reason behind introducing $\tilde{L}_\varepsilon$ is that it has a better localized first eigenfunction. Moreover, due to the choice of the penalizing lower order term in (2.5) the eigenfunction localizes in the vicinity the curve $C$.

Let $\tilde{\lambda}_\varepsilon$ be the first eigenvalue of the problem

$$
\tilde{L}_\varepsilon u = \lambda \theta^*(x, x/\varepsilon) u.
$$

(2.6)

Since $\tilde{L}_\varepsilon \phi(x) \leq \mathcal{L}_\varepsilon \phi(x)$ for every $\phi > 0$, we have

$$
\tilde{\lambda}_\varepsilon \leq \lambda_\varepsilon,
$$

(2.7)

because of the relations (see [17])

$$
\tilde{\lambda}_\varepsilon = \inf_{\phi \in \Omega} \sup_{x \in \Omega} \tilde{L}_\varepsilon \phi(x) / (\theta^*(x, x/\varepsilon) \phi(x)) \quad \text{and} \quad \lambda_\varepsilon = \inf_{\phi \in \Omega} \sup_{x \in \Omega} \mathcal{L}_\varepsilon \phi(x) / (\theta^*(x, x/\varepsilon) \phi(x)),
$$

the infima being taken over $\phi \in C^2(\overline{\Omega}), \phi > 0$ in $\Omega$ and $\phi = 0$ on $\partial \Omega$.

Let $\tilde{u}_\varepsilon$ be the first eigenfunction of (2.6) normalized by $\tilde{u}_\varepsilon(\xi_0) = 1$. We pass to the moving coordinate system $x' = x - \xi(t)$. This change of coordinates transforms (2.6) into the parabolic PDE for $\tilde{U}_\varepsilon(t, x') := \tilde{u}_\varepsilon(x' + \xi(t))$,

$$
-\frac{\partial \tilde{U}_\varepsilon}{\partial t} + \varepsilon a_{ij} \frac{\partial^2 \tilde{U}_\varepsilon}{\partial x'_i \partial x'_j} + b_{ij} \left(x', \frac{x'}{\varepsilon}\right) \frac{\partial \tilde{U}_\varepsilon}{\partial x'_j} + \tilde{b} \left(\xi(t)\right) \frac{\partial \tilde{U}_\varepsilon}{\partial x'_j} \tilde{U}_\varepsilon = \tilde{\lambda}_\varepsilon \theta^* \left(x', \frac{x'}{\varepsilon}\right) \tilde{U}_\varepsilon, \quad x' \in \Omega - \xi(t),
$$

(2.8)

where we have used the pointwise equality

$$
\frac{\partial \tilde{U}_\varepsilon}{\partial t} = -\tilde{b} \left(\xi(t)\right) \frac{\partial \tilde{U}_\varepsilon}{\partial x'_j},
$$

(2.9)

which is due to the definition of $\tilde{U}_\varepsilon(t, x')$ and (2.4). The subscript \text{"}x, \xi\text{"} in (2.8) (and below) denotes the shift by $\xi(t)$ in $x$ and by $\xi(t)/\varepsilon$ in $y$, i.e., for instance, $a_{ij}^{x, \xi} (x, y) = a_{ij} (x + \xi(t), y + \xi(t)/\varepsilon)$. Next, we want to rearrange the first and second order terms in equation (2.8) to make it more convenient for the further analysis. To this end we introduce $Y$-periodic (in $y$) solutions $T^{ij}$ of

$$
\frac{\partial T^{ij}}{\partial y_i} (x, y) = b^j (x, y) - \frac{\partial a^{ij}}{\partial y_i} (x, y), \quad T^{ij} = -T^{ji}.
$$

(2.10)

Thanks to (2.2) and (2.3) this equation has solutions $T^{ij}$ which are continuous and have bounded derivatives $\partial T^{ij} / \partial x_k$. Introducing the functions $q^{ij} (x, y) = a^{ij} (x, y) + T^{ij} (x, y)$, $\tilde{q}^j = \partial q^{ij} / \partial x_i$ and considering (2.10), one can rewrite the first line of (2.8) in the form

$$
-\frac{\partial \tilde{U}_\varepsilon}{\partial t} + \varepsilon \frac{\partial}{\partial x_i} \left( q^{ij}_{x, \xi} \left(x', \frac{x'}{\varepsilon}\right) \frac{\partial \tilde{U}_\varepsilon}{\partial x'_j} \right) + \tilde{b} \left(\xi(t)\right) \frac{\partial \tilde{U}_\varepsilon}{\partial x'_j} = \tilde{\lambda}_\varepsilon \theta^* \left(x', \frac{x'}{\varepsilon}\right) \tilde{U}_\varepsilon,
$$

Now set $z' = x'/\sqrt{\varepsilon}$ to find the equation for $\tilde{v}_\varepsilon_{\varepsilon(t, z')} = \tilde{U}_\varepsilon(t, \sqrt{\varepsilon} z')$,

$$
-\frac{\partial \tilde{v}_\varepsilon}{\partial t} + \frac{\partial}{\partial z'_i} \left( a^{ij}_{\varepsilon(t, z')} \frac{\partial \tilde{v}_\varepsilon}{\partial z'_j} \right) + h^j_{\varepsilon(t, z')} \frac{\partial \tilde{v}_\varepsilon}{\partial z'_j}
$$

$$
+ \left( c_{x, \xi} \left(\sqrt{\varepsilon} z', \frac{z'}{\sqrt{\varepsilon}}\right) - \delta \rho_{\varepsilon(t, z')} \right) \tilde{v}_\varepsilon = \tilde{\lambda}_\varepsilon \theta^* \left(\sqrt{\varepsilon} z', \frac{z'}{\sqrt{\varepsilon}}\right) \tilde{v}_\varepsilon, \quad z' \in \Omega - \xi(t)/\sqrt{\varepsilon},
$$

(2.11)
with
\[ a^{ij}_\varepsilon(t, z') = a^{ij}(\xi(t) + \sqrt{\varepsilon}z', \xi(t)/\varepsilon + z'/\sqrt{\varepsilon}) + T^{ij}_\varepsilon(\xi(t) + \sqrt{\varepsilon}z', \xi(t)/\varepsilon + z'/\sqrt{\varepsilon}), \]
\[ h^{\varepsilon}_\varepsilon(t, z') = \left( \vec{b}'(\xi(t)) - \vec{b}'(\xi(t)) / \sqrt{\varepsilon} + \sqrt{\varepsilon}q^{ij}_\varepsilon(\xi(t)) \right) + o(1), \]
\[ \rho_\varepsilon(t, z') = \frac{1}{\varepsilon} \rho(\xi(t) + \sqrt{\varepsilon}z') = \rho^2(t, z') + o(1); \]
here \( \rho(t, z') \) is the distance from \( z' \) to the line \( \ell(t) = \{ z' = \alpha \vec{b}(\xi(t)); \alpha \in \mathbb{R} \} \), and \( o(1) \) stands for a function that tends to zero uniformly in \( t \in [0, P) \) and \( z' \) on every compact \( K \).

**Lemma 2.1.** The first eigenvalues \( \lambda_\varepsilon \) satisfies the estimate
\[ -C \leq \lambda_\varepsilon \leq \max \{ c(x, y); x \in \overline{\Omega}, y \in \overline{\mathcal{Y}} \} \]
with a constant \( C > 0 \) that does not depend on \( \varepsilon \).

**Proof.** The upper bound for \( \lambda_\varepsilon \) easily follows from the maximum principle.

To derive a lower bound for \( \lambda_\varepsilon \) (and therefore \( \lambda_\varepsilon \)) we make use of the Aronson estimates \([6]\). Note that the coefficients in (2.11) are uniformly bounded, the principal term is uniformly elliptic, and for all sufficiently small \( \varepsilon \) the domain \((\Omega - \xi(t))/\sqrt{\varepsilon}\) contains the ball \( B_2 = \{ z'; |z'| < 2 \} \). We introduce an auxiliary function \( g_\varepsilon(t, z') \) as a solution to the following parabolic problem,
\[ -\frac{\partial g_\varepsilon}{\partial t} + \frac{\partial}{\partial z^j}\left( a^{ij}_\varepsilon(t, z') \frac{\partial g_\varepsilon}{\partial z^j} \right) + h^{\varepsilon}_\varepsilon(t, z') \frac{\partial g_\varepsilon}{\partial z^j} + \left( c^{ij}_\varepsilon \left( \sqrt{\varepsilon}z', \frac{z'}{\sqrt{\varepsilon}} \right) - \delta \rho_\varepsilon(t, z') \right) g_\varepsilon = 0 \quad \text{in } (0, +\infty) \times B_2, \tag{2.12} \]
\[ g_\varepsilon(0, z') = \tilde{v}_\varepsilon(0, z'), \quad g_\varepsilon = 0 \quad \text{on } (0, +\infty) \times \partial B_2. \]

Then
\[ f_\varepsilon := g_\varepsilon(t, z') - \exp\left( t m^\varepsilon_\varepsilon \lambda_\varepsilon \right) \tilde{v}_\varepsilon(t, z') \leq 0, \]
where \( m^\varepsilon_\varepsilon := \min\{ \theta^\varepsilon(x, y); x \in \overline{\Omega}, u \in \overline{\mathcal{Y}} \} \) if \( \lambda_\varepsilon < 0 \) and \( m^\varepsilon_\varepsilon := \max\{ \theta^\varepsilon(x, y); x \in \overline{\Omega}, u \in \overline{\mathcal{Y}} \} \) if \( \lambda_\varepsilon \geq 0 \). Indeed, \( f_\varepsilon(0, z') = 0 \) in \( B_2 \) and \( f_\varepsilon(t, z') < 0 \) on \( \partial B_2 \) for \( t > 0 \), while
\[ \frac{\partial f_\varepsilon}{\partial t} - \frac{\partial}{\partial z^j}\left( a^{ij}_\varepsilon(t, z') \frac{\partial f_\varepsilon}{\partial z^j} \right) - h^{\varepsilon}_\varepsilon(t, z') \frac{\partial f_\varepsilon}{\partial z^j} + \left( \delta \rho_\varepsilon(t, z') - c^{ij}_\varepsilon \left( \sqrt{\varepsilon}z', \frac{z'}{\sqrt{\varepsilon}} \right) \right) f_\varepsilon \leq 0 \quad \text{in } (0, +\infty) \times B_2. \]

It follows by the maximum principle that \( f_\varepsilon \leq 0 \). On the other hand, applying the Aronson estimates to (2.12), we conclude that
\[ \min \{ g_\varepsilon(P, z'); |z'| \leq 1 \} \geq M' \min \{ g_\varepsilon(0, z'); |z'| \leq 1 \} \]
with \( M' > 0 \) independent of \( \varepsilon \). Thus, due to the \( P \)-periodicity of \( v_\varepsilon(t, z') \) in \( t \) we have \( \exp( P m^\varepsilon_\varepsilon \lambda_\varepsilon ) \geq M' \) or \( \lambda_\varepsilon \geq \log M' / ( P m^\varepsilon_\varepsilon ) \geq -C \), where \( C > 0 \) is some constant independent of \( \varepsilon \). \( \Box \)

From Lemma 2.1 we conclude that \( \lambda_\varepsilon \to \lambda_\varepsilon \) up to extracting a subsequence. By parabolic estimates we then have, possibly passing to a further subsequence, \( \tilde{v}_\varepsilon \to \tilde{v} \) in \( C([0, P] \times K) \) and weakly in \( L^2((0, P); H^1(K)) \) for every compact \( K \); the limit function \( \tilde{v} \) being positive.

**Lemma 2.2.** The function \( \tilde{v} \) is a positive solution of
\[ -\frac{\partial \tilde{v}}{\partial t} + \frac{\partial}{\partial z^j}\left( \tilde{Q}^{ij}(\xi(t)) \frac{\partial \tilde{v}}{\partial z^j} \right) + \tilde{z}^j \frac{\partial \tilde{v}}{\partial z^j}(\xi(t)) \frac{\partial \tilde{v}}{\partial z^j} + \left( \tau(\xi(t)) - \delta \rho^2(t, z') \right) \tilde{v} = \lambda_\varepsilon \tilde{v}, \quad z' \in \mathbb{R}^N, \tag{2.13} \]
where the coefficients $\tilde{Q}^{ij}(\xi(t))$ are continuous $P$-periodic functions, the matrix $\tilde{Q}(\xi(t)) = \left(\tilde{Q}^{ij}(\xi(t))\right)_{i,j=1,N}$ is symmetric and satisfies the uniform ellipticity condition, and

$$\overline{\tau}(\xi) = \int_{\gamma} c(\xi, y) dy.$$  

Furthermore, $\tilde{v}$ inherits the $P$-periodicity in $t$, and satisfies the equation

$$\mathcal{B}'(\xi(t)) \frac{\partial \tilde{v}}{\partial z'_j} = 0 \quad \text{for all } t \in \mathbb{R} \text{ and } z' \in \mathbb{R}^N. \quad (2.14)$$

**Proof.** The fact that $(\tilde{\lambda}, \tilde{v})$ satisfies (2.13) can be justified by means of the standard homogenization techniques based on the div-curl lemma. The $P$-periodicity of $\tilde{v}(t, z')$ in $t$ is obvious.

To obtain relation (2.14) we get from (2.9)

$$\sqrt{\varepsilon} \frac{\partial \tilde{v}_x}{\partial t} = -\mathcal{B}'(\xi(t)) \frac{\partial \tilde{v}_x}{\partial z'_j},$$

which yields $\mathcal{B}'(\xi(t)) \frac{\partial \tilde{v}_x}{\partial z'_j} \to 0$ in the sense of distributions. Since $\tilde{v}$ is $C^1$-smooth, being a solution of (2.13), we obtain the desired relation (2.14). $\square$

Relation (2.14) shows that the function $\tilde{v}$ does not depend on the variable directed along the vector field $\overline{b}(\xi(t))$. Thus, it is natural to eliminate this variable. To this end we introduce Cartesian coordinates $z_1, \ldots, z_{N-1}, \xi$ so that $z_1, \ldots, z_{N-1}$ represent coordinates in the hyperplane orthogonal to the tangent line to $\overline{C}$ at $\xi(t)$. These coordinates can be chosen so that $(z, \xi) = T(t)z'$ with the transformation matrix $T(t)$ being $C^2$-smooth in $t$. Then by (2.14), $\tilde{v}(t, z')$ can be represented as a function $\tilde{V}(t, z)$ in coordinates $z_1, \ldots, z_{N-1}$ and (2.13) rewrites as

$$-\frac{\partial \tilde{V}}{\partial t} + Q^{ij}(t) \frac{\partial^2 \tilde{V}}{\partial z_i \partial z_j} + z_i B^{ji}(t) \frac{\partial \tilde{V}}{\partial z_j} + \left(\overline{\tau}(\xi(t)) - \delta|z|^2\right) \tilde{V} = \tilde{\lambda} \tilde{V}, \quad z \in \mathbb{R}^{N-1}, \quad (2.15)$$

where

$$B^{ji}(t) = T^{ij}(t) \frac{\partial \overline{b}_k}{\partial x_i}(\xi(t)) T^{jk}(t) - \dot{T}^{ij}(t) T^{ji}(t). \quad (2.16)$$

All the coefficients in (2.15) as well as the function $\tilde{V}$ are $P$-periodic in $t$, and $Q^{ij}$ enjoy the symmetry $Q^{ij} = Q^{ji}$ and satisfy the uniform ellipticity condition.

**Remark 2.3.** If one linearizes the ODE $\dot{x} = -\overline{b}(x)$ near $C$ to find $z'_i = -\frac{\partial \overline{b}}{\partial x_i}(\xi(t))z'_j$ and then applies the transformation $(z, \xi) = T(t)z'$, then the resulting ODE is $\dot{z} = -B(t)z$.

Finally note that $\tilde{V} > 0$ and $\tilde{V} \leq C$. This latter property follows from the uniform boundedness of the first eigenfunction $\tilde{u}_\varepsilon$ of (2.6). Let us prove this uniform boundedness. If $\tilde{u}_\varepsilon$ attains a (global) maximum at $x_\varepsilon$ then $\rho(x_\varepsilon) \leq \varepsilon(-\tilde{\lambda}_\varepsilon + c(x_\varepsilon, \frac{\varepsilon}{\varepsilon^2})) / \delta$ and using the uniform lower bound for $\tilde{\lambda}_\varepsilon$ we conclude that $\text{dist}(x_\varepsilon, C) \leq C\sqrt{\varepsilon}$. On the other hand, the functions $\tilde{u}_\varepsilon(\xi + \sqrt{\varepsilon}z')$ are bounded on compacts, uniformly in $\xi \in C$ and $\varepsilon$, therefore $\tilde{v} \leq C$. Thus $\tilde{V}$ is a bounded positive solution of (2.15). This fact will allow us to identify uniquely $\tilde{\lambda}$ and $\tilde{V}$ (up to normalization) in Section 3.2.
2.2. Blow up limits of eigenfunctions

In this subsection we turn to equation (2.1). If we normalize its eigenfunctions \( u_\varepsilon \) by \( u_\varepsilon(\xi_0) = 1 \), the arguments from the previous subsection show that, up to extracting a subsequence, functions \( w_\varepsilon(t, z, \zeta) := u_\varepsilon(\xi(t) + \sqrt{\varepsilon}(T(t))^{-1}(z, \zeta)) \) converge (locally) uniformly to a positive solution \( w(t, z) \) of

\[
-\frac{\partial w}{\partial t} + Q^{ij}(t) \frac{\partial^2 w}{\partial z_i \partial z_j} + z_i B^{ji}(t) \frac{\partial w}{\partial z_j} + \tau(\xi(t)) w = \lambda w, \quad z \in \mathbb{R}^{N-1}.
\]

(2.17)

Here \( \lambda \) stands for a partial limit of eigenvalues \( \lambda_\varepsilon \). However this time \( w(t, z) \) could be an unbounded solution. In order to identify \( \lambda \) and \( w \) we need to know the asymptotic behavior of \( w(t, z) \) as \( |z| \to \infty \). This issue will be addressed in Section 4.

3. PARABOLIC EIGENVALUE PROBLEMS, EXISTENCE AND UNIQUENESS

In this section we study eigenvalue problems (2.15) and (2.17) in the class of positive \( P \)-periodic in \( t \) functions. We begin with constructing solutions of a special form.

3.1. Construction of eigenpairs via solutions of Riccati matrix equations

Let us seek for a solution \( \tilde{V} \) of (2.15) in the form \( \tilde{V}(t, z) = \exp(-\Gamma^{ij}_0(t)z_i z_j + \phi_0(t)) \). This leads to the Riccati matrix equation

\[
-\dot{\Gamma}_0 = 4\Gamma_0 Q(t) \Gamma_0 - \Gamma_0 B(t) - B^*(t) \Gamma_0 - \delta I,
\]

(3.1)

and the ODE

\[
-\dot{\phi}_0 - 2\text{tr}(Q(t) \Gamma_0(t)) + \tau(\xi(t)) = \bar{\lambda}.
\]

(3.2)

We seek for a symmetric positive definite \( \Gamma_0 \), and both \( \Gamma_0 \) and \( \phi_0 \) must be \( P \)-periodic.

Since \( Q(t) \) is positive definite, it is known [1], Theorem 5.3.4 that there exists a maximal symmetric \( P \)-periodic solution \( \Gamma_0 \) of (3.1). Its maximality is understood in the sense of quadratic forms, moreover \( \Gamma_0 \geq \Gamma \) for every symmetric \( P \)-periodic solution of the differential inequality \( -\dot{\Gamma} - \mathcal{R}_0(t, \Gamma) \geq 0 \), where \( \mathcal{R}_0(t, \Gamma) \) stands for the Riccati map defined by the right hand side of (3.1). (To be consistent with the literature one should reverse the time in (3.1)). In order to prove that \( \Gamma_0 > 0 \) for \( \delta > 0 \) one can take \( \Gamma = r I \) and observe that \( -\dot{\Gamma} - \mathcal{R}_0(t, \Gamma) \geq 0 \) for sufficiently small \( r > 0 \), this yields \( \Gamma_0 \geq r I \). Having defined \( \Gamma_0 \), we find the unique

\[
\bar{\lambda} = -\frac{2}{P} \int_0^P \text{tr}(Q(t) \Gamma_0(t)) \, dt + \frac{1}{P} \int_0^P \tau(\xi(t)) \, dt
\]

(3.3)

such that (3.2) has a \( P \)-periodic solution \( \phi_0(t) \).

In what concerns (2.17), it has a solution \( w(t, z) = \exp(-\Gamma^{ij}_0(t)z_i z_j + \phi_0(t)) \) with \( \Gamma_0 \) and \( \phi_0 \) solving

\[
-\dot{\Gamma}_0 - \mathcal{R}_0(t, \Gamma_0(t)) = 0, \quad -\dot{\phi}_0 - 2\text{tr}(Q(t) \Gamma_0(t)) + \tau(\xi(t)) = \lambda.
\]

(3.4)

As before, \( \Gamma_0 \) is the maximal symmetric \( P \)-periodic solution of the Riccati equation in (3.4) whose existence is granted by Theorem 5.3.4 of [1]. Note that \( \Gamma_0 \) need not to be positive definite but rather positive semi definite.

3.2. Uniqueness of eigenvalues and eigenfunctions

In this subsection we prove a uniqueness result for problems (2.15) and (2.17). To define the class within which (2.17) is uniquely solvable we introduce special \( P \)-periodic solutions of the Lyapunov matrix equations

\[
-\dot{A}_s + A_s B(t) + B^*(t) A_s = \Pi_s^*(t) \Pi_s(t), \quad -\dot{A}_u + A_u B(t) + B^*(t) A_u = -\Pi_u^*(t) \Pi_u(t),
\]

(3.5)
here \( B \) being defined in (2.16) and the right hand sides being chosen as follows. Consider the fundamental matrix solution \( F(t, \tau) \) of
\[
\frac{\partial}{\partial t} F(t, \tau) = -B(t)F(t, \tau), \quad F(\tau, \tau) = I.
\]
(3.6)

It is well-known that \( F(t + P, t) \) is \( P \)-periodic and its eigenvalues, called characteristic multipliers, are independent of \( t \). Let \( P_s(t) \) and \( P_u(t) \) be the spectral projectors on the invariant subspaces of \( F(t + P, t) \) corresponding to eigenvalues with absolute values strictly less than 1 and strictly greater than 1. Then one checks that \( A_s \) and \( A_u \) given by
\[
A_s(t) = \int_t^{t+\infty} F^*(\tau, t)P^*_s(\tau)P_s(\tau)F(\tau, t) \, d\tau \quad \text{and} \quad A_u(t) = \int_{\infty}^{t} F^*(\tau, t)P^*_u(\tau)P_u(\tau)F(\tau, t) \, d\tau
\]
are \( P \)-periodic solutions of equation (3.5).

**Lemma 3.1.**

(i) There is a unique \( \tilde{\lambda} \) such that (2.15) has a positive, bounded \( P \)-periodic in \( t \) solution \( \tilde{V} \), and this solution is unique up to multiplication by a positive constant.

(ii) Eigenvalue problem (2.17) is uniquely solvable in the class of positive functions \( w \), \( P \)-periodic in \( t \), and satisfying
\[
|w(t, z)| \exp \left( \mu A^s_w(t)z_iz_j - \nu A^s_\nu(t)z_iz_j \right) \text{ is bounded for some } \mu > 0 \text{ and every } \nu > 0.
\]
That is \( \lambda \) is unique and \( w \) is unique up to multiplication by a positive constant.

**Proof.** The uniqueness result is justified by reducing (2.15) or (2.17) to the equation of the form
\[
-\frac{\partial u}{\partial t} + Q^{ij}(t)\frac{\partial^2 u}{\partial z_i \partial z_j} + z_i \tilde{B}^{ij}(t)\frac{\partial u}{\partial z_j} + \tilde{C}(t, z)u = \sigma u, \quad z \in \mathbb{R}^{N-1}, t \in \mathbb{R}
\]
(3.9)

for a positive \( P \)-periodic in \( t \) function \( u(t, z) \) vanishing as \( |z| \to \infty \). If \( \tilde{C}(t, z) \to -\infty \) as \( |z| \to \infty \), the latter problem has a unique solution according to Lemma A.1 (see the Appendix).

For (i) we use the transformation \( u(t, z) = e^{-r|z|^2} \tilde{V}(t, z) \) with \( r > 0 \), this leads to the equation of the form (3.9) with \( \tilde{C}(t, z) = 4r^2Q^{ij}(t)z_iz_j - 2r(\tilde{B}^{ij}(t)z_iz_j + \sigma Q(t)) + \sigma r \xi(t) - \delta |z|^2 \) and \( \sigma = \tilde{\lambda} \). If we chose \( r > 0 \) sufficiently small, we have \( \tilde{C}(t, z) \to -\infty \) as \( |z| \to \infty \).

For (ii) we set \( \phi_r(t, z) = rA^s_w(t)z_iz_j - rA^s_\nu(t)z_iz_j \), where \( A_s \) and \( A_u \) are given by (3.7), \( r > 0 \), and use the transformation \( u(t, z) = e^{\phi_r(t, z)}w(t, z) \). Then \( u \) satisfies (3.9) with \( \tilde{C} = \tilde{C}(\xi(t)) + 4r^2(A^s_w - A^s_\nu)Q^{lm}(A^s_w - A^s_\nu)z_iz_j + r\left(-A^s_w + A^s_\nu + 2B^{ij}(A^s_w - A^s_\nu)z_iz_j + 2\sigma Q(A_s - A_u)\right) \).

Since \(-A^s_w + A^s_\nu + 2B^{ij}(A^s_w - A^s_\nu)z_iz_j = -\|I_u z\|^2 - \|I_u z\|^2 \) (by (3.5)), we have \( \tilde{C}(t, z) \to -\infty \) as \( |z| \to \infty \), provided that \( r > 0 \) is sufficiently small. It is also clear from (3.8) that \( u(t, z) \to 0 \) as \( |z| \to \infty \), when \( 0 < r < \mu \).

To complete the proof it remains to show that solutions of (2.15) and (2.17) constructed in Section 3.1 do satisfy conditions of the lemma. To this end we prove the inequalities \( I_\delta \geq 0 \) and \( I_0 \geq \mu A_s \) for some \( \mu > 0 \), where \( I_\delta \) and \( I_0 \) are maximal solutions of the Riccati equations \( -\dot{I}_\delta - R_\delta(t, I_\delta) = 0 \) and \( -\dot{I}_0 - R_0(t, I_0) = 0 \). The first inequality is already obtained in Section 3.1, even the strict one. To verify the second inequality we show that \(-\mu A_s - R_\delta(t, \mu A_s) \geq 0 \) for sufficiently small \( \mu > 0 \). Since \( A_s \) solves the first equation in (3.5), we have the equality \(-\mu A_s - R_\delta(t, \mu A_s) = -4\mu^2 A_s Q A_u + \mu I^*_s I_u \) whose right hand side can be made non-negative by choosing small \( \mu > 0 \), provided that \( A_s(t) \leq C I^*_s(t) I_u(t) \) holds with some \( C \) independent of \( t \). On the other hand we know that \( F(\tau + P, \tau) = F(\tau, t)F(t + P, t)F^{-1}(\tau, t) \) and therefore \( I_s(t)F(\tau, t) = F(\tau, t)I_s(t) \). Thus \( A_s \) can be represented as
\[
A_s(t) = \int_t^{t+\infty} I^*_s(t)F^*(\tau, t)F(\tau, t)I_s(t) \, d\tau,
\]
(3.10)
hence the inequality \( A_s(t) \leq C I^*_s(t)I_u(t) \) holds true with some \( C \) independent of \( t \). 
}\]
Remark 3.2. Condition (3.8) can be equivalently reformulated as
\[ |w(t, z)| \exp \left( \mu' \Pi^i_j(t) z_i z_j - \nu' \Pi^i_j(t) z_i z_j \right) \] is bounded for some \( \mu' > 0 \) and every \( \nu' > 0 \).
\[ (3.11) \]

This is due to representation (3.10) for \( A_s \) and similar representation for \( A_u \) that reads
\[ A_u(t) = \int_{-\infty}^{t} \Pi_u^*(t) F^*(\tau, t) F(\tau, t) \Pi_u(t) \, d\tau. \]
\[ (3.12) \]

4. LIMITS OF EIGENVALUES AND SELECTION OF ADDITIVE EIGENFUNCTION

We know (Sect. 2.1) that eigenvalues \( \lambda_\varepsilon \) have the following bound
\[ \liminf \lambda_\varepsilon \geq -\frac{2}{P} \int_0^P \text{tr}(Q \Gamma_0) \, dt + \frac{1}{P} \int_0^P \overline{\tau}(\xi(t)) \, dt, \]
\[ (4.1) \]
for every \( \delta > 0 \), where \( \Gamma_0 \) is the maximal \( P \)-periodic solution of (3.1). Since \( -\dot{\Gamma}_{0'} - \mathcal{R}_0(t, \Gamma_{0'}) = -\dot{\Gamma}_{0'} - \mathcal{R}_0(t, \Gamma_{0')} + (\delta - \delta') I \geq 0 \) for \( \delta \geq \delta' \), we have \( \Gamma_0 \geq \Gamma_{0'} \). It follows that \( \Gamma_0 \) converges to the maximal \( P \)-periodic solution \( \Gamma_0 \) of \( -\dot{\Gamma}_0 - \mathcal{R}_0(t, \Gamma_0) = 0 \) as \( \delta \to 0 \), thus
\[ \liminf \lambda_\varepsilon \geq -\frac{2}{P} \int_0^P \text{tr}(Q \Gamma_0) \, dt + \frac{1}{P} \int_0^P \overline{\tau}(\xi(t)) \, dt. \]
\[ (4.2) \]

The matching upper bound will be shown to hold in the case when \( \mathcal{C} \) is a minimal component of the Aubry set \( \mathcal{A}_{\overline{\mathcal{P}}} \) with respect to a partial order relation similar to that defined in [13]. For reader’s convenience we recall below necessary definitions from [13].

4.1. Order relation on the Aubry set

We recall that \( W_\varepsilon = -\varepsilon \log u_\varepsilon \). It is shown in [13] that, up to a subsequence, \( W_\varepsilon \to W \) in \( C_{\text{loc}}(\Omega) \) and every limit function \( W \) satisfies
\[ \overline{\mathcal{H}}(\nabla W(x), x) = 0 \quad \text{in} \quad \Omega, \quad \overline{\mathcal{H}}(\nabla W(x), x) \geq 0 \quad \text{on} \quad \partial \Omega. \]
\[ (4.3) \]

Let us fix a converging subsequence \( W_\varepsilon \). The limit function \( W \) being a solution of (4.3) has the representation (see e.g., [15,16])
\[ W(x) = \min \{ d_{\overline{\mathcal{P}}}(x, y) + W(y); \ y \in \mathcal{A}_{\overline{\mathcal{P}}} \} , \]
\[ (4.4) \]
where \( d_{\overline{\mathcal{P}}}(x, y) \) is the distance function given by
\[ d_{\overline{\mathcal{P}}}(x, y) = \sup \{ V(x) - V(y); \ V \in C(\overline{\Omega}) \text{ satisfies } \overline{\mathcal{H}}(\nabla V(x), x) \leq 0 \text{ in } \Omega \} . \]

According to the assumption (1.9) the set \( \mathcal{A}_{\overline{\mathcal{P}}} \) can be divided into a finite number of connected components (fixed points or limit cycles of the ODE \( \dot{x} = -b(x) \)), and we introduce the (partial) order relation \( \leq \) on the components of \( \mathcal{A}_{\overline{\mathcal{P}}} \) by setting
\[ \mathcal{A}' \leq \mathcal{A} \iff d_{\overline{\mathcal{P}}}(\mathcal{A}, \mathcal{A}') = W(\mathcal{A}) - W(\mathcal{A}') \]
\[ (4.5) \]
(recall that \( W \) is a constant on every component of the Aubry set). Choosing a minimal element(component) \( \mathcal{A} \) we have (see details in [13])
\[ W(x) = d_{\overline{\mathcal{P}}}(x, \mathcal{A}) + W(\mathcal{A}) \quad \text{in a neighborhood of } \mathcal{A}. \]
4.2. Upper bound for eigenvalues

The following statement completes the proof of the assertion (i) in Theorem 1.1. In this statement we deal with the case of a limit cycle of the equation \( \dot{x} = -b(x) \). The case when the minimal component of \( A_{11} \) is a fixed point, say \( \xi \), was considered in [13] under the assumption that \( c = 0 \) in (1.1). If \( c \neq 0 \), then, following the line of [13], one can show that

\[
\lim \lambda_x = (\sigma_1(\xi) + \sigma_2(\xi))
\]

with \( \sigma_1(\xi) \) and \( \sigma_2(\xi) \) defined in Theorem 1.1. We leave the details to the reader.

**Lemma 4.1.** Let the limit cycle \( \mathcal{C} \) be a minimal component of \( A_{11} \), then

\[
\lim \lambda_x = -\frac{2}{P} \int_0^P \text{tr}(Q(t)) \, dt + \frac{1}{P} \int_0^P \mathcal{L}(t) \, dt,
\]

where \( \mathcal{L} \) is the maximal \( P \)-periodic solution of \( -\dot{\mathcal{L}} = \mathcal{L}(t, \mathcal{L}(t)) = \mathcal{L}, \) where \( Q(t) = \mathcal{L}(t) \).

**Proof.** We begin with constructing a local subsolution \( \Phi_\mu(x) \) of

\[
\mathcal{H}(\nabla \Phi_\mu(x), x) \leq -\delta \operatorname{dist}^2(x, \mathcal{C})
\]

in a neighborhood of \( \mathcal{C} \), where \( \delta > 0 \). Assuming for the moment that \( \Phi_\mu(x) \) is constructed, we have

**Lemma 4.2.** If \( \Phi_\mu \) satisfies (4.8) and \( \Phi_\mu = W \) on \( \mathcal{C} \) then the strict inequality \( \mathcal{H} > \Phi_\mu \) holds in \( U_\mathcal{C} \setminus \mathcal{C} \), where \( U_\mathcal{C} \) is a neighborhood of \( \mathcal{C} \).

**Proof.** The arguments follow those from [13] (Lem. 15), with minor modifications. □

In constructing the function \( \Phi_\mu \) we use the same trick as in Section 2, we pass to the moving coordinates \( x' = x - \xi(t) \) to find that (4.8) is equivalent to the following inequality for \( \Phi_\mu(t, x') := \Phi_\mu(x' + \xi(t)) \),

\[
-\frac{\partial \Phi_\mu}{\partial t} + \mathcal{H}(\nabla_x \Phi_\mu, x' + \xi(t)) + \mathcal{B}(\xi(t)) \frac{\partial \Phi_\mu}{\partial x_j} \leq -\delta \operatorname{dist}^2(x' + \xi(t), \mathcal{C}).
\]

Linearizing \( \mathcal{H}(p, x' + \xi(t)) \) in \( p \) and then in \( x' \),

\[
\mathcal{H}(p, x) = -\mathcal{B}(\xi(t))p_j - x'_j \frac{\partial \mathcal{B}}{\partial x_i}(\xi(t))p_j + O(|p|^2 + |p|x'|^2)
\]

and passing to the coordinates \( (z, \zeta) = T(t)x' \) (where \( z = (z_1, \ldots, z_{N-1}) \) are coordinates in the hyperplane orthogonal to the tangent line to \( \mathcal{C} \) at \( \xi(t) \), cf. Sect. 2.1), we construct \( \Psi_\mu(t, z, \zeta) \) to satisfy

\[
\frac{\partial \Psi_\mu}{\partial t} - z_i B_i^j(t) \frac{\partial \Psi_\mu}{\partial z_j} \leq -\delta' |z|^2 \quad (\delta' > 0), \quad \frac{\partial \Psi_\mu}{\partial \zeta} = 0.
\]

In addition, \( \Psi_\mu(t, z, \zeta) \) should be \( P \)-periodic in \( t \). All these requirements are fulfilled if we set

\[
\Psi_\mu(t, z, \zeta) = \Psi_\mu(t, z) := \mu A^{ij}(t)z_i z_j - \nu A^{ij}(t)z_i z_j,
\]

where \( A_s \) and \( A_u \) being solutions of Lyapunov matrix equations (3.5) given by (3.7).
Lemma 4.3. The function

\[ \Phi^\nu_\mu(x) = \Psi^\nu_\mu \left( \xi^{-1}(X_C(x)), T \left( \xi^{-1}(X_C(x)) \right) \left( x - X_C(x) \right) \right), \]  

(4.12)

where \( \Psi^\nu_\mu \) is given by (4.11), satisfies (4.8) for \( 0 < \nu \leq \mu < r \), with \( r > 0 \) sufficiently small (\( \delta > 0 \) depends on \( \mu, \nu \)). Here \( X_C(x) \) denotes the nearest point projection of \( x \) on \( C \), \( \xi^{-1} \) is the function inverse to \( \xi : [0, P] \to C \), \( \xi(t) \) being the solution of (2.4).

Proof. To verify (4.8) we redo in details the above reasonings, which led us to (4.10). Namely, after changes of variables \((z, \xi) = T(t)x'\) and unknown functions \( \Psi^\nu_\mu(t, z, \xi) = \Phi^\nu_\mu(t, \xi^{-1}(z, \xi)) \), we see that (4.8) leads to

\[ \frac{\partial \Psi^\nu_\mu}{\partial t} + z_i \dot{T}^{jk}(t) T^{ik}(t) \frac{\partial \Psi^\nu_\mu}{\partial z_j} + H \left( T(t) \nabla_z \Psi^\nu_\mu, \xi(t) + \xi^{-1}(t)(z, 0) \right) + \tilde{b}^k(\xi(t)) T^{jk}(t) \frac{\partial \Psi^\nu_\mu}{\partial z_j} \leq -\delta \left| z \right|^2. \]  

(4.13)

Conversely, if this inequality holds for small \( z \) uniformly in \( t \), one readily checks that \( \Phi^\nu_\mu(x) \), restored by the formula (4.12), does satisfy (4.8). Letting \( J \) denote the left hand side of (4.13), we can bound it as

\[ J = \frac{\partial \Psi^\nu_\mu}{\partial t} + \left( \left( b^k(\xi(t)) - \tilde{b}^k(\xi(t) + \xi^{-1}(t)(z, 0)) \right) T^{jk}(t) + z_i \dot{T}^{jk}(t) T^{ik}(t) \right) \frac{\partial \Psi^\nu_\mu}{\partial z_j} + I_1 \]

\[ \leq \frac{\partial \Psi^\nu_\mu}{\partial t} + z_i \dot{T}^{jk}(t) T^{ik}(t) - T^{im} \frac{\partial b^k}{\partial x_m}(\xi(t)) T^{jk}(t) \frac{\partial \Psi^\nu_\mu}{\partial z_j} + I_2, \]  

(4.14)

where \( I_1 \leq C \left| \nabla_z \Psi^\nu_\mu \right|^2, \ I_2 \leq I_1 + \pi(\left| z \right|) \left| \nabla_z \Psi^\nu_\mu \right|. \) Due to (3.10), (3.12) we have

\[ \left| \nabla_z \Psi^\nu_\mu \right|^2 \leq C(\mu^2 \left| I_s z \right|^2 + \nu^2 \left| I_u z \right|^2) \]

and therefore

\[ I_2 \leq C' \left( \mu^2 \left| I_s z \right|^2 + \nu^2 \left| I_u z \right|^2 \right) + \pi(\left| z \right|^2). \]

On the other hand, the middle term in the second line of (4.14) is nothing but \(-z_i B^{ij}(t) \frac{\partial \Psi^\nu_\mu}{\partial x_j} \) and, since \( A_s, A_u \) are solutions of the Lyapunov equations (3.5), the sum of all three terms equals \( I_2 - \mu \left| I_s z \right|^2 - \nu \left| I_u z \right|^2 \). Thus the statement of the lemma holds if \( \mu, \nu < 1/C' \), where \( C' \) is the constant appearing in the bound for \( I_2 \). □

Remark 4.4. If we change the coordinates \((z, \eta) = T(t)(x - \xi(t))\) then \( \Phi^\nu_\mu(\xi^{-1}(z, 0)) = \Psi^\nu_\mu(t, z), \) where \( \Psi^\nu_\mu(t, z) \) is given by (4.11). It follows that

\[ \Phi^\nu_\mu(\xi^{-1}(z, 0)) \geq \gamma_1 \mu \left| I_s(z) \right|^2 - \gamma_2 \nu \left| I_u(z) \right|^2 \]

for some \( \gamma_1, \gamma_2 > 0. \)

Our next goal is to obtain exponential estimates for the function \( w \) introduced in Section 2.2. Here we follow closely the line of [13]. We set \( \Phi^\nu_\mu(x) = \Phi^\nu_\mu(x) + \varepsilon \theta\left( \nabla \Phi^\nu_\mu(x), x, x/\varepsilon \right), \) where

\[ \Phi^\nu_\mu(x) = \frac{1}{\varepsilon^3} \int_{\mathbb{R}^N} \varphi((x - x')/\varepsilon) \Phi^\nu_\mu(x') \, dx', \]

\( \varphi \) being a smooth nonnegative function with compact support and \( \int_{\mathbb{R}^N} \varphi(x) \, dx = 1. \) Then by (4.8) and (1.4) we have, after routine computations,

\[ -\varepsilon \Phi^\nu_\mu(x) \frac{\partial^2 \Phi^\nu_\mu}{\partial x_i \partial x_j} + H(\nabla \Phi^\nu_\mu(x), x, x/\varepsilon) \leq -\delta \text{dist}^2(x, C) + C \varepsilon \quad \text{in } U_C. \]  

(4.15)
By Lemma 4.2 the strict inequality $W_\varepsilon > \overline{\Phi}_\varepsilon$ holds on $\partial U_\varepsilon$ for small $\varepsilon$. Let us show that $W_\varepsilon \geq \overline{\Phi}_\varepsilon - \beta \varepsilon$ with $\beta$ independent of $\varepsilon$.

Assume that $W_\varepsilon - \overline{\Phi}_\varepsilon$ attains its negative minimum at $x_\varepsilon$, then $\nabla W_\varepsilon(x_\varepsilon) = \nabla \overline{\Phi}_\varepsilon(x_\varepsilon)$ and $a^{ij}(x_\varepsilon, x_\varepsilon/\varepsilon) \frac{\partial^2 \overline{\Phi}_\varepsilon}{\partial x_i \partial x_j}(x_\varepsilon) \leq a^{ij}(x_\varepsilon, x_\varepsilon/\varepsilon) \frac{\partial^2 W_\varepsilon}{\partial x_i \partial x_j}(x_\varepsilon)$. It follows by (1.2) and (4.15) that

$$
\varepsilon \lambda_\varepsilon - \varepsilon c(x_\varepsilon, x_\varepsilon/\varepsilon) = -\varepsilon a^{ij}(x_\varepsilon, x_\varepsilon/\varepsilon) \frac{\partial^2 W_\varepsilon}{\partial x_i \partial x_j}(x_\varepsilon) + H(\nabla \overline{\Phi}_\varepsilon(x_\varepsilon), x_\varepsilon, x_\varepsilon/\varepsilon) \\
\leq -\varepsilon a^{ij}(x_\varepsilon, x_\varepsilon/\varepsilon) \frac{\partial \overline{\Phi}}{\partial x_i \partial x_j}(x_\varepsilon) + H(\nabla \overline{\Phi}_\varepsilon(x_\varepsilon), x_\varepsilon, x_\varepsilon/\varepsilon) \leq -\delta \text{dist}^2(x_\varepsilon, C) + C \varepsilon.
$$

Thus $\text{dist}(x_\varepsilon, C) \leq C \sqrt{\varepsilon}$ and $W_\varepsilon \geq \overline{\Phi}_\varepsilon + W_\varepsilon(x_\varepsilon) - \overline{\Phi}_\varepsilon(x_\varepsilon)$. Note that, since $\text{dist}(x_\varepsilon, C) \leq C \sqrt{\varepsilon}$, both $W_\varepsilon(x_\varepsilon)/\varepsilon$ and $\overline{\Phi}_\varepsilon(x_\varepsilon)/\varepsilon$ remain bounded in the limit $\varepsilon \to 0$ (the boundedness of $W_\varepsilon(x_\varepsilon)/\varepsilon$ follows from results of Section 2.1). Thus the limit $w$ of functions $w_\varepsilon(t, \zeta) = u_\varepsilon(\xi(t) + \sqrt{\varepsilon} (T(t))^{-1}(z, \zeta))$ satisfies

$$
|w(t, z)| \leq C e^{-\liminf \nabla \overline{\Phi}_\varepsilon(\sqrt{\varepsilon}z)/\varepsilon} \leq C e^{-\mu_1 |H_n(t)z|^2 + \mu_2 |H_n(t)z|^2},
$$

where $\mu_1$ is a positive constant and $\mu_2$ can be chosen sufficiently small (constant $C$ in (4.16) depends on $\mu_2$). On the other hand $w$ solves (2.17). Thus, by Lemma 3.1 we have

$$
\lambda_\varepsilon \to -\frac{2}{P} \int_0^P (\text{tr}(\Gamma_0(t)Q(t)) \, dt + \frac{1}{P} \int_0^P \nabla(\xi(t)) \, dt.
$$

Lemma 4.1 is proved. \hfill \Box

Now we can complete the

Proof of assertion (i) of Theorem 1.1. It follows from the analysis of [13] (up to minor modifications) that $\liminf \lambda_\varepsilon \geq \max\{\sigma_1(\xi) + \sigma_2(\xi)\}$, where the maximum is taken over all fixed points $\xi$ of $\dot{x} = -\overline{\Phi}(x)$ if the set of fixed points is not empty. In Section 5 we prove that the first term in (4.2) coincides with $\sigma_1(\xi)$ given by (1.11) when $\xi$ is a point on a limit cycle (Prop. 5.1 below). Thus $\liminf \lambda_\varepsilon \geq \sigma$, where $\sigma$ is defined in (1.10). By (4.6) and (4.7) we then obtain (1.10). \hfill \Box

4.3. Selection of the additive eigenfunction

We proceed with assertion (ii) of Theorem 1.1. We recall that due to the assumptions made in item (ii), the maximum in (1.10) is attained at exactly one component, we call this component $M$. Then by Lemma 4.1 (when $M$ is limit cycle) or (4.6) (when $M$ is a fixed point), $M$ is the unique minimal component of the Aubry set $A_{\overline{\sigma}}$. It follows that $M$ is the least component in $A_{\overline{\sigma}}$ with respect to the order relation “$\leq$”. In other words we have

$$
W(\xi) = d_{\overline{\sigma}}(\xi, M) + W(M) \quad \forall \xi \in A_{\overline{\sigma}}.
$$

Then by (4.4) we obtain $W(x) = d_{\overline{\sigma}}(x, M) + W(M)$.

5. Invariant form of eigenvalue asymptotics via eigenvalues of linearized Poincaré map

The eigenvalue $\lambda$ of (2.17) is given by the formula $-\frac{2}{P} \int_0^P \text{tr}(\Gamma_0(t)Q(t)) \, dt + \frac{1}{P} \int_0^P \nabla(\xi(t)) \, dt$, where $\Gamma_0(t)$ is the maximal $P$-periodic solution of the Riccati equation

$$
\dot{\Gamma}_0 + 4\Gamma_0 Q \Gamma_0 - \Gamma_0 B - B^* \Gamma_0 = 0.
$$

Since $Q(t)$ and $B(t)$ depend on a particular choice of the transformation matrix $T(t)$ (cf. Sect. 2.1), it is natural to express the eigenvalue in an invariant form.
Proposition 5.1. Let $A_k$ be the eigenvalues of $F(t + P, \tau)$, $F(t, \tau)$ being the fundamental matrix solution of (3.6). Assume that these eigenvalues $A_k$ does not lie on the unit circle. Then we have

$$-\frac{2}{P} \int_{0}^{P} \text{tr}(\Gamma_0(t)Q(t)) \, dt = \frac{1}{P} \sum_{|A_k| < 1} \log |A_k|$$

where $\Gamma_0(t)$ is the maximal $P$-periodic solution of (5.1).

Proof. Rewrite (5.1) in the form

$$\frac{\partial}{\partial t}(F^*(t, \tau)\Gamma_0(t)F(t, \tau)) + (4F^*(t, \tau)\Gamma_0(t)Q(t)(F^*(t, \tau))^{-1})F^*(t, \tau)\Gamma_0(t)F(t, \tau) = 0,$$

multiplying (5.1) by $F^*(t, \tau)$ from the left and by $F(t, \tau)$ from the right, we have also used here (3.6).

Let us show first that

$$\Gamma_0(\tau)\Pi_u(\tau) = \Pi_u^+(\tau)\Gamma_0(\tau) = 0 \quad \text{and} \quad \Gamma_0(\tau)\Pi_s(\tau) = \Pi_s^+(\tau)\Gamma_0(\tau) = \Gamma_0(\tau),$$

(5.3)

where $\Pi_u(\tau)$, $\Pi_s(\tau)$ are projectors on the invariant subspaces of $F(\tau + P, \tau)$ corresponding to eigenvalues with moduli strictly grater than 1 and strictly less than 1. To this end integrate (5.2) on $(\tau, \tau + P)$ and multiply the result by $\Pi_s^+(\tau)$ from the left and by $\Pi_u(\tau)$ from the right to get

$$\Pi_s^+(\tau)F^*(\tau + P, \tau)\Gamma_0(\tau)F(\tau + P, \tau)\Pi_u(\tau) - \Pi_u^+(\tau)\Gamma_0(\tau)\Pi_u(\tau) \leq 0.$$ 

Since $\Pi_u(\tau)$ is a projector on the invariant subspace of $F(\tau + P, \tau)$ corresponding to eigenvalues with moduli strictly grater than 1, we conclude that $\Gamma_0(\tau)\Pi_u(\tau) = 0$. Consequently (5.3) does hold. Also, since $\Gamma_0(\tau)$ is the maximal solution of (5.1) we have $\Gamma_0(\tau) \geq \gamma \Pi_s^+(\tau)\Pi_s(\tau)$, with $\gamma > 0$ (cf. proof of Lem. 3.1).

Let us pass to a new basis transforming $\Gamma_0$ into block diagonal form. Fix $\tau$ and consider an orthonormal frame $\{a_1, \ldots, a_k, \ldots a_{N-1}\}$ with the first $k$ vectors chosen to form a basis of $\text{Im}(\Pi_s^+(\tau))$. Rewriting matrices appearing in (5.2) in the aforementioned frame,

$$(F^*(t))^{ij} = a_i \cdot F^*(t, \tau)\Gamma_0(t)F(t, \tau)a_j \quad \text{and} \quad (M'(t))^{ij} = 4a_i \cdot F^*(t, \tau)\Gamma_0(t)Q(t)(F^*(t, \tau))^{-1}a_j,$$

(5.2) reads

$$\dot{I}^*(t) + M'(t)I^*(t) = 0.$$

Note that

$$(I^*(t))^{ij} = a_i \cdot F^*(t, \tau)\Pi_s^+(\tau)\Gamma_0(t)\Pi_s(\tau)F(t, \tau)a_j = a_i \cdot \Pi_s^+(\tau)F^*(t, \tau)\Gamma_0(t)F(t, \tau)\Pi_s(\tau)a_j = 0$$

if $i > k$ or $j > k$, also $(M'(t))^{ij} = 0$ if $i > k$. Therefore

$$4\text{tr}(\Gamma_0(t)Q(t)) = 4\text{tr}(F^*(t, \tau)\Gamma_0(t)Q(t)(F^*(t, \tau))^{-1}) = \sum_{i=1}^{k} (M'(t))^{ii}.$$ 

Consider now matrices $I''(t)$ and $M''(t)$ corresponding to the upper $k \times k$ diagonal blocks of $I^*(t)$ and $M'(t)$. We have $\dot{I}''(t) + M''(t)I''(t) = 0$, moreover $\text{tr}(\Gamma_0(t)Q(t)) = \frac{1}{4}\text{tr}M''(t)$ and $\det I''(\tau) = 0$ as follows from the bound $\Gamma_0(\tau) \geq \gamma \Pi_s^+(\tau)\Pi_s(\tau)$ with $\gamma > 0$. Therefore by Liouville’s formula

$$\det I''(\tau + P)/\det I''(\tau) = \exp \left( -\int_{\tau}^{\tau + P} \text{tr}M''(t) \, dt \right) = \exp \left( -\int_{0}^{P} \text{tr}M''(t) \, dt \right).$$
Thus  \[ 2 \int_0^P \text{tr}(T_0(t)Q(t)) \, dt = \frac{1}{2} (\log \det \Gamma''(\tau) - \log \det \Gamma''(\tau + P)). \] (5.4)

It remains to calculate the right hand side of (5.4). To this end note that \( \Gamma''(\tau + P) = \tilde{D}^* \Gamma''(\tau) \tilde{D} \), where \( \tilde{D} = (a_i : F(\tau + P, \tau) \Pi_s(\tau) a_i)_{i,j=1,n} \). This latter relation follows from the equality \( F^*(\tau + P, \tau) \Gamma_0(\tau + P) F(\tau + P, \tau) = \Pi_s(\tau) F^*(\tau + P, \tau) \Gamma_0(\tau) F(\tau + P, \tau) \Pi_s(\tau) \) in conjunction with the fact that \( (\Gamma''(t))^{ij} = 0 \) if \( i > k \) or \( j > k \). We now have

\[ 2 \int_0^P \text{tr}(T_0(t)Q(t)) \, dt = -\log |\det \tilde{D}|. \]

On the other hand, since vectors \( \Pi_s(\tau) a_1, \ldots, \Pi_s(\tau) a_k \) form a basis of \( \text{Im}(\Pi_s(\tau)) \) and \( a_1, \ldots, a_k \) are biorthogonal vectors, \( \tilde{D} \) is nothing but the matrix of the restriction of \( D \) on the cylinder \( \tilde{\mathcal{C}} \). This implies that indeed \( |\det \tilde{D}| \) equals the product of absolute values strictly less than 1 of eigenvalues of \( F(\tau + P, \tau) \).

In conclusion we note that according to Remark 2.3 the eigenvalues of \( F(\tau + P, \tau) \) coincide with that of the linearized Poincaré map associated to the limit cycle \( \mathcal{C} \).

6. Example

Consider a particular case of equation (1.1) in 3D with the drift and the potential being independent of the fast variable. The equation takes the form

\[ \varepsilon \, a^{ij}(x, \frac{x}{\varepsilon}) \frac{\partial^2 u}{\partial x_i \partial x_j} + b^j(x) \frac{\partial u}{\partial x_j} + c(x) u = \lambda u \quad \text{in} \quad \Omega. \]

In this case by (1.8) and (1.7) we have \( \bar{b}_0(x) = b(x) \). Assume that the set of \( \omega \)-limit points of the ODE \( \dot{x} = -b(x) \) in \( \mathcal{H} \) is nonempty, then the additive eigenvalue \( \lambda \mathcal{H} \) is zero and the Aubry set \( \mathcal{A}_{\mathcal{H}} \) completely determined by the drift \( b(x) \), although the effective Hamiltonian \( \mathcal{H} \) itself does depend on the coefficients \( a^{ij}(x, y) \).

Let components of the drift \( b(x) \) be given by

\[ b^1(x) = x_2 + (x_1^2 + x_2^2 - 1)x_1, \]
\[ b^2(x) = -x_1 + (x_1^2 + x_2^2 - 1)x_2, \]
\[ b^3(x) = \alpha x_3, \]

where \( \alpha \neq 0 \) is a parameter, and suppose that the domain \( \Omega \) contains both the unit circle \( S^1 = \{ x \in \mathbb{R}^3 : x_1^2 + x_2^2 = 1, x_3 = 0 \} \) on the \( x_1,x_2 \) plane and zero point. Then we claim that \( \mathcal{A}_{\mathcal{H}} = S^1 \cup \{ 0 \} \). To justify this we first observe that both \( S^1 \) and 0 belong to \( \mathcal{A}_{\mathcal{H}} \). \( S^1 \) being the closed trajectory and 0 being a fixed point of the ODE \( \dot{x} = -b(x) \). On the other hand a simple consideration of trajectories \( x(t), t \geq 0 \) of the ODE shows that if the initial value \( x(0) \notin S^1 \cup \{ 0 \} \) then either \( x(t) \) leaves \( \Omega \) in the finite time or tends to \( S^1 \cup \{ 0 \} \) as \( t \to \infty \), additionally, there are exactly two full trajectories \( x(t) \in \mathcal{H}, -\infty < t < \infty \) that are either point 0 or limit cycle \( S^1 \). This implies that indeed \( \mathcal{A}_{\mathcal{H}} = S^1 \cup \{ 0 \} \).

In order to calculate the numbers \( \sigma_1(\xi) \) and \( \sigma_2(\xi) \) associated with the limit cycle \( S^1 \) \( (\xi \in S^1) \) via (1.11) and (1.12), it is useful to pass to the cylindric coordinates, \( x_1 = r \cos \varphi, x_2 = r \sin \varphi, x_3 = z \). The ODE \( \dot{x} = -b(x) \) then reads

\[ \dot{r} = -(r^2 - 1)r, \quad \dot{\varphi} = 1, \quad \dot{z} = \alpha z. \] (6.1)

Thus the minimal period of the cycle is \( P = 2\pi \), and linearizing the first equation and the last equation (6.1) around \( r = 1 \) \( (r' = r - 1) \) and \( z = 0 \) \( (z' = z) \), we find the linearized Poincaré map: \( r' \mapsto e^{-2\pi} r', z' \mapsto e^{\alpha \pi} z' \), whose eigenvalues are \( e^{-4\pi} \) and \( e^{2\alpha \pi} \). Now, due to (1.11) and (1.12), we have

\[ \sigma_1(\xi) = -2 + \min \{ \alpha, 0 \}, \quad \sigma_2(\xi) = \frac{1}{2\pi} \int_{S^1} c(x) \, ds \quad \text{for} \quad \xi \in S^1. \]
In the case of the fixed point \( 0 \), the eigenvalues of the matrix \((\frac{\partial b^i}{\partial x_j}(0))_{i,j=1,N}\) are \( 1 \pm i \) and \( \alpha \), i.e. \( \sigma_1(0) = \min\{\alpha, 0\} \). Thus maximization problem (1.10) which determines the limit as \( \varepsilon \to 0 \) of the first eigenvalue in this example takes form
\[
\max \left\{ -2 + \min\{\alpha, 0\} + \frac{1}{2\pi} \int_{S^1} c(x) \, ds, \; \min\{\alpha, 0\} + c(0) \right\}.
\] (6.2)

If the maximum in (6.2) is attained at the first number and not the second one, then the first eigenfunction concentrates on the circle \( S^1 \).

**Appendix A.**

The result presented in this Appendix generalizes a theorem in [18] about the existence and uniqueness of the principal eigenpair of elliptic operators to the case of periodic in time parabolic spectral problems. Namely, let \( A_t \) be a \( P \)-periodic in \( t \) family of elliptic operators in \( \mathbb{R}^N \) of the form
\[
A_t u = a^{ij}(t) \frac{\partial^2 u}{\partial x_i \partial x_j} + b(t, x) \cdot \nabla u + c(t, x) u
\]
We assume that the coefficients \( a^{ij}(t) \) satisfy the ellipticity condition uniformly in \( t \) and the symmetry \( a^{ij} = a^{ji} \) holds; \( |b(t, x)| \leq c_1 + c_2|x| \); \( c(t, x) \) tends to \( -\infty \) as \( |x| \to \infty \) uniformly in \( t \); all the coefficients are \( C^1 \) functions, \( P \)-periodic in \( t \). We consider the spectral problem
\[
-\partial_t u + A_t u = \lambda u \quad \text{in } \mathbb{R} \times \mathbb{R}^N
\] (A.1)
subject to the \( P \)-periodicity in \( t \) condition and a decay condition as \( |x| \to \infty \). We are interested in eigenfunctions that belong to the class \( \Xi \) of positive \( P \)-periodic in \( t \) functions \( u(t, x) \) that vanish as \( |x| \to \infty \) uniformly in \( t \).

**Lemma A.1.** There exists a unique eigenvalue \( \lambda \) of problem (A.1) whose corresponding eigenfunction \( u \in \Xi \). This eigenvalue is real and of multiplicity one. Moreover, for every \( s > 0 \) there is a constant \( C_s \) such that \( |u(t, z)| \leq C_s(1 + |x|)^{-s} \). There is no other eigenvalue of problem (A.1) with an eigenfunction from \( \Xi \).

**Proof.** Consider an auxiliary family of spectral problems
\[
-\frac{\partial u_k}{\partial t} + A_t u_k = \lambda_k u_k, \quad t \in \mathbb{R}, \; |x| < k, \; u_k(t + P, \cdot) = u_k(t, \cdot) \quad \text{and } u_k = 0 \text{ when } |x| = k.
\] (A.2)
It follows from the Krein–Rutman theorem that for every \( k > 0 \) the principal eigenvalue \( \lambda_k \) (the eigenvalue with the largest real part) of this problem is real and simple, and that the corresponding eigenfunction \( u_k \) is positive under a proper normalization. Moreover, using the Aronson estimates one shows that \( |\lambda_k| \leq C \) with \( C > 0 \) independent of \( k \).

Normalizing the eigenfunctions \( u_k \) of (A.2) by \( u_k(0,0) = 1 \) and considering the uniform boundedness of \( |\lambda_k| \) we derive by the Harnack inequality that for every \( R_0 > 0 \) it holds
\[
\sup\{|u_k(t,x)|; x \in B_{R_0}, t \in \mathbb{R}\} \leq c(R_0)
\]
with \( c(R_0) \) independent of \( k \), where \( B_s \) stands for the ball \( \{x \in \mathbb{R}^N; |x| < s\} \).

Consider now \( \nu_s(x) = c(R_0)(R_0/|x|)^s \) with some \( s > 0 \). Since \( c(t,x) \) tends to \( -\infty \) as \( |x| \to \infty \), it is straightforward to check that \( (A_t - \lambda_k)\nu_s < 0 \) for \( x \in (B_k \setminus B_{R_0}) \) if \( R_0 \) is large enough. By construction we also have \( u_k \leq \nu_s \) when \( x \in \partial(B_k \setminus B_{R_0}) \), this implies by the maximum principle that \( u_k \leq \nu_s \) for \( x \in (B_k \setminus B_{R_0}) \) (we assume that \( R_0 \) is so large that \( c(t,x) - \lambda_k \leq 0 \) for \( |x| > R_0 \)). Passing to the limit as \( k \to \infty \) possibly along a subsequence, we obtain that the limit function \( u \) is a positive solution of the equation
\[
-\frac{\partial u}{\partial t} + A_t u = \lambda u, \quad t \in \mathbb{R}, \; x \in \mathbb{R}^N
\]
with \( u(0, 0) = 1 \), and \( \forall s > 0 \) there exists a constant \( C_s \) such that \( |u(t, x)| \leq C_s(1 + |x|)^{-s} \). The proof of the simplicity of \( \lambda \) is similar to that in [18].

To prove the uniqueness of \( \lambda \) consider a family of adjoint equations

\[
\frac{\partial u_k^*}{\partial t} + A_t^* u_k^* = \lambda_k u_k^*, \quad t \in \mathbb{R}, \ x \in B_k,
\]

subject to \( P \)-periodicity in \( t \) condition and the Dirichlet condition \( u^* = 0 \) for \( x \in \partial B_k \). Again, by the Krein–Rutman theorem \( u_k^* \) is positive. Moreover, since \(|\lambda_k| \leq C \) with \( C \) independent of \( k \), \( u_k^* \) satisfies the Harnack inequality uniformly in \( k \). For the sake of definiteness we suppose that \( u_k^*(0, 0) = 1 \). Considering the uniform in \( k \) Hölder continuity of \( u_k^* \) (see [11], Thm. III.10.1), we conclude that \( u_k^* \) converges, as \( k \to \infty \), uniformly on compact sets in \([0, P] \times \mathbb{R}^N \), to a function \( u^* \) being a positive solution to the equation

\[
\frac{\partial_t u^*}{\partial t} + A_t^* u^* = \lambda u^*.
\]

Suppose that there is another eigenvalue \( \hat{\lambda} \neq \lambda \) of problem (A.1) such that the corresponding eigenfunction \( \hat{u} \) is real and positive, and \( \hat{u}(t, x) \to 0 \) as \( |x| \to \infty \) uniformly in \( t \in [0, P] \). Adding if necessary a constant to \( c(x, t) \), we can assume without loss of generality that \( \lambda > 0 \) and \( \hat{\lambda} > 0 \).

Let \( R_0(s) \) be such that \( A_t|x|^{-s} < 0 \) when \( x \in \mathbb{R}^N \setminus B_{R_0} \). Then

\[
\lambda_k \int_0^P \int_{B_k \setminus B_{R_0}} |x|^{-s} u_k^* \, dx \, dt = \int_0^P \int_{B_k \setminus B_{R_0}} |x|^{-s} (\hat{\partial_t} + A_t^*) u_k^* \, dx \, dt
\]

\[
= \int_0^P \int_{B_k \setminus B_{R_0}} u_k^* A_t(|x|^{-s}) \, dx \, dt + \int_0^P \int_{\partial B_{R_0}} |x|^{-s} \frac{\partial u_k^*}{\partial \nu} \, d\sigma \, dt - \int_0^P \int_{\partial B_{R_0}} u_k^* \frac{\partial |x|^{-s}}{\partial \nu} \, d\sigma \, dt
\]

\[
+ \int_0^P \int_{\partial B_{R_0}} (b(x, t) \cdot \nu) u_k^* |x|^{-s} \, d\sigma \, dt + \int_0^P \int_{B_k} |x|^{-s} \frac{\partial u_k^*}{\partial \nu} \, d\sigma \, dt;
\]

here \( \nu \) stands for the unit exterior normal, and \( \nu_a \) for the exterior conormal on \( \partial (B_k \setminus B_{R_0}) \). By the standard elliptic estimates the second, third and forth terms on the right-hand side are bounded uniformly in \( k \). Since the integral on the left-hand side is positive and the first and the last integral on the right-hand side are negative, this yields, after taking the limit as \( k \to \infty \),

\[
\int_0^P \int_{\mathbb{R}^N} u^*(1 + |x|)^{-s} \, dx \, dt < +\infty.
\]

Also we have the following pointwise bound for \( \hat{u} \) whose proof is similar to that for \( u \), \( \forall s > 0 \) there is a constant \( C_s \) such that \( \hat{u}(t, x) \leq C_s(1 + |x|)^{-s} \).

In order to complete the proof we choose \( R_0 > 0 \) such that \( c(t, x) - \hat{\lambda} \leq 0 \) when \( |x| \geq R_0 \) consider the function \( \hat{v}_k \) which coincides with \( \hat{u} \) in \( \mathbb{R} \times B_{R_0} \) and is extended to \( \mathbb{R} \times B_k \setminus B_{R_0} \) as the unique \( P \)-periodic in \( t \) solution of the problem

\[
-\hat{\partial_t} \hat{v}_k + A_t \hat{v}_k = \hat{\lambda} \hat{v}_k, \quad t \in \mathbb{R}, \ x \in B_k \setminus B_{R_0}, \ \hat{v}_k = \hat{u} \ 	ext{on} \ \partial B_{R_0}, \ \hat{u}_k = 0 \ 	ext{on} \ \partial B_k.
\]
We get, integrating by parts,
\[
\lambda \int_0^P \int_{B_k} \hat{v}_k \hat{u}_k^* \, dx \, dt = \int_0^P \int_{B_{R_0}} u_k^*(-\partial_t \hat{u} + A_\tau \hat{u}) \, dx \, dt + \int_0^P \int_{B_k \setminus B_{R_0}} u_k^*(-\partial_t \hat{v}_k + A_\tau \hat{v}_k) \, dx \, dt
\]
\[
= \int_0^P \int_{B_k} \hat{v}_k (\partial_t u_k^* + A_\tau^* u_k^*) \, dx \, dt + \int_0^P \int_{\partial B_{R_0}} u_k^* \left[ \frac{\partial \hat{v}_k}{\partial v_a} \right] \, d\sigma \, dt
\]
\[
= \lambda_k \int_0^P \int_{B_k} \hat{v}_k u_k^* \, dx \, dt + \int_0^P \int_{\partial B_{R_0}} u_k^* \left[ \frac{\partial \hat{v}_k}{\partial v_a} \right] \, d\sigma \, dt
\]
where \( \left[ \frac{\partial \hat{v}_k}{\partial v_a} \right] \) denotes the jump of the conormal derivative of \( \hat{v}_k \) through \( \partial B_{R_0} \). Since \( 0 \leq \hat{v}_k \leq \hat{u} \) by the maximum principle, \( \forall s > 0 \) we have \( |\hat{v}_k(t,x)| \leq C_s(1 + |x|)^{-s} \) uniformly in \( k \). Using the maximum principle once more, we see that \( \hat{v}_k \) converges uniformly to \( \hat{u} \) as \( k \to \infty \). Then by standard parabolic estimates \( \left[ \frac{\partial \hat{v}_k}{\partial v_a} \right] \to 0 \) uniformly on \( \mathbb{R} \times \partial B_{R_0} \). Thus passing to the limit \( k \to \infty \) we obtain
\[
\lambda \int_0^P \int_{\mathbb{R}^N} \hat{u} u^* \, dx \, dt = \lambda \int_0^P \int_{\mathbb{R}^N} \hat{u} u^* \, dx \, dt
\]
This contradicts the positiveness of \( \hat{u} \).
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