LOWER SEMICONTINUITY OF MULTIPLE $\mu$-QUASICONVEX INTEGRALS
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Abstract. Lower semicontinuity results are obtained for multiple integrals of the kind $\int_{\mathbb{R}^n} f(x, \nabla \mu u) d\mu$, where $\mu$ is a given positive measure on $\mathbb{R}^n$, and the vector-valued function $u$ belongs to the Sobolev space $H^{1,p}(\mathbb{R}^n, \mathbb{R}^m)$ associated with $\mu$. The proofs are essentially based on blow-up techniques, and a significant role is played therein by the concepts of tangent space and of tangent measures to $\mu$. More precisely, for fully general $\mu$, a notion of quasiconvexity for $f$ along the tangent bundle to $\mu$, turns out to be necessary for lower semicontinuity; the sufficiency of such condition is also shown, when $\mu$ belongs to a suitable class of rectifiable measures.
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1. INTRODUCTION

A large area in the Calculus of Variations deals with the lower semicontinuity of integral functionals whose integrand depends on the gradient of some function $u$. The interest in this feature arises from the so-called direct method [14]. It provides the existence of some minima for the involved functional as soon as it satisfies the assumption of being both lower semicontinuous and coercive with respect to some topology on the space of admissible functions $u$.

If we focus attention on a functional $J$ of the kind

$$J(u) = \int_{\Omega} j(x, \nabla u) \, dx,$$

(1.1)

where $\Omega$ is a bounded open set in $\mathbb{R}^n$, and $j$ is a Carathéodory integrand satisfying standard $p$-growth conditions, the natural definition domain of $J$ is the classic Sobolev space $W^{1,p}(\Omega)$. While in the scalar case the crucial condition for the weak lower semicontinuity of $J$ on $W^{1,p}(\Omega)$ is the convexity of $j$ in its second variable [21,29], it is well-known that, in the elasticity case when $u$ is vector-valued, the appropriate assumption which replaces the usual convexity is the notion of quasiconvexity. It was first introduced by Morrey [28], and many relevant generalizations and refinements have followed. A bibliography, for sure not complete, can be found in [1,3–5, 12,14,17,22,23,25,26], and references therein.

Recently, integral functionals of the form (1.1), where the Lebesgue measure $\mathcal{L}^n$ over $\Omega$ is replaced by a general positive and finite Borel measure $\mu$ on $\mathbb{R}^n$, have been considered in order to model the elastic energy...
of low-dimensional structures such as threads, membranes, or multijunction bodies [9]. In this framework, the integral energy in $d\mu$ is \emph{a priori} defined only for smooth displacements $u$, so that it seems natural to perform its relaxation [13] with respect to the $L^p_T$-topology. Under convexity assumption on $j$, this leads to a new integral functional in $d\mu$, of the form $\mathcal{T}(u) = \int_{\mathbb{R}^n} j_\mu(x, \nabla u) \, d\mu$, where $j_\mu$ is related to $j$ by an inf-convolution formula (so it is still a convex integrand), $\nabla u$ is the $\mu$-tangential gradient of $u$, and the definition domain of $\mathcal{T}$ is a suitable notion of Sobolev space $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$ (possibly being $m > 1$) [9].

One is thus led to a framework which draws an exact parallel with the Lebesgue usual setting, and of course the choice of taking $\mu$ equal to some Hausdorff measure $H^k$ on a $k$-dimensional subset of $\mathbb{R}^n$ is of special interest. In particular, if in the vectorial case $m > 1$ one starts from an integral functional of the kind

$$F(u) = \int_{\mathbb{R}^n} f(x, \nabla u) \, d\mu, \quad u \in H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m),$$

(1.2)

it is natural to ask whether some condition on $f$, corresponding to the usual quasiconvexity, can be shown to be necessary and sufficient for the weak lower semicontinuity of $F$. The aim of this paper is to give an answer to such question. We are also motivated by the fact that, in many variational problems involving low-dimensional structures in $\mathbb{R}^n$, identifying them to measures and working in the framework just sketched above, seems to be a very fruitful approach (we refer to [6, 8, 10, 11] for applications in the fields of shape optimization, optimal control, and homogenization, see also [34]).

A central role in the development of the tangential calculus with respect to $\mu$ is played by the notion of tangent bundle $T_\mu$, which has been introduced in [9], and subsequently studied in [18]. The main result of the present paper states roughly that, if $\mu$ is concentrated over a rectifiable set, the functional defined in (1.2) is weakly lower semicontinuous if and only if the integrand $f(x, \cdot)$ is \emph{quasiconvex along the directions of $T_\mu(x)$} for $\mu$-a.e. $x$ (cf. Def. 3.1).

In fact, the necessity of such condition can be proved for a general measure $\mu$, by a contradiction argument based on the Vitali covering theorem (see Th. 4.1); we also heavily exploit the notion of tangent measures to $\mu$ introduced by Preiss in [31], and its connection with $T_\mu$ established in [18].

The sufficiency is much more delicate, and it is proved only for a class of rectifiable measures, though we do not have a counter-example showing that such class cannot be enlarged. As a key tool, we make use of a rather involved notion of $\mu$-\emph{quasiconvexity by blow-up} for the integrand $f$ (cf. Def. 3.4). In fact, if $\mu$ is a doubling measure satisfying a $p$-Poincaré inequality, like the one investigated in [19], we can prove that the $\mu$-quasiconvexity by blow-up is necessary and sufficient for lower semicontinuity (see Ths. 4.2 and 5.1). In particular, sufficiency is proved adopting the blow-up technique of Fonseca and Müller. So far, for a general measure $\mu$, we can prove only that the $\mu$-quasiconvexity by blow-up entails the $T_\mu$-quasiconvexity (see Prop. 3.5). The converse implication is also true, under the assumption that $\mu$ is a rectifiable varifold with bounded first variation (see Prop. 3.6). Thus, whenever such a $\mu$ satisfies a $p$-Poincaré inequality, the $T_\mu$-quasiconvexity turns out to be a sharp condition for semicontinuity.

Under the suitable growth conditions on $f$, our results can be summed up through the following scheme, where each implication needs the assumptions on $\mu$ placed at the right hand side of the corresponding arrow: in particular, simple arrow means full generality, whereas letters (P), (D) and (R) denote respectively the Poincaré inequality, the doubling condition, and the rectifiability property with bounded first variation.

$$F \text{ weakly lower semicontinuous on } H^{1,p}_\mu \quad \Downarrow \quad (P) \quad \uparrow \quad (P)-(D) \quad \Downarrow \quad \uparrow \quad (P)-(R)
$$

$$f \text{ convex} \quad \Rightarrow \quad (P) \quad f \text{ } \mu\text{-quasiconvex by blow-up} \quad \Rightarrow \quad f \text{ } T_\mu \text{ quasiconvex}
$$

The paper is organized as follows:

Section 2 is a concise summary of the basic notation, definitions, and preliminary results.
In Section 3, we introduce different concepts of quasiconvexity with respect to μ, and we establish some comparison results among them.

The statements and proofs of the main theorems, respectively for what concerns necessary and sufficient conditions for the lower semicontinuity of the functional introduced in (1.2), are contained in Sections 4 and 5.

2. Notation and preliminaries

Throughout the paper, we let μ be a positive Radon measure, compactly supported in \( \mathbb{R}^n \), and we omit the integration domain whenever it coincides with the whole \( \mathbb{R}^n \).

In order to give a rigorous interpretation to the functional \( F \) defined by (1.2), we need the definitions of Sobolev functions with respect to \( \mu \), and of their \( \mu \)-tangential gradient.

We begin by recalling the concept of tangent bundle to \( \mu \) introduced in [9]; at \( \mu \)-a.e. \( x \in \mathbb{R}^n \), it is given by

\[
T_{\mu}(x) := \mu - \text{ess} \bigcup \{ \Phi(x) : \Phi \in L^1(\mathbb{R}^n, \mathbb{R}^n), \ \text{div}(\Phi \mu) \in \mathcal{M} \},
\]

where the divergence operator is intended in the distributional sense, and \( \mathcal{M} \) denotes the set of signed Borel measures with finite total variation on \( \mathbb{R}^n \). By the definition of \( \mu \)-essential union, \( T_{\mu}(x) \) is the manifold characterized by the following two properties (see [33]):

(i) for all \( \Phi \in L^1(\mathbb{R}^n, \mathbb{R}^n) \) with \( \text{div}(\Phi \mu) \in \mathcal{M} \), the inclusion \( \Phi(x) \in T_{\mu}(x) \) holds \( \mu \)-a.e.;

(ii) if \( \Sigma \) is any other \( \mu \)-measurable multifunction, from \( \mathbb{R}^n \) into the closed sets of \( \mathbb{R}^n \), such that the inclusion \( \Phi(x) \in \Sigma(x) \) holds \( \mu \)-a.e. for all fields \( \Phi \in L^1(\mathbb{R}^n, \mathbb{R}^n) \) with \( \text{div}(\Phi \mu) \in \mathcal{M} \), then we have \( T_{\mu}(x) \subseteq \Sigma(x) \) \( \mu \)-a.e.

One can check that, for \( \mu \)-a.e. \( x \in \mathbb{R}^n \), \( T_{\mu}(x) \) individuates a linear subspace of \( \mathbb{R}^n \), whose dimension may depend on \( x \); further, when \( \mu \) is the Hausdorff measure \( H^k \) over a \( k \)-Lipschitz manifold \( S \), \( T_{\mu} \) coincides \( \mu \)-a.e. with the usual tangent space to \( S \).

Throughout the paper, we shall consider measures \( \mu \) such that \( T_{\mu}(x) \) is nonzero for \( \mu \)-a.e. \( x \). Notice in particular that Dirac masses are ruled out of our framework.

For the reader’s ease, we recall below a comparison result, often used in the following, which relates definition (2.1) to the notion of tangent measures to \( \mu \) introduced by Preiss in [31]. Unless otherwise specified, \( B \) will denote the unit ball of \( \mathbb{R}^n \). A measure \( \nu \) on \( B \) is called a tangent measure to \( \mu \) at \( x \) if there exists a sequence of positive real numbers \( \rho_i \), converging to zero, such that the blown-up measures \( \frac{\mu \mathbb{I}_{B_i(x)}}{\rho_i} \) converge weakly* to \( \nu \) on \( B \) as \( i \to +\infty \), where \( \mu_{x, \rho_i}(B) := \mu(x + \rho_i B) \), and \( B_{\rho_i}(x) \) denotes the ball of radius \( \rho_i \) centered at \( x \) (see also Chap. 14 of [27]). Letting \( \text{Tan}(\mu, x) \) be the class of all tangent measures to \( \mu \) at \( x \), the following product decomposition holds, whose proof can be found in [18] (Lem. 2.6).

**Lemma 2.1.** For \( \mu \)-a.e. \( x \in \mathbb{R}^n \), any measure \( \nu \in \text{Tan}(\mu, x) \) is of the form

\[
\left( \frac{1}{\rho_i} \mathbb{I}_{T_{\mu}(x)} \times \sigma \right) \big| B,
\]

where \( k(x) \) is the dimension of \( T_{\mu}(x) \), \( \mathcal{H}^k_{T_{\mu}(x)} \) is the \( k(x) \)-dimensional Hausdorff measure over \( T_{\mu}(x) \), and \( \sigma \) is a measure on the orthogonal complement of \( T_{\mu}(x) \).

For general \( \mu \), the set \( \text{Tan}(\mu, x) \) can be very large [30]. This is not the case when \( \mu \) is a measure that in the sequel will be called \( k \)-rectifiable, namely of the kind \( \theta \mathcal{H}^k L S \), with \( k \) an integer, \( S \) a countably \( k \)-rectifiable subset of \( \mathbb{R}^n \), and \( \theta \) a positive function \( \mathcal{H}^k \)-integrable on \( S \) [16] (3.2.14). Using the varifolds’ language, \( \mu \) is the weight measure of the rectifiable varifold \( V = (S, \theta) \) [32] (Sect. 15). For such a measure \( \mu \), at \( \mu \)-a.e. \( x \) there exists a \( k \)-dimensional subspace \( T_S(x) \) of \( \mathbb{R}^n \), which is said to be the approximate tangent space to \( \mu \) at \( x \), such that, when \( \rho \) tends to zero, the measures \( \frac{1}{\rho^k} \mu_{x, \rho} \) converge weakly star to \( \theta(x) \mathcal{H}^k L T_S(x) \) [32] (Th. 11.6).
It can be proved that in general $T_\mu$ is contained $\mu$-a.e. into $T_S$, see [9] (Lem. 5.2) or [18] (Lem. 2.4). Moreover, we recall below a result proved in [18] (Th. 3.5), stating that $T_\mu$ agrees with the approximate tangent space to $\mu$ for rectifiable measures $\mu$ which are regular enough in terms of their first variation [32] (Sect. 39). We notice that such measures are closely related to those with bounded curvature introduced in [7] (Sect. 2).

**Lemma 2.2.** Let $\mu = \theta H^k_0 \| S$ be the weight measure of a $k$-rectifiable varifold $V = (S, \theta)$, and suppose that the first variation of $V$ is a Radon measure. Then $T_\mu$ coincides $\mu$-a.e. with the approximate tangent space $T_S$.

We turn now attention to the Sobolev space $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$. We let $p$ belong to $(1, +\infty)$, and $\| \cdot \|_{1,p,\mu}$ be the usual $L^p$-norm. Further, we denote by $P_\mu(x)$ the orthogonal projector onto $T_\mu(x)$. The space $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$ is by definition the completion of $\mathcal{D}(\mathbb{R}^n, \mathbb{R}^m)$ with respect to the norm $\| \psi \|_{1,p,\mu} := \| \psi \|_{p,\mu} + \| \nabla_\mu \psi \|_{p,\mu}$, where $\mathcal{D} := C_0^\infty$, and $\nabla_\mu \psi(x)$ is the $P_\mu(x)$-projection (by components) of $\nabla \psi(x)$. (For the sake of precision, we have to remark that $\| \cdot \|_{1,p,\mu}$ is rather a seminorm than a norm on the space $\mathcal{D}$; however, it becomes a norm on the quotient space of $\mathcal{D}$ with respect to equality $\mu$-almost everywhere.)

An equivalent way to define the space $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$ is saying that the linear operator $A : D(A) \subset L^p(\mathbb{R}^n, \mathbb{R}^m) \to L^p(\mathbb{R}^n, \mathbb{R}^{m,n})$ defined by $D(A) = D(\mathcal{D}(\mathbb{R}^n, \mathbb{R}^m))$ and $A\psi = \nabla_\mu \psi$, is closable [9] (Prop. 2.1), and the domain of its unique closed extension $\overline{A}$ is called $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$. So, for any $u \in H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$, it results defined by completion a $\mu$-tangential gradient $\nabla_\mu u \in L^p(\mathbb{R}^n, \mathbb{R}^{m,n})$. We also stress that $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$ is a reflexive Banach space endowed with the norm $\| u \|_{1,p,\mu} := \| u \|_{p,\mu} + \| \nabla_\mu u \|_{p,\mu}$. In such space, the weak convergence is characterized by

$$u \rightharpoonup u \text{ weakly in } H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m) \iff \begin{cases} u_h \rightharpoonup u & \text{weakly in } L^p(\mathbb{R}^n, \mathbb{R}^m), \\ \nabla_\mu u_h \rightharpoonup \nabla_\mu u & \text{weakly in } L^p(\mathbb{R}^n, \mathbb{R}^{m,n}). \end{cases}$$

We can now give a more precise statement of the relaxation result mentioned in the Introduction. We specify it to the case $j(z) = |z|^p$, namely we consider the functional

$$J(u) := \left\{ \begin{array}{ll} \int_{\mathbb{R}^n} |\nabla u|^p \, d\mu & \text{if } u \in D(\mathbb{R}^n, \mathbb{R}^m), \\ +\infty & \text{otherwise.} \end{array} \right.$$  

We recall that the relaxed functional $\overline{J}$ of $J$ with respect to the $L^p_\mu(\mathbb{R}^n, \mathbb{R}^m)$-topology, is obtained by definition as

$$\overline{J}(u) = \inf \left\{ \liminf_{h \to +\infty} J(u_h) : u_h \rightharpoonup u \text{ in } L^p_\mu(\mathbb{R}^n, \mathbb{R}^m) \right\}.$$

Moreover, respectively due to the convexity of $J$ and to the reflexivity of $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$, $\overline{J}$ coincides with the relaxed functional with respect to the weak topology on $L^p_\mu(\mathbb{R}^n, \mathbb{R}^m)$ and on $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$. The explicit expression of $\overline{J}$ is given by [9] (Th. 3.1):

$$\overline{J}(u) = \left\{ \begin{array}{ll} \int_{\mathbb{R}^n} |\nabla_\mu u|^p \, d\mu & \text{if } u \in H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m), \\ +\infty & \text{otherwise.} \end{array} \right. \tag{2.2}$$

We also point out that the relaxation of nonconvex integral functionals in $d\mu$, when $\mu$ is concentrated on a smooth manifold, has been recently studied in [24].
3. $\mu$-QUASICONVEXITY

We begin by formulating the notion of quasiconvexity on a $k$-dimensional subspace $\pi$ of $\mathbb{R}^n$. Let $g$ be a Borel measurable and locally integrable real function on $\mathcal{L}(\pi, \mathbb{R}^m)$, the class of linear mappings from $\pi$ to $\mathbb{R}^m$, and set $\omega_k := \mathcal{H}^k(B \cap \pi)$.

**Definition 3.1.** We say that $g$ is $\pi$-quasiconvex if

$$g(A) \leq \frac{1}{\omega_k} \int_{B \cap \pi} g(A + \nabla \psi(y)) \, d\mathcal{H}^k(y)$$

for every $A \in \mathcal{L}(\pi, \mathbb{R}^m)$ and for every $\psi \in \mathcal{D}(B \cap \pi, \mathbb{R}^m)$.

**Remark 3.2.** As in the usual case $\pi = \mathbb{R}^n$, one can easily verify that, if $m = 1$ or $k = 1$, the $\pi$-quasiconvexity is equivalent to the convexity on $\pi$; moreover, if we assume (3.1), the same inequality holds for any test function $\psi \in W^{1,\infty}_0(\Omega \cap \pi, \mathbb{R}^m)$ whatever domain $\Omega \subseteq \mathbb{R}^n$, i.e.,

$$g(A) \leq \frac{1}{\mathcal{H}^k(\Omega \cap \pi)} \int_{\Omega \cap \pi} g(A + \nabla \psi(y)) \, d\mathcal{H}^k(y)$$

for every $A \in \mathcal{L}(\pi, \mathbb{R}^m)$ and for every $\psi \in W^{1,\infty}_0(\Omega \cap \pi, \mathbb{R}^m)$ (cf. [14], 4.1).

With regard to the functional $F$ defined in (1.2), we have in mind to apply Definition 3.1 to the case $g = f(x, \cdot)$ and $\pi = T_\mu(x)$; at this aim, the next result will be useful in connection with Lemma 2.1.

**Proposition 3.3.** The following conditions are equivalent:

(i) $g$ is $\pi$-quasiconvex;

(ii) $g$ satisfies the inequality

$$g(A) \leq \frac{1}{\omega_k} \int_{B \cap \pi} g(A + \nabla \varphi(y)) \, d\mathcal{H}^k(y)$$

for every $A \in \mathcal{L}(\pi, \mathbb{R}^m)$ and for every $\varphi \in \mathcal{D}(B, \mathbb{R}^m)$, where $\nabla \varphi$ denotes the projection by components of the Jacobian matrix of $\varphi$ on $\pi$;

(iii) for any measure $\nu$ of the kind $(\mathcal{H}^k, \pi) \times \sigma$, with $\sigma$ a nonzero measure on $\pi^\perp$, it holds

$$g(A) \leq \frac{1}{\nu(B)} \int_B g(A + \nabla \varphi(y, z)) \, d\nu(y, z)$$

(3.2)

for every $A \in \mathcal{L}(\pi, \mathbb{R}^m)$ and for every $\varphi \in \mathcal{D}(B, \mathbb{R}^m)$;

(iv) there exists a measure $\nu$ of the kind $(\mathcal{H}^k, \pi) \times \sigma$, with $\sigma$ a nonzero measure on $\pi^\perp$, such that (3.2) holds for every $A \in \mathcal{L}(\pi, \mathbb{R}^m)$ and for every $\varphi \in \mathcal{D}(B, \mathbb{R}^m)$.

**Proof.** (i) $\Rightarrow$ (ii). For every $\varphi \in \mathcal{D}(B, \mathbb{R}^m)$, let $\varphi_{|_B}$ be the restriction of $\varphi$ on $B \cap \pi$. Then $\varphi_{|_B}$ belongs to $\mathcal{D}(B \cap \pi, \mathbb{R}^m)$, and for every $y \in B \cap \pi$ we have $\nabla_\pi \varphi(y) = \nabla \varphi_{|_B}(y)$. So it is enough to take $\psi = \varphi_{|_B}$ in the definition of $\pi$-quasiconvexity.

(ii) $\Rightarrow$ (i). Let $\psi \in \mathcal{D}(\pi, \mathbb{R}^m)$ and for $(y, z) \in \mathbb{R}^n = \pi \times \pi^\perp$ let us denote $\overline{\psi}(y, z)$ the function, not depending on $z$, given by $\psi(y)$. Then $\overline{\psi}$ is regular on $\mathbb{R}^n$, but it has not a compact support, so it cannot be taken as a test
function in \((ii)\). Therefore we consider a cut-off function depending only on the orthogonal component \(z\), that is a smooth function \(\eta\) on \(\pi^+\) such that

\[
\begin{cases}
\eta(z) = 0 & \text{for } z \in \pi^+, \|z\| \geq 1 ,\\
\eta(z) = 1 & \text{for } z \in \pi^+, \|z\| \leq \frac{1}{2} .
\end{cases}
\]

Now if we set \(\varphi(y, z) = \psi(y)\eta(z)\), \(\varphi\) has compact support, and we have

\[
\nabla \varphi(y, z) = (\nabla \psi(y)\eta(z) , \psi(y)\nabla \eta(z)) ,
\]

so that, for every \(y \in (B \cap \pi)\),

\[
\nabla \pi \varphi(y) = \nabla \psi(y)\eta(0) = \nabla \psi(y) .
\]

Thus, taking \(\varphi\) as a test function in \((ii)\), we get that (3.1) is satisfied for the corresponding \(\psi\).

\((ii) \Rightarrow (iii)\). Let \(A \in \mathcal{L}(\pi, \mathbb{R}^m)\), and \(\varphi \in \mathcal{D}(B, \mathbb{R}^m)\). Let \(Q = L \times M\) be a cube containing \(B\), with \(L\) and \(M\) parallel respectively to \(\pi\) and \(\pi^+\). Since, for any fixed \(z \in M\), the function \(y \mapsto \varphi(y, z)\) belongs to \(\mathcal{D}(L, \mathbb{R}^m)\), we have

\[
\mathcal{H}^k(L)g(A) \leq \int_L g(A + \nabla \pi \varphi(y, z)) \, d\mathcal{H}^k(y) .
\]

Integrating the above inequality on \(M\) in \(d\sigma(z)\), applying Fubini’s theorem, and recalling that \(\varphi\) is supported on \(B\), we obtain

\[
\nu(Q)g(A) \leq \int_M \int_L g(A + \nabla \pi \varphi(y, z)) \, d\mathcal{H}^k(y) \, d\sigma(z)
= \int_Q g(A + \nabla \pi \varphi(y, z)) \, d\nu(y, z)
= \int_B g(A + \nabla \pi \varphi(y, z)) \, d\nu(y, z) + \nu(Q \setminus B)g(A) ,
\]

whence (3.2).

\((iii) \Rightarrow (ii)\). It is enough to take the measure \(\sigma\) equal to a Dirac mass concentrated at zero.

\((iii) \Rightarrow (iv)\). It is immediate.

\((iv) \Rightarrow (ii)\). Let \(Q = L \times M\) be a cube contained in \(B\), with \(L\) and \(M\) parallel respectively to \(\pi\) and \(\pi^+\). Since (iv) holds by hypothesis, we deduce

\[
g(A) \leq \frac{1}{\mathcal{H}^k(L)\sigma(M)} \int_L \int_M g(A + \nabla \pi \varphi(y, z)) \, d\mathcal{H}^k(y) \, d\sigma(z)
\]

for every \(A \in \mathcal{L}(\pi, \mathbb{R}^m)\) and for every \(\varphi \in \mathcal{D}(L \times M, \mathbb{R}^m)\).

Arguing as in the proof of the implication \((ii) \Rightarrow (i)\), that is using a cut-off function depending only on the coordinates orthogonal to \(\pi\), we see that the above inequality holds for a larger class of test functions; we mean that it remains true when \(\varphi\) is a regular function supported in \(L' \times \mathbb{R}^{n-k}\), with \(L' \subset \subset L\). Then for every \(\varphi \in \mathcal{D}(L \times M, \mathbb{R}^m)\) and for every \(\epsilon > 0\), if we set \(\varphi_\epsilon(y, z) = \varphi(y, \epsilon z)\), \(\varphi_\epsilon\) is still admissible as a test function. Hence we have

\[
g(A) \leq \frac{1}{\mathcal{H}^k(L)\sigma(M)} \int_L \int_M g(A + \nabla \pi \varphi(y, \epsilon z)) \, d\mathcal{H}^k(y) \, d\sigma(z) .
\]
This implies the existence of a point $z_\epsilon \in M$ such that

$$g(A) \leq \frac{1}{H^k(L)} \int_L g(A + \nabla \varphi(y, \epsilon z_\epsilon)) \, dH^k(y).$$

Finally, passing to the limit for $\epsilon$ tending to zero, we get

$$g(A) \leq \frac{1}{H^k(L)} \int_L g(A + \nabla z \varphi(y, 0)) \, dH^k(y).$$

We turn now attention to the case $\pi = T_\mu(x)$, and $g = f(x, \cdot)$. In general, the condition that $f(x, \cdot)$ is quasiconvex in the classical sense does not ensure that $f(x, \cdot)$ is $T_\mu(x)$-quasiconvex. However, examples of functions $f$ such that $f(x, \cdot)$ is $T_\mu(x)$-quasiconvex for $\mu$-a.e. $x$ can be produced using Proposition 3.3. Indeed, a sufficient condition for $T_\mu$-quasiconvexity, which can be concretely handled, is the quasiconvexity of $f(x, P_\mu(x))$. For instance, consider the measure $\mu$ defined on $\mathbb{R}^3$ by

$$\mu = \mu_1 + \mu_2 = H^1(\{x_1 = x_2 = 0\}) + H^2(\{x_3 = 0\}),$$

and let $f(x, \cdot)$ be given on $L(\mathbb{R}^3, \mathbb{R}^3)$ by

$$f(x, A) = \begin{cases} A_{31}^2 + A_{23}^2 + A_{21}^2 \\ (A_{11}A_{22} - A_{12}A_{21})^2 + (A_{12}A_{23} - A_{13}A_{22})^2 \end{cases} \quad \text{for } \mu_1-\text{a.e. } x \quad \text{for } \mu_2-\text{a.e. } x.$$

Since $f(x, P_\mu(x))$ is polyconvex, it is quasiconvex in the usual sense on $L(\mathbb{R}^3, \mathbb{R}^3)$; then, by applying the implication (iv) $\Rightarrow$ (i) of Proposition 3.3, we deduce that $f(x, \cdot)$ is $T_\mu(x)$-quasiconvex. We now introduce a notion of $\mu$-quasiconvexity by blow up. We assume throughout the remaining of the section that $f$ is a Carathéodory integrand satisfying, for a fixed exponent $p \in (1, +\infty)$, and some constant $C > 0$, a growth condition of the kind $f(x, z) \leq C(1 + |z|^p)$. For any fixed $x \in \mathbb{R}^n$, we consider the class of admissible radius (cf. [5] Def. 2.1),

$$R_x := \{\rho > 0 : \mu(\partial B_\rho(x)) = 0\},$$

and the class of families admissible by blow-up at $x$, defined by

$$F_x := \left\{ \{\varphi_\rho\}_{\rho \in R_x} \subset D(B, \mathbb{R}^m) : \sup_{\rho \in R_x} \frac{1}{\mu(B_\rho(x))} \int_B |\nabla \varphi_\rho|^p \, d\mu^{x, \rho} < +\infty \right\}.$$

**Definition 3.4.** We say that $f(x, \cdot)$ is $\mu$-quasiconvex by blow-up if the inequality

$$f(x, A) \leq \liminf_{R_x \ni \rho \to 0^+} \frac{1}{\mu(B_\rho(x))} \int_B f(x, A + P_\rho(x) \nabla \varphi_\rho) \, d\mu^{x, \rho}$$

holds for any $A \in L(T_\mu(x), \mathbb{R}^m)$ and any admissible family $\{\varphi_\rho\} \subset F_x$ (where $P_\rho(x)$ is the orthogonal projector onto $T_\mu(x)$).

Inequality (3.3) will be shown to be the key for the lower semicontinuity of the functional $F$ in (1.2). Therefore, it is interesting to compare it with the $T_\mu(x)$-quasiconvexity of $f(x, \cdot)$ according to Definition 3.1. We are going to prove that, for any measure $\mu$, the $\mu$-quasiconvexity by blow-up implies the $T_\mu$-quasiconvexity; moreover the two notions agree for suitable rectifiable measures. Establishing whether this is true also for general $\mu$ remains by now a delicate open problem (see also Cor. 4.3).
Proposition 3.5. If $f(x,\cdot)$ is $\mu$-quasiconvex by blow-up for $\mu$-a.e. $x$, then it is $T_\mu(x)$-quasiconvex for $\mu$-a.e. $x$.

Proof. It is not restrictive to deal with a fixed point $x$ where the tangent space $T_\mu(x)$ is well-defined, and where any tangent measure at $\mu$ satisfies the product decomposition of Lemma 2.1. Let us show that, if (3.3) holds, then condition (iv) of Proposition 3.3 is satisfied for some element $\nu_x \in \Tan(\mu, x)$. Indeed, let $A \in \mathcal{L}(T_\mu(x), \mathbb{R}^m)$ and $\varphi \in \mathcal{D}(B, \mathbb{R}^m)$. We notice that $\varphi$ may be taken as an admissible family (independent of $\rho$) in the class $\mathcal{F}_x$. Thus, let us select a sequence of radius $\rho \to 1$.
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By the same argument, denoting by $O(\rho)$ an infinitesimal with $\rho$, possibly varying from line to line, we have

$$
\int_{D_\rho(x)} f(x, A + P_\rho(x) \nabla (\varphi_{\rho}^x \circ g)(y)) \, d\mathcal{H}^k(y) \\
= \int_{D_\rho(x)} f(x, A + P_\rho(x) \nabla \varphi_{\rho}^x(g(y))(1 + O(\rho))) \, d\mathcal{H}^k(y) \\
= \int_{D_\rho(x)} f(x, A + P_\rho(x) \nabla \varphi_{\rho}^x(g(y))) \, d\mathcal{H}^k(y) + o\left(\mu(B_\rho(x))\right) \\
= \int_{S \cap B_\rho(x)} f(x, A + P_\rho(x) \nabla \varphi_{\rho}^x(y)) J P_\rho(x) \, d\mathcal{H}^k(y) + o\left(\mu(B_\rho(x))\right) \\
= \int_{S \cap B_\rho(x)} f(x, A + P_\rho(x) \nabla \varphi_{\rho}^x(y)) (1 + O(\rho)) \, d\mathcal{H}^k(y) + o\left(\mu(B_\rho(x))\right) \\
= \frac{1}{\theta(x)} \int_B f(x, A + P_\rho(x) \nabla \varphi_{\rho}(y)) \, d\mu(y) + o\left(\mu(B_\rho(x))\right), \\
$$

where we used also the Lipschitz regularity of $f(x, \cdot)$, the assumption $\{\varphi_{\rho}\} \subseteq F_x$ together with the $p$-growth of $f$, and the fact that $x$ is a Lebesgue point for $\theta$.

Thus, if we take into account (3.5) and (3.6), passing to the liminf as $\rho \to 0^+$ in (3.4), we infer

$$
f(x, A) \leq \liminf_{\rho \to 0^+} \frac{1}{\theta(x)} \mathcal{H}^k(S \cap B_\rho(x)) \int_B f(x, A + P_\rho(x) \nabla \varphi_{\rho}(y)) \, d\mu(y),
$$

as required. \hfill \square

### 4. Necessary conditions for lower semicontinuity

In this section, we study necessary conditions for the weak lower semicontinuity on $H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$ of the integral functional

$$
F(u) := \int_{\mathbb{R}^n} f(x, \nabla u) \, d\mu, \quad u \in H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m),
$$

where the real function $f = f(x, z)$ is assumed to satisfy on $\mathbb{R}^n \times \mathbb{R}^m$ the following conditions:

- $f$ is $\mu$-measurable in $x$ and Lipschitz in $z$; \hfill (4.2)
- $f(x, z) \leq C(1 + |z|^p)$ for some $C > 0$; \hfill (4.3)
- $|f(x, z) - f(y, z)| \leq \eta(|y - x|)(1 + |z|^p)$ for some function $\eta$ on $\mathbb{R}^+$ continuous at 0. \hfill (4.4)

We recall that we always make the assumption $p \in (1, +\infty)$. Moreover, we set for brevity $H^{1,p}_\mu := H^{1,p}_\mu(\mathbb{R}^n, \mathbb{R}^m)$, and for any positive $\rho$ we let as above $\psi^{x, \rho}(y) := \rho \psi \left(\frac{x - z}{\rho}\right)$. 
Theorem 4.1. If the functional $F$ is weakly l.s.c. on $H^1 \mu$, then $f(x, \cdot)$ is $T_\mu(x)$-quasiconvex for $\mu$-a.e. $x$.

Proof. We proceed by contradiction, supposing that the $T_\mu(x)$-quasiconvexity is violated almost everywhere on a set $E$ of positive measure $\mu$. We can assume, without loss of generality, that every $x$ in $E$ is a Lebesgue point for the projector $P_\mu$ and that, for every $x \in E$, $\mu$ admits a nonzero measure $\nu_x \in \Tan(\mu, x)$ of product type; indeed each of these conditions is satisfied up to a $\mu$-negligible set.

Let $D$ be a dense subset of $L(\mathbb{R}^n, \mathbb{R}^m)$. For $\mu$-a.e. $x \in E$, there exist $A_x \in D$, $\varphi_x \in D(B, \mathbb{R}^m)$ and $k_x \in \mathbb{N}$ such that

$$ f(x, P_\mu(x) A_x) \geq \liminf_{\mu(B_p(x)) \to 0^+} \frac{1}{\mu(B_p(x))} \int_{B_p(x)} f(x, P_\mu(x)[A_x + \nabla \varphi_x]) \, d\mu \geq \frac{1}{k_x}, \quad (4.5) $$

Indeed, if we could find a subset $E'$ of $E$ with $\mu(E') > 0$ where the opposite inequality holds for any $A \in D$, $k \in \mathbb{N}$ and $\varphi \in D(B, \mathbb{R}^m)$, letting $k$ tend to $+\infty$, using the density of $D$ in $L(\mathbb{R}^n, \mathbb{R}^m)$, and arguing as in the proof of Proposition 3.5, we would obtain that $f(x, \cdot)$ is $T_\mu(x)$-quasiconvex on $E'$. Moreover, since the matrix $A_x$ and the integer $k_x$ in (4.5) vary in countable sets, possibly replacing $E$ by a smaller set we can suppose that they do not depend on $x$. We denote by $\{\rho_i\} \subset \mathcal{R}_x$ a sequence of radius tending to zero which achieves the liminf at the right hand side of (4.5), namely

$$ \liminf_{\mathcal{R}_x \ni \rho \to 0^+} \frac{1}{\mu(B_p(x))} \int_{B_p(x)} f(x, P_\mu(x)[A + \nabla \varphi_x]) \, d\mu \geq \lim_{i \to +\infty} \frac{1}{\mu(B_p(x))} \int_{B_p(x)} f(x, P_\mu(x)[A + \nabla \varphi_x^{\rho_i}]) \, d\mu. $$

Since $f$ is Lipschitz in the second variable, and $x$ is a Lebesgue point for $P_\mu$, we have

$$ \int_{B_{\rho_i}(x)} f(x, P_\mu(x)[A + \nabla \varphi_x^{\rho_i}]) \, d\mu - \int_{B_{\rho_i}(x)} f(x, P_\mu(y)[A + \nabla \varphi_y^{\rho_i}]) \, d\mu \leq \text{Lip}(f(x, \cdot)) \int_{B_{\rho_i}(x)} \left[ |P_\mu(x) - P_\mu(y)| [A + \nabla \varphi_y^{\rho_i}] \right] \, d\mu $$

on the other hand, by (4.4) we obtain

$$ \int_{B_{\rho_i}(x)} f(x, P_\mu(y)[A + \nabla \varphi_y^{\rho_i}]) \, d\mu - \int_{B_{\rho_i}(x)} f(y, P_\mu(y)[A + \nabla \varphi_y^{\rho_i}]) \, d\mu \leq \int_{B_{\rho_i}(x)} \eta(|y - x|) \left( 1 + |A + \nabla \varphi_y^{\rho_i}|^p \right) \, d\mu $$

and, similarly,

$$ \mu(B_{\rho_i}(x)) f(x, P_\mu(x) A) - \int_{B_{\rho_i}(x)} f(y, P_\mu(y) A) \, d\mu \leq \text{Lip}(f(x, \cdot)) \int_{B_{\rho_i}(x)} |P_\mu(y) - P_\mu(x)| |A| \, d\mu + \int_{B_{\rho_i}(x)} \eta(|y - x|) (1 + |A|^p) \, d\mu = o(\mu(B_{\rho_i}(x))). $$
Thus we infer from (4.5)
\[
\lim_{i \to +\infty} \frac{1}{\mu(B_{\rho_i}(x))} \int_{B_{\rho_i}(x)} f(y, P_{\mu}(y)A) \, \mathrm{d}\mu \geq \lim_{i \to +\infty} \frac{1}{\mu(B_{\rho_i}(x))} \int_{B_{\rho_i}(x)} f(y, P_{\mu}(y)[A + \nabla \varphi_x^{\mathcal{m}_i}]) \, \mathrm{d}\mu + \frac{1}{k}.
\]
In particular we have, for \( i \) sufficiently large,
\[
\int_{B_{\rho_i}(x)} f(y, P_{\mu}(y)A) \, \mathrm{d}\mu \geq \int_{B_{\rho_i}(x)} f(y, P_{\mu}(y)[A + \nabla \varphi_x^{\mathcal{m}_i}]) \, \mathrm{d}\mu + \frac{\mu(B_{\rho_i}(x))}{2k}. \tag{4.6}
\]
Since \( \partial B_{\rho_i}(x) \) is \( \mu \)-negligible, the same inequality holds as well if we replace the balls \( B_{\rho_i}(x) \) by their closures \( \overline{B}_{\rho_i}(x) \). Therefore, using the Vitali covering theorem, for every \( n \in \mathbb{N} \) we can cover \( E \) (up to a \( \mu \)-negligible set) by a countable family of disjoint closed balls \( B_j := \overline{B}_{\rho_j}(x_j) \), with \( \rho_j \leq \frac{1}{n} \), such that (4.6) holds. We may assume in addition that
\[
\rho_j \leq \frac{1}{n\|\varphi_{x_j}\|_{L^\infty(B)}}, \quad \mu(B_j) \leq \frac{1}{j^2\|\nabla \varphi_{x_j}\|_{L^\infty(B)}} \tag{4.7}
\]
(the latter condition being satisfied for \( \rho_j \) small enough, since the assumption \( T_{\mu}(x) \neq \{0\} \) \( \mu \)-a.e. implies that \( \mu \) is atomless).

Consider then the sequence of functions
\[
u_n(y) = \begin{cases} Ay + \varphi_{x_j,\rho_j}^{\mathcal{m}_j}(y) & \text{if } y \in B_j, \\ Ay & \text{otherwise}, \end{cases}
\]
and set \( u(y) = Ay \). By (4.7), \( u_n \) converge weakly to \( u \) in \( H^1_{\mu,p} \), as
\[
\|u_n - u\|_{L^p}^p = \sum_j \|\varphi_{x_j,\rho_j}^{\mathcal{m}_j}\|_{L^p(B_j)}^p \leq \sum_j \int_{B_j} \rho_j^p \left| \varphi_{x_j} \left( \frac{y - x_j}{\rho_j} \right) \right|^p \, \mathrm{d}\mu = \sum_j \mu(B_j) \rho_j^p \|\varphi_{x_j}\|_{L^p(B)}^p \leq \frac{1}{n^p} \mu(E),
\]
and
\[
\|\nabla \mu u_n\|_{L^p}^p = \sum_j \|\nabla \varphi_{x_j,\rho_j}^{\mathcal{m}_j}\|_{L^p(B_j)}^p = \sum_j \int_{B_j} \left\| \nabla \varphi_{x_j} \left( \frac{y - x_j}{\rho_j} \right) \right\|^p \, \mathrm{d}\mu \leq \sum_j \mu(B_j) \left\| \nabla \varphi_{x_j}\right\|^p_{L^p(B)} \leq \sum_j \frac{1}{j^2}.
\]
Now, summing over the index \( j \) the inequalities (4.6) on \( B_j \), we get
\[
F(u) \geq F(u_n) + \frac{\mu(E)}{2k} > F(u_n);
\]
in particular, passing to the liminf as \( n \to +\infty \), this contradicts the lower semicontinuity of \( F \).

In order to prove that the \( \mu \)-quasiconvexity by blow-up of \( f \) is also necessary for lower semicontinuity, we are led to require a Poincaré-type inequality for \( \mu \). Similarly as in [19] (Sect. 2), we say that \( \mu \) enjoys the \( p \)-Poincaré
inequality if there exist some constants $M > 0$ and $\sigma \geq 1$ such that, for $\mu$-a.e. point $x$, it holds
\[
\int_{B_{\rho}(x)} |\varphi - \overline{\varphi}|^p \, d\mu \leq M \rho^p \int_{B_{\rho}(x)} |\nabla_\mu \varphi|^p \, d\mu \quad \forall \rho > 0, \; \forall \varphi \in H^{1,p}_\mu 
\] (4.8)
where $\overline{\varphi} := \int_{B_{\rho}(x)} \varphi \, d\mu$.

**Theorem 4.2.** Let $\mu$ satisfy the $p$-Poincaré inequality. If the functional $F$ is weakly l.s.c. on $H^{1,p}_\mu$, then $f(x,\cdot)$ is $\mu$-quasiconvex by blow-up for $\mu$-a.e. $x$.

**Proof.** We argue by contradiction, assuming that the $\mu$-quasiconvexity by blow-up of $f$ is violated on a subset $E \subset \mathbb{R}^n$ of positive measure $\mu$. Similarly as in the proof of Theorem 4.1, we find that there exist $A \in \mathcal{L}(\mathbb{R}^n, \mathbb{R}^m)$ and $k \in \mathbb{N}$ such that, for $\mu$-a.e. $x \in E$, the inequality
\[
f(x, P_\mu(x)A) \geq \lim\inf_{\rho \to 0^+} \frac{1}{\mu(B_\rho(x))} \int_B f(x, P_\mu(x)[A + \nabla_\mu \varphi_{x,\rho}]) \, d\mu^{x,\rho} + \frac{1}{k}
\]
holds for some admissible family $\{\varphi_{x,\rho}\} \subset \mathcal{F}_x$. We stress that now such family a priori do depends on $\rho$, differently from what happened in (4.5). Possibly replacing $E$ with a smaller set, we may assume that (4.8) holds at every $x \in E$, and we may also find an integer $h$ such that
\[
\sup_{\rho \in \mathcal{R}_x} \frac{1}{\mu(B_\rho(x))} \int_B |\nabla \varphi_{x,\rho}|^p \, d\mu^{x,\rho} < h \quad \forall x \in E. \tag{4.9}
\]
Then, following the same line of proof of Theorem 4.1, we obtain that, for a suitable sequence of radius $\{\rho_i\} \subset \mathcal{R}_x$, definitively in $i$ it holds
\[
\int_{B_{\rho_i}(x)} f(y, P_\mu(y)A) \, d\mu \geq \int_{B_{\rho_i}(x)} f(y, P_\mu(y)[A + \nabla_\mu \varphi_{x,\rho_i}]) \, d\mu + \frac{\mu(B_{\rho_i}(x))}{2k} \tag{4.10}
\]
(here the subscript $x,\rho_i$ and the superscript $x,\rho_i$ denote respectively the dependence of $\varphi$ on the point $x$ and on the radius $\rho_i$, and the blow-up at $x$ of factor $\rho_i$, namely $\varphi_{x,\rho_i}^x(y) = \rho_i \varphi_{x,\rho_i}(\frac{y-x}{\rho_i})$).

For every $i \in \mathbb{N}$, consider a countable covering of $\mu$-almost all $E$ made of disjoint closed balls $B_j := B_{\rho_j}(x_j)$ of radius $\rho_j < \frac{1}{i}$ such that (4.10) holds. Let us consider the sequence of functions
\[
u_n(y) = \begin{cases} Ay + \varphi_{x_j,\rho_j}^y(y) - \overline{\varphi}_j & \text{if } y \in B_j, \\ Ay & \text{otherwise,} \end{cases}
\]
where $\overline{\varphi}_j := \int_{B_j} \varphi_{x_j,\rho_j}^y(y) \, d\mu(y)$.

We claim that $\{\nu_n\}$ converges weakly to $u(y) = Ay$ in $H^{1,p}_\mu$. Indeed, by (4.9), we have
\[
\|\nabla \nu_n\|_{L^p_\mu}^p = \sum_j \|\nabla_\mu \varphi_{x_j,\rho_j}^y\|_{L^p_\mu(B_j)}^p = \sum_j \int_{B_j} \left|\nabla_\mu \varphi_{x_j,\rho_j} \left[\frac{y-x_j}{\rho_j}\right] \right|^p \, d\mu \leq \sum_j \int_B \left|\nabla_\mu \varphi_{x_j,\rho_j}\right|^p \, d\mu^{x_j,\rho_j} \leq h \mu(E).
\]
Moreover, via the p-Poincaré inequality for µ, we have

\[ \|u_n - u\|^p_{L^p(B_j)} = \sum_j \|\varphi_{x_j, \rho_j} - \varphi\|^p_{L^p(B_j)} \leq M \sum_j \rho_j^p \|\nabla \mu \varphi_{x_j, \rho_j}\|^p_{L^p(\sigma B_j)} \]

\[ = M \sum_j \rho_j^p \int_{\sigma B_j} |\nabla \mu \varphi_{x_j, \rho_j} \left( \frac{y - x_j}{\rho_j} \right)|^p \, d\mu = M \sum_j \rho_j^p \int_B |\nabla \mu \varphi_{x_j, \rho_j}|^p \, d\mu_{x_j, \rho_j} \]

\[ = M \sum_j \rho_j^p \left( \int_B |\nabla \mu \varphi_{x_j, \rho_j}|^p \, d\mu_{x_j, \rho_j} \right) \leq \frac{M h \mu(E)}{n^p}. \]

Therefore, summing over the index j the inequalities (4.10) on B_j, leads to contradict the lower semicontinuity of F. \( \square \)

**Corollary 4.3.** Let µ satisfy the p-Poincaré inequality. If \( f(x, \cdot) \) is convex for µ-a.e. x, then it is µ-quasiconvex by blow-up for µ-a.e. x. In particular, in the scalar case \( m = 1 \), the µ-quasiconvexity by blow-up of \( f(x, \cdot) \) µ-a.e. is equivalent to its \( T_\mu \)-quasiconvexity µ-a.e.

**Proof.** If \( f(x, \cdot) \) is convex for µ-a.e. x, also the function \( \tilde{f}(x, z) := f(x, P_\mu(x)z) \) is convex in the variable \( z \) for µ-a.e. x. Applying the relaxation result proved in [9] (Th. 3.1), since \( \{ f(x, z + \xi) : \ker \xi \supset T_\mu(x) \} = \tilde{f}(x, z) \), we obtain the lower semicontinuity of the functional \( \tilde{F}(u) = \int \tilde{f}(x, \nabla \mu u) \, d\mu \). As \( \tilde{F} \equiv F \), by Theorem 4.2 \( f(x, \cdot) \) turns out to be µ-quasiconvex by blow-up for µ-a.e. x. The second part of the statement follows straightforward, taking into account Remark 3.2. \( \square \)

## 5. Sufficient Conditions for Lower Semicontinuity

We are going to investigate sufficiency conditions for the lower semicontinuity of the functional \( F \) defined by (4.1). We still assume that the integrand \( f \) suits assumptions (4.2–4.4); in addition, we suppose from now on that it satisfies a growth condition from below of the kind

\[ f(x, z) \geq -c(1 + |z|^q), \tag{5.1} \]

for some positive constant \( c \), and some exponent \( q \in [1, p) \).

We say that \( \mu \) enjoys the *doubling property* if there exists a positive constant \( D \) such that, for µ-a.e. \( x \), it holds

\[ \mu(B_{2\rho}(x)) \leq D \mu(B_{\rho}(x)) \quad \forall \rho > 0. \tag{5.2} \]

The main results of this section are the following:

**Theorem 5.1.** Let \( \mu \) satisfy the p-Poincaré inequality and the doubling condition. If \( f(x, \cdot) \) is \( \mu \)-quasiconvex by blow-up for µ-a.e. x, then the functional \( F \) is weakly l.s.c. on \( H^1_{\mu} \).

**Theorem 5.2.** Let \( \mu \) be the weight measure of a k-rectifiable varifold with bounded first variation, and assume that \( \mu \) satisfies the p-Poincaré inequality. If \( f(x, \cdot) \) is \( T_\mu(x) \)-quasiconvex at µ-a.e x, then the functional \( F \) is weakly l.s.c. on \( H^1_{\mu} \).

We observe that Theorem 5.2 is an immediate consequence of Theorem 5.1 and Proposition 3.6 (indeed, the doubling property is enjoyed by any measure \( \mu \) as in the assumptions of Th. 5.2). Before proving Theorem 5.1, we state two preliminary lemmas.
Lemma 5.3. Let $\{u_h\}$ be a bounded sequence in $H^1_{\mu,p}$. For any ball $B$ centered at a point $x$ where both (4.8) and (5.2) hold, we can extract a subsequence which converges strongly in $L^p_{\mu}(B)$.

Proof. It is an immediate consequence of Theorem 8.3 in [19] (cf. also [20]).

Lemma 5.4. Let $u \in H^1_{\mu,p}$, let $x$ be a Lebesgue point for $\nabla_{\mu}u$ and $P_\mu$ where both (4.8) and (5.2) hold, and let $\{\rho_i\}$ be a sequence of radius tending to zero. Setting

$$w_i(y) := \frac{u(x + \rho_i y) - \nabla_{\mu}u(x)\rho_i y - a_i}{\rho_i}, \quad a_i := \int_{B_{\rho_i}(x)} [u(y) - \nabla_{\mu}u(x)(y - x)] \, d\mu(y), \quad (5.3)$$

we have

$$\int_B |w_i|^p \, d\mu^{x,\rho_i} = o(\mu(B_{\rho_i}(x))) .$$

Proof. Using in the order (4.8), that $x$ is a Lebesgue point for $\nabla_{\mu}u$ and $P_\mu$, and (5.2), we infer

\[
\begin{align*}
&\lim \frac{1}{\mu(B_{\rho_i}(x))} \int_B |w_i|^p \, d\mu^{x,\rho_i} \\
&\leq \lim \frac{M}{\mu(B_{\rho_i}(x))} \int_{B_{\rho_i}(x)} |\nabla_{\mu}u(y) - P_\mu(y)\nabla_{\mu}u(x)|^p \, d\mu(y) \\
&\leq \lim M^{2p-1} \sup \frac{\mu(B_{\rho_i}(x))}{\mu(B_{\rho_i}(x))} \lim \frac{1}{\mu(B_{\sigma\rho_i}(x))} \int_{B_{\sigma\rho_i}(x)} |\nabla_{\mu}u(y) - \nabla_{\mu}u(x)|^p + |(P_\mu(y) - P_\mu(x))\nabla_{\mu}u(x)|^p d\mu(y) \leq M^{2p-1} \sup \frac{\mu(B_{\sigma\rho_i}(x))}{\mu(B_{\rho_i}(x))} \int_{B_{\sigma\rho_i}(x)} |(P_\mu(y) - P_\mu(x))\nabla_{\mu}u(x)|^p d\mu(y) = 0. \quad \Box
\end{align*}
\]

We are now in a position to give the proof of Theorem 5.1. For convenience, it will be divided into several steps.

Proof of Theorem 5.1.

Step 1: reduction to nonnegative $f$.

We claim that, due to the growth condition (5.1), it is not restrictive to assume that $f$ is nonnegative. Indeed, suppose the statement true when $f$ is nonnegative (hence when $\inf f > -\infty$), and let $u_h \to u$ in $H^1_{\mu,p}$. Letting, for any $k \in \mathbb{Z}^+$, $F_k$ be the functional defined in (4.1) where $f$ is replaced by $f_k := \max\{f, k\}$, we have:

$$F(u) \leq F_k(u) \leq \liminf_{h \to +\infty} F_k(u_h) .$$

Passing to the limit as $k \to -\infty$, we get the required lower semicontinuity inequality for $F$ provided $F_k(u_h)$ converge to $F(u_h)$ as $k \to -\infty$ uniformly in $h$. Actually, setting $A_{h,k} := \{x : f(x, \nabla_{\mu}u_h(x)) \leq k\}$ it holds:

$$|F_k(u_h) - F(u_h)| \leq \int |f_k - f|(x, \nabla_{\mu}u_h) \, d\mu = \int_{A_{h,k}} k - f(x, \nabla_{\mu}u_h) \, d\mu \leq c \int_{A_{h,k}} (1 + |\nabla_{\mu}u_h|^q) \, d\mu$$

$$\leq c\mu(A_{h,k}) + c \left(\int |\nabla_{\mu}u_h|^p \, d\mu\right)^{\frac{q}{p}} \mu(A_{h,k})^{\frac{1}{p}} .$$
Since \( \{u_h\} \) is bounded in \( H^{1,p}_h \), it is enough to check that \( \lim_{h \to +\infty} \mu(A_{h,k}) = 0 \) uniformly in \( h \). We have indeed

\[
\mu(A_{h,k}) \leq \frac{1}{k} \int_{A_{h,k}} f(x, \nabla u_h) \, d\mu \leq -\frac{c}{k} \int_{A_{h,k}} (1 + |\nabla u_h|^p) \, d\mu \\
\leq -\frac{c}{k} \left[ \mu(A_{h,k}) + \int |\nabla u_h|^p \, d\mu \right] \frac{\mu(A_{h,k})}{\mu(A_{h,k}) + \Lambda \mu(A_{h,k})} \\
\leq -\frac{c}{k} \left[ \mu(A_{h,k}) + \Lambda \mu(A_{h,k}) \frac{\mu(A_{h,k})}{\mu(A_{h,k}) + \Lambda \mu(A_{h,k})} \right]
\]

(here and in the following, \( \Lambda \) denotes a generic positive constant). Since we can assume that \( \mu(A_{h,k}) > 0 \), we can divide by \( \mu(A_{h,k}) \) and we obtain

\[
1 \leq -\frac{c}{k} \left[ 1 + \Lambda \mu(A_{h,k})^{-\frac{1}{p}} \right],
\]

therefore

\[
\mu(A_{h,k}) \leq \left[ -\frac{c\Lambda}{k + c} \right]^{\frac{1}{p}},
\]

which entails \( \lim_{k \to +\infty} \mu(A_{h,k}) = 0 \) uniformly in \( h \).

**Step 2: reduction to smooth sequences.**

We claim that it is enough to prove the inequality \( F(u) \leq \liminf_{h} F(u_h) \) when the functions \( \{u_h\} \) (weakly converging to \( u \) in \( H^{1,p}_\mu \)) belong to \( D(\mathbb{R}^n, \mathbb{R}^m) \), and satisfy the boundedness estimate \( \sup \int |\nabla u_h|^p \, d\mu < +\infty \).

Indeed, let us show that, for any sequence \( \{u_h\} \subset H^{1,p}_\mu \) weakly converging to \( u \), with \( \liminf_{h} F(u_h) < +\infty \), we can find another sequence \( \{\tilde{u}_h\} \subset D(\mathbb{R}^n, \mathbb{R}^m) \), still weakly converging to \( u \), such that \( \liminf_{h} F(u_h) = \liminf_{h} F(\tilde{u}_h) \) and \( \sup \int |\nabla \tilde{u}_h|^p \, d\mu < +\infty \). For any fixed \( h \), let \( \{u_{h,k}\}_k \subset D(\mathbb{R}^n, \mathbb{R}^m) \) be a sequence converging (strongly) to \( u_h \) in \( H^{1,p}_\mu \) and such that \( \lim \int |\nabla u_{h,k}|^p \, d\mu = \int |\nabla u_h|^p \, d\mu \); such a sequence exists by (2.2). Then \( \{F(u_{h,k})\} \) converges to \( F(u_h) \) as \( k \to +\infty \) (to see that, it is enough to notice that the functional \( u \mapsto F(u) = \liminf_{k} F(u_{h,k}) \) is strongly continuous on \( H^{1,p}_\mu \) and to apply Fatou’s lemma separately to the sequences \( \{f(x, \nabla u_{h,k}) \, d\mu \} \) and \( \{C(1 + |\nabla u_{h,k}|^p) - f(x, \nabla u_{h,k}) \} \). So, for any \( h \), we can find an index \( k(h) \) such that

\[
\|u_{h,k(h)} - u_h\|_{1,p,\mu} \leq \frac{1}{h}, \quad |F(u_{h,k(h)}) - F(u_h)| \leq \frac{1}{h}, \quad \int |\nabla u_{h,k(h)}|^p \, d\mu - \int |\nabla u_h|^p \, d\mu \leq \frac{1}{h}
\]

Then our claim holds taking \( \tilde{u}_h = u_{h,k(h)} \).

Summing up, we may assume that \( f \geq 0 \), and that \( \{u_h\} \subset D(\mathbb{R}^n, \mathbb{R}^m) \) converge weakly to \( u \) in \( H^{1,p}_\mu \), with \( \liminf_{h} F(u_h) = \lim_{h} F(u_h) < +\infty \), and sup \( \int |\nabla u_h|^p \, d\mu < +\infty \).

**Step 3: localization.**

Up to subsequences, the measures \( \lambda_h := f(y, \nabla u_h(y)) \, d\mu(y) \) converge weakly to some positive measure \( \lambda \). By the Radon–Nikodym theorem, we can decompose \( \lambda \) as \( \lambda = \lambda_u + \lambda_s \), with \( \lambda_u \) and \( \lambda_s \) respectively absolutely continuous and singular with respect to \( \mu \). Then the required inequality \( F(u) \leq \lim_{h} F(u_h) \) will follow from the lower semicontinuity of the total variation with respect to the weak (star) convergence of measures, if we prove that \( \lambda_u \geq f(y, \nabla u(y)) \, d\mu(y) \). The Besicovitch derivation theorem ensures that such inequality is satisfied.
provided
\[
\lim_{\rho \to 0} \frac{\lambda(B_\rho(x))}{\int_{B_\rho(x)} f(y, \nabla u(y)) \, d\mu(y)} \geq 1 \quad \text{for } \mu\text{-a.e. } x \tag{5.4}
\]
(the limit at the left hand side existing finite for \(\mu\text{-a.e. } x \) [15, 1.6].

Thus, the remaining of the proof will be devoted to show the inequality (5.4). It is not restrictive to do that at a given point \(x\) where some properties which are satisfied \(\mu\text{-a.e.}\) hold. More precisely, we fix a point \(x\) such that

- \(T_\mu(x) \neq \{0\}\);
- (4.8) and (5.2) hold at \(x\);
- \(f(x, \cdot)\) is \(\mu\text{-quasiconvex by blow-up;}
- the limit at the left hand side of (5.4) exists and it is finite;
- \(x\) is a Lebesgue point for both \(P_\mu\) and \(\nabla_\mu u;\)
- letting \(\sigma := |\nabla_\mu u(y)|^p \, d\mu(y)\), then \(D_\mu \sigma(x) := \lim_{\rho \to 0} \frac{\sigma(B_\rho(x))}{\mu(B_\rho(x))}\) exists and it is finite;
- if \(\tau\) is (possibly passing to a subsequence) the weak limit of the measures \(\tau_h := |\nabla u_h(y)|^p \, d\mu(y)\), then
  \[
  D_\mu \tau := \lim_{\rho \to 0} \frac{\tau(B_\rho(x))}{\mu(B_\rho(x))}\]
  exists and it is finite.

**Step 4: blow-up.**

For \(x\) chosen as above, we can now select a sequence of radius \(\{\rho_i\} \subset \mathcal{R}_x\) tending to zero such that the blow-up measures \(\mu_{\rho_i} := \frac{\mu(B_{\rho_i}(x))}{\mu(B_{\rho_i}(x))}\) converge weakly to some (nonzero) element \(\nu \in \text{Tan}(\mu, x)\). We then choose \(R \in (0, 1)\) such that \(\nu(\partial B_R(x)) = 0\), and, setting \(t_i := R\rho_i,\)

\[\lambda(\partial B_{t_i}(x)) = \mu(\partial B_{t_i}(x)) = \tau(\partial B_{t_i}(x)) = 0 \quad \forall i.\]

We are done if we show that
\[
\lim_{i} \frac{\lambda(B_{t_i}(x))}{\int_{B_{t_i}(x)} f(y, \nabla_\mu u(y)) \, d\mu(y)} \geq 1. \tag{5.5}
\]
Since \(\lambda(\partial B_{t_i}(x)) = \mu(\partial B_{t_i}(x)) = 0\), by the weak convergence of \(\lambda_h\) to \(\lambda\) it holds
\[
\lambda(B_{t_i}(x)) = \lambda(B_{t_i}(x)) \geq \limsup_h \lambda_h(B_{t_i}(x)) = \limsup_h \lambda_h(B_{t_i}(x)).
\]

Then, to get (5.5), it is sufficient to prove that
\[
\limsup_i \limsup_h \frac{\int_{B_{t_i}(x)} f(y, \nabla_\mu u_h(y)) \, d\mu(y)}{\int_{B_{t_i}(x)} f(y, \nabla_\mu u(y)) \, d\mu(y)} \geq 1. \tag{5.6}
\]
We observe that the latter two conditions imposed on \(x\) in Step 3 imply respectively the existence of some positive constant \(\Lambda\) such that, for \(i\) large enough and \(h \geq h(i)\),

\[
\int_{B_{t_i}(x)} |\nabla_\mu u|^p \, d\mu \leq \Lambda \mu(B_{t_i}(x)) \quad \text{and} \quad \int_{B_{t_i}(x)} |\nabla u_h|^p \, d\mu \leq \Lambda \mu(B_{t_i}(x)). \tag{5.7}
\]
Indeed, the former inequality is immediate. For the latter, it holds if \( \overline{h}(i) \) is chosen in order that, for some \( \omega_i = o(\mu(B_t_i(x))) \),

\[
\tau_h(B_t_i(x)) \leq \tau(B_t_i(x)) + \omega_i \quad \forall h \geq \overline{h}(i) ;
\]
such choice of \( \overline{h}(i) \) is made possible by the assumption that \( \partial B_t_i(x) \) are \( \tau \) and \( \tau \)-negligible, which gives \( \tau(B_t_i(x)) \geq \limsup \tau_h(B_t_i(x)) \).

Possibly taking \( \overline{h}(i) \) larger, by Lemma 5.3, we may also assume that, letting \( \omega_i \) as above and \( a_i \) as in (5.3), for \( h \geq \overline{h}(i) \) it holds

\[
\int_{B_{ti}(x)} \frac{|u_h(y) - a_i - \nabla \mu u(x)(y-x)|^p}{\rho_i^p} \, d\mu(y) \leq \omega_i + \int_{B_{ti}(x)} \frac{|u(y) - a_i - \nabla \mu u(x)(y-x)|^p}{\rho_i^p} \, d\mu(y) .
\] (5.8)

Setting for brevity \( u_i := u_{\overline{h}(i)} \), we shall have (5.6) if we prove that

\[
\limsup_i \int_{B_{ti}(x)} f(y, \nabla \mu u_i(y)) \, d\mu(y) \geq 1 .
\] (5.9)

**Step 5: freezing the variable in \( f(\cdot, z) \) and \( P_\mu(\cdot) \).**

Using the Lipschitz assumption on \( f \), that \( x \) is a Lebesgue point \( \nabla \mu u \), (4.4), and (5.7), we get

\[
\int_{B_{ti}(x)} \left[ f(y, \nabla \mu u(y)) - f(x, \nabla \mu u(x)) \right] \, d\mu(y)
\leq \text{Lip}(f(x, \cdot)) \int_{B_{ti}(x)} |\nabla \mu u(y) - \nabla \mu u(x)| \, d\mu(y)
\]

\[
+ \int_{B_{ti}(x)} \eta(|y - x|)(1 + |\nabla \mu u|^p) \, d\mu(y) = o(\mu(B_t_i(x))) ;
\]
similarly, by (4.4) and (5.7),

\[
\int_{B_{ti}(x)} f(y, \nabla \mu u_i(y)) \, d\mu(y) - \int_{B_{ti}(x)} f(x, \nabla \mu u_i(x)) \, d\mu(y)
\leq \int_{B_{ti}(x)} \eta(|y - x|)(1 + |\nabla \mu u_i(y)|^p) \, d\mu(y) = o(\mu(B_t_i(x))) ;
\]

finally, using the Lipschitz assumption on \( f \), that \( x \) is a Lebesgue point for \( P_\mu \) and again (5.7),

\[
\int_{B_{ti}(x)} f(x, \nabla \mu u_i(y)) \, d\mu(y) - \int_{B_{ti}(x)} f(x, P_\mu(x) \nabla u_i(y)) \, d\mu(y)
\leq \text{Lip}(f(x, \cdot)) \left[ \int_{B_{ti}(x)} |P_\mu(y) - P_\mu(x)|^p \, d\mu(y) \right]^{\frac{1}{p'}} \left[ \int_{B_{ti}(x)} |\nabla u_i(y)|^p \, d\mu(y) \right]^{\frac{1}{p}}
\]

\[
= \text{Lip}(f(x, \cdot)) \, o(\mu(B_t_i(x))) \left[ \int_{B_{ti}(x)} |\nabla u_i(y)|^p \, d\mu(y) \right]^{\frac{1}{p}} = o(\mu(B_t_i(x)) .
\]
Then (5.9) can be rewritten as

$$\limsup_i \frac{1}{\mu(B_i(x))} \int_{B_i(x)} f(x, P_\mu(x) \nabla u_i(y)) \, d\mu(y) \geq f(x, \nabla \mu u(x)),$$

or equivalently

$$\limsup_i \frac{1}{\mu(B_i(x))} \int_B f(x, A + P_\mu(x) \nabla v_i) \, d\mu^{x,t_i} \geq f(x, A),$$

where

$$v_i(y) := \frac{u_i(x + t_i y) - a_i - A t_i y}{t_i}, \quad A := \nabla \mu u(x).$$

**Step 6: setting an affine datum on the boundary.**

For any integer $K$, and for any $k = 1, \ldots, K$, let $B_k$ be the ball, centered at 0, of radius $r_k := r + \frac{k}{K}(R-r)$, $r \in (0,R)$. Let $\varphi_k$ be a smooth function with values into $[0,1]$, holding 1 on $B_{k-1}$, 0 outside $B_k$, and satisfying $|\nabla \varphi_k| \leq \Lambda K$ for some positive constant $\Lambda$.

For each $k = 1, \ldots, K$, the family $\{v_i^R \varphi_k\}_{\rho_i} \subset \mathcal{D}(B, \mathbb{R}^m)$ is admissible by blow-up at $x$, where

$$v_i^R(y) := R v_i \left( \frac{y}{R} \right) = \frac{u_i(x + \rho_i y) - a_i - A \rho_i y}{\rho_i}.$$

Indeed, using (5.8) and Lemma 5.4, we obtain

$$\left( \int_B |\nabla (v_i^R \varphi_k)|^p \, d\mu^{x,\rho_i} \right)^{\frac{1}{p}} \leq \left( \int_B \Lambda^p K^p |v_i^R|^p \, d\mu^{x,\rho_i} \right)^{\frac{1}{p}} + \left( \int_B |\nabla v_i^R|^p \, d\mu^{x,\rho_i} \right)^{\frac{1}{p}} \leq \Lambda K \left( \int_{B_{\rho_i}(x)} |u_i(y) - a_i - A(y-x)|^p \, d\mu(y) \right)^{\frac{1}{p}} + \left( \int_{B_{\rho_i}(x)} |\nabla u_i(y) - A|^p \, d\mu(y) \right)^{\frac{1}{p}} \leq \Lambda K o \left( \mu(B_{\rho_i}(x)) \right)^{\frac{1}{p}} + (\Lambda^{\frac{1}{p}} + |A|) \mu(B_{\rho_i}(x))^{\frac{1}{p}} + \left( \int_{B_{\rho_i}(x)} |\nabla u_i(y) - A|^p \, d\mu(y) \right)^{\frac{1}{p}}.$$

**Step 7: conclusion via $\mu$-quasiconvexity by blow-up.**

Since $f(x, \cdot)$ is $\mu$-quasiconvex by blow-up, setting $v_i^R \varphi_k := v_i^R \varphi_k$, we have

$$\limsup_i \frac{1}{\mu(B_{\rho_i}(x))} \int_B f(x, A + P_\mu(x) \nabla v_i^R) \, d\mu^{x,\rho_i} \geq f(x, A).$$

So, for each $k$ and each $\alpha > 1$ we can find a subsequence of radius $\rho_i$ (not relabeled) such that

$$f(x, A) \mu(B_{\rho_i}(x)) \leq \int_B \alpha f(x, A + P_\mu(x) \nabla v_i^R) \, d\mu^{x,\rho_i} = \int_{B_i \setminus B_{\rho_i}} \alpha f(x, A) \, d\mu^{x,\rho_i} + \int_{B_k \setminus B_{k-1}} \alpha f(x, A + P_\mu(x) \nabla v_i^R) \, d\mu^{x,\rho_i} + \int_{B_{k-1}} \alpha f(x, A + P_\mu(x) \nabla v_i^R) \, d\mu^{x,\rho_i}.$$
Recalling that \( f \) is nonnegative and satisfies (4.3) we infer
\[
(1 - \alpha) f(x, A) \mu(B_{\rho_i}(x)) + \alpha f(x, A) \mu(B_{\rho_i} r_k(x)) \\
\leq \int_{B_{k} \setminus B_{k-1}} \alpha C (1 + |A| + P_{\mu}(x) \nabla u_{i,k}^{R} |^p) \, d\mu^{x,\rho_i} + \int_{B_{R}} \alpha f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i}.
\]

Taking a subsequence which runs well for \( k = 1, \ldots, K \), summing over \( k \) and dividing by \( K \), we find
\[
(1 - \alpha) f(x, A) \mu(B_{\rho_i}(x)) + \alpha f(x, A) \frac{1}{K} \sum_{k=1}^{K} \mu(B_{\rho_i} r_k(x)) \\
\leq \frac{1}{K} \int_{B_{R}} \alpha C (1 + |A| + P_{\mu}(x) \nabla u_{i,k}^{R} |^p) \, d\mu^{x,\rho_i} + \int_{B_{R}} \alpha f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i}.
\]

Dividing by \( \mu(B_{\rho_i}(x)) \), and recalling that \( r_k \geq r \), we obtain
\[
(1 - \alpha) f(x, A) + \alpha f(x, A) \frac{\mu(B_{\rho_i}(x))}{\mu(B_{\rho_i}(x))} \leq \frac{\alpha C 2^{p-1}}{K \mu(B_{\rho_i}(x))} \int_{B_{R}} (1 + |A| + P_{\mu}(x) \nabla u_{i,k}^{R} |^p) \, d\mu^{x,\rho_i} \\
+ \frac{\alpha}{\mu(B_{\rho_i}(x))} \int_{B_{R}} f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i}.
\]

Passing to the limsup as \( i \to +\infty \), taking into account (5.11), we get, for some positive constant \( \Lambda \) independent of \( K \),
\[
(1 - \alpha) f(x, A) + \alpha f(x, A) \nu(B_{r}) \leq \frac{\Lambda}{K} + \limsup_{i} \frac{\alpha}{\mu(B_{\rho_i}(x))} \int_{B_{R}} f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i}.
\]

Letting \( K \to +\infty \), \( \alpha \to 1^{+} \), and \( r \to R^{-} \), and taking into account that \( \nu(B_{R}) = \lim_{i} \frac{\mu(B_{R_{0,i}}(x))}{\mu(B_{\rho_i}(x))} \) by the choice of \( R \), we finally get
\[
f(x, A) \leq \frac{1}{\nu(B_{R})} \limsup_{i} \frac{1}{\mu(B_{\rho_i}(x))} \int_{B_{R}} f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i} \\
= \limsup_{i} \frac{1}{\mu(B_{\rho_i}(x))} \int_{B_{R}} f(x, A + P_{\mu}(x) \nabla u_{i}^{R}) \, d\mu^{x,\rho_i} \\
= \limsup_{i} \frac{1}{\mu(B_{\rho_i}(x))} \int_{B} f(x, A + P_{\mu}(x) \nabla u_{i}) \, d\mu^{x,t_i},
\]
that is the required inequality (5.10).
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