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Abstract

Transformers on any minimal norm ideal of the C*-algebra B(H),
generated by left, right or two-sided multiplication with operators acting
in H, share many features with these operators. Thus, their spectra are
related in a simple manner, semi-groups of such transformers have many
properties in common with the corresponding operator semi-groups,
their generators are algebraically related, etc. In particular, such trans-
former semi-groups can be unambiguously characterized by their

property of preserving the rank of the operators in the norm ideal on
which they act. Necessary and sufficient conditions under which their
generators are spectral operators are derived.

. 1. Introduction

The present paper deals with the theory of a class of linear transforma-
tions in two-sided minimal norm ideals of completely continuous
operators on a complex Hilbert space Ye. As is well known [1-3],
each such ideal J can be equipped with a unitarily invariant cross-norm
and the linear manifold W of all completely continuous operators with
finite rank is a dense subset of J equipped with the appropriate cross-
norm topology. Throughout this paper will denote the two-sided
minimal norm ideal of completely continuous operators on H with a
given unitarily invariant cross-norm a(S) = ISla’ S ~ J03B1. Since Jais a
Banach space with respect to the norm a, it makes sense to consider

linear transformations in this space. In order to distinguish between
ordinary Hilbert space operators and operators on the Banach space Ja,
1 Supported in part by a grant from the National Research Council of Canada.
2 Supported by the Foundation for Fundamental Research on Matter, which is sponsored
by the Netherlands Organization for the Advancement of Pure Research.
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we shall refer to the latter as ’transformers’. (Other names in use are :
transformators, super-operators and, in the more specialized context of
statistical mechanics, Liouville operators.) We shall denote transformers
on J03B1 by A, B,···, In case A is bounded, we writellAlla = supS~J03B1|AS|03B1/|S|03B1./
Limits in the a-norm will be denoted by a-lim.
The organization of the present paper is as follows :
In section 2 a general Banach space X is considered on which a

one-to-one semi-linear mapping X ~ X+ (X~X), called conjugation,
is defined. This mapping entails a corresponding mapping A ~ Ac of
linear operators on X, which is defined according to (AX)+ = AcX+
(X c- -9.). Various properties of this mapping c are investigated. These
results are to be used frequently in the remaining part of this paper.
In section 3 left and right multiplication transformers (in general
unbounded) on an ideal J a are studied (defined according to A S = (AS)**,
ArS = (SA)**, where S~J03B1 and A is a densely defined operator on H).
In particular it is shown that the respective point, continuous and
residual spectra of A and Al coincide, and a similar result holds for A
and Ar . It is also shown that if A generates a strongly continuous,
uniformly bounded, semi-group on 9V, then so do Ai and Ar on Ja.
It is also shown that if A, and A2 generate strongly continuous, uniformly
bounded semi-groups U1(t) and W2(t), respectively, on e, then

u(t) = W 1l(t)U2r(t) constitutes a strongly continuous, uniformly bounded,
semi-group on Ja with infinitesimal generator A=A1l+A2r. The
semi-groups of transformers on Ja considered thus far have the property
of mapping finite-rank elements of into elements of the same rank.
This raises the question whether this property is characteristic for

operator-induced semi-groups of transformers on J ex. This matter is

settled in the affirmative sense in section 4 where it is shown that rank-

preserving semi-groups of transformers on can be implemented by
two semi-groups of operators on A. This result makes it possible to
obtain an unambiguous characterization of generalized inner derivation
(defined through DA(B) = (AB - BA)**, where A is not necessarily
bounded) on both J03B1 and 4(e). In section 5 some attention is given to
the question whether scalar spectral operators on e induce scalar type
transformers on Ja. This is indeed the case for simple left and right
multiplication transformers but in general such a result does not hold.
This is due to the fact that two commuting uniformly bounded spectral
measures on do not lead, in general, to a product spectral measure,
which is uniformly bounded on J a.

In addition to throwing some light on a yet unexplored area in the
theory of minimal norm ideals the above results are also of interest in
quantum statistical mechanics [4] and quantum field theory [5]. This is
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due to the fact that the behaviour in time of the statistical operator
(density operator) p, which is a positive normal element of the traceclass
gB 1 (Je) of operators on A, is governed by U(t) = ul(t)u*r(t) with
OZ/(t) = exp ( - iHt), where H = H is the full Hamiltonian of the system.
Working with transformers enables us to derive [5] many results of
scattering theory for the density operators which are analogous to
well-known corresponding results for statevectors.

2. Conjugation of transformers on B(H)

Let us consider in this section the general case of a complex Banach
space X with elements X, Y, ··· on which an operation of conjugation,
denoted by X~X+, is defined, i.e. X~X+ is a one-to-one, norm-

preserving, semi-linear mapping of X into itself, for which (X+)+ = X.
Let A E fJ4(fI). Then the conjugation c in B(X) is introduced according to
(AX)+=AcX+. It is easily established that Ac~B(X) and that the
mapping A ‹ A’ possesses the following properties (A, B EfJ4(fI), 1 is the
identity on B(X) and IIAII stands for the operator bound of A) :

(1) lC=I, (2) Acc~(Ac)c=A, (3) (03BBA+B)c=03BBAc+Bc, 03BB~C, (4)
(ABY = AcBc, (5) IAcl = lAI and (6) If A-1 exists as an element of fJ4(fI),
then (A-1)c = (Ac)-1, so that if p(A) denotes the resolvent set of some
A E fJ4(fI), we have À E p(A) H 1 c- 03C1(Ac).

It follows from property (5) that the mapping B(X)c B(X) is con-
tinuous in the uniform topology on fJ4(fI). From the property |X| = IX’l 
for X~X it follows that the same is true with respect to the strong
operator topology.

If fI = Ja then it is natural to choose the involution A ~ A* in fJ4(fI)
as the conjugation operation used to define conjugation c in B(J03B1). Due
to the special form of the bounded linear functionals on J a and the
property trST = trS*T*, S~J03B1, T~J*03B1, it follows that the mapping
A - Ac is continuous in the weak transformer topology.
We will say that A ~B(X) is self-conjugate if A = Ac. On the self-

conjugate transformers are those that carry Hermitean operators into
Hermitean operators. It is seen from the above property (6) that the
spectrum u(A) of a self-conjugate transformer A is invariant under

reflections with respect to the real axis (i.e. 03BB~03C3(A)~03BB~03C3(A)). It is

naturally desirable to extend the concept of the conjugate transformer
Ac of A to the case when A is not bounded. The obvious definition is now

(AX)+ = AcX+, X c- -9. so that X+ E -9Àc if X c- -9,,. In this case property
(5) looses its meaning and the other properties have to be modified
insofar as domains of definition are concerned. The following lemma is
easily established.
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LEMMA 2.1: 

(a) Ac is densely defined on X if and only if A is densely defined on X.
(b) AC is closed on fI if and only if A is closed on X.

THEOREM 2.1 : Let A be a linear transformation in X. A’ generates a uni-
formly bounded, strongly continuous one-parameter semi-group {N(t)|t ~ 0
on fI if and only if A generates such a semi-group {u(t)|t ~ 0. In that
ca.se f( t) = uc(t).

PROOF : Suppose that A generates the semi-group u(t) as stated above.
This is the case if and only if (ref. [6], chapter 9) A is closed, densely defined
on X and in addition n E p(A) for n = 1, 2, 3,... with (I-n-1A)-m ~ K
for all n = 1, 2, 3, ···, m = 1, 2, 3 ···.

According to lemma 2.1 Ac is closed and densely defined along with A.
Furthermore property (6) remains true for unbounded, closed A. For,
let 03BB~03C1(A). Then R03BB-A = fI and B = B03BB = (À - A)-1 exists as an element
of B(X). Since Y+ runs through all of fI if Y = (À-A)X does, it follows
that B03BB-Ac = X. The relation B(03BB-A)X = X, X~DA leads to

Thus Â - A c has range X and a bounded inverse BC = (03BB-Ac)-1 so that
03BB~ p(Ac). For real n = 1, 2, 3, ... it follows immediately that m~p(A)
implies nE p(AC). From the properties (4) and (5) above, we infer that
I(Bn)ml = |((Bn)m)c| = |(Bcn)m| and hence  |(I-n-1A)-m| ~ K,
n = 1, 2, 3, ..., m = 1, 2, 3, ···. Thus Ac obeys the same conditions as A
does and hence generates the semi-group V(t) as stated above. This
proves the first part of the theorem ; the ’only if part being clear from
Lemma 2.1 and equality (1). The relation V(t) = ec(t) follows the usual
(ref. 8, chapter 9) construction of the semi-group from its infinitesimal
generator.

REMARK: In Theorem 2.1 we considered uniformly bounded semi-
groups. A similar theorem can be established under somewhat different

conditions. For instance, one can obtain a bound for which

by redefining W(t).
It was shown in the proof of Theorem 2.1 that for closed A the resolvent

sets, and hence the spectra of A and Ac are mapped onto each other by
taking complex conjugates. In fact, more can be said about this relation-
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ship. Denoting the points spectrum by up, the residual spectrum by 6r
and the continuous spectrum by 03C3c (where we follow the definition of the
various components of the spectrum as given in ref. [6]) it is easily checked
that:

LEMMA 2.2: The spectra up(AC), ur(AC) and uc(AC) consist of the complex
conjugates of the elements in the spectra 6p(A), 6r(A) and uc(A), respectively.

3. Semi-groups related to left and right multiplication transformers

Let A ~B(H). Then for S~J03B1, AS and SA are again contained in J03B1
and we can define the transformers Al and Ar by A 1 S = AS and Ar S = SA.
Since J03B1 is a two-sided ideal A, and Ar are contained in B(J03B1). In fact
we have the following result, whose proof is an immediate consequence
of cross-norm properties.

LEMMA 3.1: Let A, and A2 be contained in B(H). Then A, defined by
AS = A1 SA2, S~J03B1 is a bounded linear transformer on J03B1 and

IIAlla = IAIIIA21. ln particular, if A~B(X), then ~Al~03B1 = ~Ar~03B1 = |A|.
The situation becomes more complicated for unbounded A. Then we
define :

DEFINITION 3.1: For a given densely defined linear operator A the left
and right multiplication transformers, A1 and Ar respectively, induced
by A, are given by

LEMMA 3.2 : Suppose A is closed and densely defined on H. 1hen Ai = Ar
and Acr = A*l, where Ai and Ai are defined b y A*lS = (A*S)** and
A*rS = (SA*)**, with S in the proper domain.

PROOF : If B is a linear operator in H and S~B(H) then (cf. ref. 7,
p. 300) (SB)* = B*S*. If, moreover, B is closed and densely defined,
then B** = B and (S*B*)* = BS. Suppose S~DAr. Then S~B(H) and
AcrS* = (ArS)* = (SA)*** = (A*S*)** = A*lS* i.e. Acr ~ Ai. For S*~DA*l
it follows from reading this sequence of relations from the right to the
left that Ai c Ar and hence Acr = A.i.

Consider next the case that S~DAl c B(H). Then AlS~B(H) and
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A’S* = (A1S)* = (AS)*** = (S*A*)** = AIS* or Ai ce Ai. In the same
way as above it follows that A*r c A i and hence Acl = A * . /

REMARK: A more obvious definition of AI and Ar would be AlS = AS
and Ar S = SA respectively. Indeed, if A is closed and S is bounded then
AS is closed. Hence, if (AS)** exists then (AS)** = AS and both definitions
of Ai coincide for closed A. On the other hand SA is only defined on the
domain of A and, in order to obtain a useful definition of Ar, we have
to require that SA can be extended to a bounded operator, contained
in fa. This is achieved in definition 3.1 by demanding that (SA)**,
the smallest closed extension of SA (SA is in general not closed or
closable, even if A is closed), is an element of J a.
Note that the symmetry expressed in Lemma 3.2 may be lost if the

densely defined operator A is not closed. In that case AS need no longer
be equal to (S*A*)* = A**S, which property was used in the second part
of the proof of the lemma.

LEMMA 3.3: Let A be closed and densely defined on e. Then Al and Ar
are closed and densely defined on fa.

PROOF: Suppose that A is densely defined on Jf. Let SEfa, S =1= 0.
For given e &#x3E; 0 there exists an R~R. R ~ 0, such that IS - Ria  e/2.
We write R according to its canonical decomposition

n

R - 03A3 03BCk(·, Xk)yk, l’ 1 03BC2 ··· ~ In &#x3E; 0-

As DA is dense in :Yt there exists for each yk ~ H a zk~DA with
I Yk - zkl  03B5/(203BC1 n). Then the operator Ro = S= 1 03BCk(·, xk)zk is an element
of fa’ contained in DAl. We obviously have that |S-R0|03B1  e. Hence

we conclude that DAl is dense in J03B1. Since A is closed and densely defined
this is also true for A*, so that DA is dense in Ja. Since A, = (A*)c,
it follows from lemma 2.1 that DAr is dense in fa.

Let A be closed and densely defined in H. Suppose that for certain

{Sn}~n=1 ~ DAl with 03B1 - limn~~ Sn=S the limit T= 03B1-limn~~ AlSn
exists. Let x be an arbitrary element of YC. Since

we see that y --- Sx = s-limn~~yn, where yn = Sn x. For z = Tx we have
in addition (AS,, = A 1 Sn’ since A is closed)
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and hence s -limn--. 00 AYn = z. As A is closed it follows that y = Sx~DA
and Ay = z. Thus ASx = T x for arbitrary xeàv. Hence AS = T.
Since S and T are contained in J03B1 it follows that S~DAl and A 1 S = T.
Hence Al is closed.

Starting from Ai and using Lemma 2.1 we show in the same way that
Ar is closed.

THEOREM 3.1: Let A be closed and densely defined on A. Then

03C1(Al) = p(A) and for À E p(A,), (À - A,) -1 is the bounded left multiplication
transformer (03BB-A)-1l. In addition cr p(Al) = 03C3p(A), 03C3r(Al) u,.(A) and
03C3c(Al) = 03C3c(A).

PROOF: (a) Suppose that R03BB-A is dense in e and that (03BB-A)-1 exists
on R03BB-A. By essentially the same method as used in part (a) of the proof
of Lemma 3.3 it follows that R03BB-Al is dense in J03B1. Let the transformer
B on fa be defined by the relation BS = (À-A)-lS. Then Sx~DA
(A = A**) for every x~H and we have (03BB-A)-1 (À-A)Sx = Sx for all
x~H, so that (03BB-A)-1(03BB-A)S=B(03BB-Al)S=S, S~DAl. Thus

B = (03BB-Al)-1 exists on fa and has dense domain. Suppose that À E p(A).
In that case (03BB-A)-1 is bounded and everywhere defined on Je (A is
closed). Consequently B = (03BB-Al)-1 is bounded and everywhere defined
on J03B1. Hence p(A) c p(AI).

Suppose now that 03BB~03C3c(A). Then (03BB-A)-1 exists as a densely defined,
discontinuous operator. Since A is closed, (03BB-A)-1 is necessarily
unbounded. Thus there is a sequence {yn}~n=1 c D(03BB-A)- 1 with Yn =1= 0 and
|(03BB-A)-1yn| &#x3E; n|yn|. We show that (03BB-Al)-1 is unbounded. Thus let

Sn be defined by Sn = (., X)yn, x ~ 0. Then Sn E D(03BB-Al)-1 and

We now have

and we conclude that (03BB-Al)-1 is unbounded. Since A, is closed,
(Â-Al)-’ is closed and unbounded. Hence 03BB~03C3c(Al) and 03C3c(A) c 03C3c(Al).

(b) Suppose that 03BB E up(A). Then there exists an x c- e, x ~ 0, with
Ax = 03BBx. Defining S by S = (., y)x, y ~ 0 we see that AlS = (., y)Ax = 03BBS
and hence 03BB~03C3p(Al). Suppose, conversely, that 03BB~03C3p(Al). Then there
exists an S~J03B1, S~0 with AlS = AS = 03BBS. Since S+O there is at

least one x~H, such that y = Sx ~ 0. For this x and y we have
Ay = ASx = 03BBSx = 03BBy and hence 03BB~03C3p(A). We conclude thatap(A) = 0" p(Al).
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(c) Suppose that 03BB~03C3r(A). Then f1llÀ-A is not dense in H and there
exists a non-zero vector x in Jf which is orthogonal to R03BB-A. This
implies that R03BB-Al is not dense in fa. In fact, if 03B1-limn~~(03BB - Al)Sn = (.,y)x
for some {Sn}~n=1 ~ DAl and y ~ 0 then we would have

which is impossible since x.1 f1ll;’-A and consequently (x, (03BB-A)z) = 0
for any z~DA.
Hence 03BB~03C3p(Al) or À E crr(Al). The first possibility must be excluded

on account of Qp(Al) = 6p(A), so that 03C3r(A) c 6r(Al). Using now the well
known facts that p, 03C3c, 6p and cr are disjoint, that their union is C
and that the complement of p in C is 0", we conclude that p(A) = 03C1(Al),

COROLLARY 3.1 : Let A be closed and densely defined on e. Then
p(Ar) = p(A) and for À E p(Ar), (À - Ar)-1 is the bounded right multiplication
transformer (À - A)r ’. In addition

PROOF : As A is closed and densely defined on P this is also the case
for A*. Applying first Theorem 3.1 to A* = A’ and afterwards Lemma 2.2
we get the desired result on the resolvent sets and spectra by noting that
p(A) = p(A*) and 03C3c(A) = 03C3c(A*).

THEOREM 3.2: Suppose A generates a uniformly bounded, strongly
continuous one parameter semi-group on :Yt. Then A, and Ar generate
uniformly a-bounded and strongly continuous one parameter semi-groups
on J03B1.

PROOF : Since A generates a uniformly bounded, strongly continuous
semi-group on H, A is closed and densely defined on X. Moreover (see
the proof of Theorem 2.1) n E p(A) for n = 1, 2, ... and (1-n-1A)-m| ~ K
for all n = 1, 2, ···, m = 1, 2, 3, .... Since A is closed and densely defined
we have p(A) = 03C1(Al) = p(Ar) and it follows at once that n = 1, 2, ... is
also contained in the resolvent sets of the closed, densely defined (on fa)
transformers Al and Ar . Since
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are bounded transformers on for À e p(A) it is clear from Lemma 3.1
that ~(1-n-1Al)-m~03B1~K, ~(1-n-1Ar)-m~03B1~K for n = 1, 2, ··· and
m = 1, 2, ..., and the theorem is established.

THEOREM 3.3: Suppose that {u(t)|t ~ 0} is a uniformly bounded, strongly
continuous one-parameter semi-qroiips on H. Then:

(1) {ul(t)|t ~ 01 and {ur(t)|t ~ 0} constitute uniformly bounded, one-
parameter semi-groups on J03B1, continuous in the strong transformer
topology, and their bounds coincide with the bound of U(t).

(2) Let A be the infinitesimal generator ofo/1(t). Then Al and Ar are the
infinitesimal generators of ul(t) and ur(t), respectively.

PROOF : The proof of (1) is straightforward. According to theorem 3.2
Al and Ar generate uniformly bounded, strongly continuous semi-groups
on J03B1. Let us show then that B,, the infinitesimal generator of ur(t),
is contained in Ar (the corresponding proof for B, c A, is even simpler).
Suppose that S EJa is contained in DBr. Let x, y c- A, x =1= 0, y =1= 0. Then
(cf. ref. 1) R = (·, z)y ~ J*03B1 and

Consequently t-1(u*(t)-1)S*x converges weakly towards (BrS)*x in Je.
However, since u*(t) is a strongly continuous semi-group, this is sufficient
to conclude that S*x is in the domain of A*, the infinitesimal generator
of u*(t). Since x was chosen arbitrarily from Je, it follows from the

equality (Br S)*x = A*S*x that (Br S)* = A*S* or, since S~B(H),
(BrS)* = (SA)*. Now BrS is contained in J03B1 and therefore is bounded.
Hence BrS=(BrS)**=(SA)**~J03B1, i.e. S~DAr. Since S was chosen
arbitrarily from DBr we conclude that DBr ~ DAr.

THEOREM 3.4: Suppose {U1(t)|t ~ 01 and {u2(t)|t ~ 01 are two uniformly
bounded, strongly continuous semi-groups on e with bounds Ki and K2,
respectively. Then {u(t)|t ~ 01, defined on J03B1 by

constitutes a uniformly bounded, strongly continuous semi-group of trans-
formers on J03B1 and its bound does not exceed KI K2. Denoting the

infinitesimal generators of U1(t), OZ! 2(t) and W(t) by Al, A2 and A,
respectively, then, for S E E11l ~ DA2r we have
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PROOF : The semi-group properties of u(t) are evident, the continuity
being clear form the strong continuity of u1(t) and u*2(t). In addition
Lemma 3.1 shows us that |u(t)|03B1 = |u1(t)||u2(t)| ~ KI K2.

Suppose that S~DA1l~DA2r. Then (A1S+SA2)**~J03B1 and

tends to zero for t ~ + 0. We conclude that

REMARK: W(t) can obviously be written as the product of the two
commuting transformers u1l(t) and 0Jl 2r(t). For the special case that
A2 = A, we have Gll2r(t) = uc1l(t), i.e. Gll(t) is self-conjugate.

COROLLARY 3.2 : Suppose that u1(t) and *2(t) in Theorem 3.4 are two
strongly continuous groups of unitary operators on :Yt (i.e., according to
Stone’s theorem, their infinitesimal generators can be written as Al = iH 1,
A2 = iH2, where Hl and H 2 are self-adjoint on H). Then {u(t)|t~ RI
is a strong 1 y continuous group of isometric transformers on J03B1.

4. Semi-groups of rank-preserving transformers

DEFINITION 4.1: A bounded transformer A on J03B1 is rank-preserving
if it maps every finite-rank operator SE fa into an operator A S of rank
equal to the rank of S.
We note that a bounded transformer on J03B1 is rank-preserving if it

maps the set R1 of rank-one operators into itself and if it is invertible.
If u1(t) and u2(t) are bounded and invertible operators on e then
u(t)S = u1(t)Su*2(t) is clearly a rank-preserving transformer. Moreover,
if 0/11 (t) and OZI 2(t) are uniformly bounded strongly continuous semigroups
in t ~ 0 then we have seen in Section 3 that W(t) is strongly continuous
in a-norm on J03B1. This section is devoted to the proof of the following
theorem, which represents to a certain extent a converse of the above
statement.

THEOREM 4.1: Suppose that W(t), t ~ 0, is an a-continuous semigroup
of rank-preserving transformers on a minimal norm ideal fa on the

C*-algebra B(H) of a Hilbert space :Yt of dimension greater than two.
Then there are strongly continuous semigroups ul(t) and OZIr(t) of operators
on e such that e(t)S = ul(t)Sur(t), for all SE J a and t ~ 0.
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We proceed now with the proof, in the course of which we derive
several auxilliary lemmas.

First of all we note that since W(t) maps a rank-one operator (., y)x
into an operator which is also of rank one, we can write

Of course, x(t) and y(t) are not uniquely determined by x and y, since

for any nonzero y(t) E C.

LEMMA 4.1: For any two normalized vectors xo, yo ~ H there are vector-

valued functions xo(t) and yo(t) defined for all t ~ [0, io(xo , yo)] = I0,
LO(XO’ Yo) &#x3E; 0, such that (yo(t), yo) is nonzero and continuous in t~I0,
|y0(t)| ~ 1, tElo, and OJl(t)(., Yo)xo = (., y0(t))x0(t) for all tElo, where
xo = x0(0), Yo = YO(o).

PROOF : Since 0Jl(0) = 1 and Gll(t) is a-continuous in a right neighbour-
hood of t = 0, there is a number LO &#x3E; 0 and there are vector-valued

functions x1(t) and y1(t) such that u(t)(·, yo)xo = (., y1(t))x1(t) =1= 0,

for all t~[0, ro] = Io . This last relation follows from the fact that the
functional ~(R) = tr f R(.,  an element of f: (cf. ref. [1])
and therefore it is a-continuous in R~J03B1. Since, ~[u(0)(·, yo)xo] = 1,
the continuity of this functional implies that  0 for

sufficiently small values of t ~ 0. By setting y(t) = (x1(t), xo) and

we get by using (1)

Hence (Y2(t), yo) is continuous in Io . Since y(O) = 1, we have y2(o) = yo .
Furthermore, the a-continuity of uc(t)(·, yo)xo implies that
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is continuous in t~I0. By virtue of the fact that Y2(t) =1= 0 for all t~I0,
since (Y2(t), Yo) =1= 0 for all such t, we conclude that y0(t) = |y2(t)|-1y2(t),
x0(t) = IY2(t)lx2(t), are the vector-valued functions satisfying all the

conditions of the lemma.

LEMMA 4.2: Let W be a rank-preserving trans, former and let xo, yo,
x’ , y’0 be nonzero vectors in A’ such that W(., yo)xo = (·, y’0)x’0.
Then either there is a bounded linear operator W’ on H such that

W(., yo)x = (·, y’0)W’lx, or there is a bounded semi-linear operator W’ such
that W(., yo)x = (·, W’rx)x’0 for all x~H. Similarly, either there is a

bounded linear operator W" such that W(., y)xo = (·, W"r)x’0 or there is
a bounded semi-linear operator W" such that W(., y)xo = (·, y’0)W’ly
for all y ~H.

PROOF : We shall prove only the first part of the lemma. The proof of
the second part is analogous.

Let xo, x1, x2 c- e be linearly independent, and let us set

Since W is linear and rank-preserving we can write

for some vectors (x0 + 03B11 x1 + 03B12 x2)’, y’0(03B11, a2) in H which depend on
oei , (X2 E C. The left-hand side of the above equation can be equal to the
right-hand side if and only if either y’0 = 03C91 ybl) = w2yb2) or if

x’0 = 03B61x(1)1 = 03B62x(2)2, where col , W2, 03B61, 03B62 are nonzero complex numbers
since W is strictly rank-preserving. In the first case we have

and then obviously

for all 03B11, 03B12 ~ C. Thus x1 ~ x’1 = W’lx1 determines a linear operator
when x 1 varies over all vectors linearly independent of Xo. By setting
W’xo = x’0, we have completed the construction of W’l. Its boundedness
follows from the fact that |W’lx| = |y0|-1|W(·, y0)x|03B1.

In the second case W(·, y0)xk = (·, y’k)x’0, y’k = 03B6-1ky’0, k = 1, 2 and


