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In this paper we shall give some applications of the individual ergodic theorem to problems which have their origin in number theory, such as the theory of normal numbers and completely uniformly distributed sequences. It will be seen that the concept of normal number admits a very natural generalization to compact topological groups, and we shall show that most of the known theorems on normal numbers remain true in this general case. First of all we state some general results which will be used in the sequel.

Let $X$ be a compact topological Hausdorff space with a countable base. On $X$ we consider the Banach space $C(X)$ of all real-valued continuous functions $f$ with the usual norm $||f|| = \sup_{x \in X} |f(x)|$. Let $M(X)$ be the set of all positive normed measures $\mu$ on $X$, that is to say, the set of all continuous linear functionals $\mu$ on $C(X)$ which satisfy $\mu(f) \geq 0$ for every nonnegative function $f$ and $\mu(1) = 1$. In $M(X)$ we introduce the weak star topology. This means that a sequence $\mu_n$ converges to $\mu$ if and only if for every $f \in C(X)$ the sequence $\mu_n(f)$ converges to $\mu(f)$. Let further $L_\mu(X)$ denote the space of all functions integrable with respect to $\mu$.

Let $T$ be a mapping of $X$ onto itself. We denote the set of measures invariant with respect to $T$ by $I_T$. This means $\mu \in I_T$ if and only if $\int_X f(Tx)d\mu(x) = \int_X f(x)d\mu(x)$ for all $f \in C(X)$.

We say that $\mu$-almost all $x \in X$ have a certain property if the set of $x$ which do not possess this property has $\mu$-measure zero. We call $T$ ergodic with respect to $\mu$ ($\mu \in I_T$) if for each measurable invariant set $E$ ($T^{-1}E = E$ $\mu$-almost everywhere) we have $\mu(E) = 0$ or $1$.

A measure $\nu$ is said to be absolutely continuous with respect to
a measure \( \mu(v \ll \mu) \), if \( \mu(f) = 0 \) for an arbitrary function \( f \in L_\mu(X) \) implies \( v(f) = 0 \).

Our main tool will be the individual ergodic theorem, which may be stated in the following form:

If \( \mu \in E_T \) and \( f \in L_\mu(X) \), then for \( \mu \)-almost all \( x \in X \) the relation

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^n x) = \mu(f)
\]

holds.

Another theorem which we shall frequently use is the following one \(^1\):

If \( v \in I_T \), \( \mu \in E_T \) and \( v \ll \mu \), then \( v = \mu \).

The proof is quite easy and runs as follows:

Let \( f_n(x) \) denote for brevity \( f(T^n x) \). Let \( A \) be the set of \( x \in X \) which do not satisfy (1). Then \( \mu(A) = 0 \) and therefore by absolute continuity also \( v(A) = 0 \). From the invariance of \( v \) it follows that \( v(f) = v(f_n), n = 1, 2, 3, \ldots \).

Therefore

\[
v(f) = v\left(\frac{f_1 + \cdots + f_n}{n}\right) = \lim_{n \to \infty} v\left(\frac{f_1 + \cdots + f_n}{n}\right)
\]

\[
= v\left(\lim_{n \to \infty} \frac{f_1 + \cdots + f_n}{n}\right) = v(\mu(f)) = \mu(f).
\]

An easy consequence of this theorem is the following one: (Cf. \([2]\)).

Let \( F \) be a set of nonnegative functions \( f \) such that every continuous function may be approximated uniformly by linear combinations of functions in \( F \). If there exists a measure \( \mu \in E_T \) and a constant \( C \geq 1 \), such that

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^n x) \leq C \mu(f), \quad f \in F
\]

then the sequence \( \{T^n x\} \) possesses the distribution measure \( \mu \), i.e.

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^n x) = \mu(f)
\]

for all \( f \in C(X) \).

For the proof we note that the set of measures \( \{\lambda_N\} \) given by

\[
\lambda_N(f) = \frac{1}{N} \sum_{n \leq N} f(T^n x) \quad (f \in C(X))
\]

\(^1\) Cf. \([1]\), \([15]\).
is compact. If \( \pi \) denotes an arbitrary limit measure, then it follows immediately that \( \pi \in I_T \) and that furthermore \( \pi(f) \leq C\mu(f) \) for all \( f \in F \). Therefore \( \pi \) is absolutely continuous with respect to \( \mu \), and from our theorem we conclude that \( \pi = \mu \).

We now consider the following situation: Let \( X \) be a compact Abelian topological group with countable base and let \( T \) be a continuous endomorphism of \( X \) which is ergodic with respect to Haar measure \( \lambda \) on \( X \). The ergodicity of \( T \) may be stated in the following purely algebraic way: \( T \) is ergodic if and only if for each nontrivial continuous character \( \chi \) of \( X \) all functions \( \chi(T^n x) \) \( (n = 0, 1, 2, 3, \ldots) \) are different.

We mention some special cases:

Let \( X \) be the one-dimensional torus, i.e. the additive group of real numbers reduced mod 1 in its natural topology and let \( T x = ax - [ax] \), where \( a > 1 \) is an integer. Then the sequence \( \{T^n x\} \) becomes the sequence \( \{a^n x\} \) mod 1. It is well-known (cf. e.g. [10]) that the sequence \( \{a^n x\} \) is uniformly distributed if and only if \( x \) is normal to base \( a \).

As another example let \( X \) be the \( k \)-dimensional torus and let \( T \) denote the transformation \( \bar{x} \rightarrow A\bar{x} \mod 1 \), where \( A \) is a \( k \times k \)-matrix with nonvanishing determinant all of whose entries are integers such that no eigenvalue is a root of unity. In analogy with the one-dimensional case we call \( x \) normal with respect to \( A \) if the sequence \( \{A^n x\} \) is uniformly distributed mod 1.\(^3\)

We now turn to the general case. We call an element \( x \in X \) normal with respect to the endomorphism \( T \), if the sequence \( \{T^n x\} \) is uniformly distributed with respect to Haar measure \( \lambda \).\(^4\)

It follows immediately from the individual ergodic theorem that \( \lambda - \)almost all \( x \in X \) are normal with respect to \( T \). For all one has to show is that for almost all \( x \in X \) and all nontrivial characters \( \chi \) of \( X \)

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \chi(T^n x) = 0.
\]

The individual ergodic theorem implies this relation for each fixed character \( \chi \). From this our theorem follows because the set of characters is denumerable.

Another consequence of the above theorems is that if \( x \) is normal with respect to \( T \), then \( x \) is also normal with respect to

\(^2\) This theorem is due to Rochlin [18].

\(^3\) A special case has been considered by Maxfield [9].

\(^4\) Cf. [3].
every power of $T$. From the algebraic characterization of ergodicity we conclude that $\lambda \in E_{T^k}$ for every $k$. For every nonnegative function $f \in C(X)$ we have the inequality

$$\frac{1}{N} \sum_{n \leq N} f(T^{kn} x) \leq k \frac{1}{kN} \sum_{n \leq kN} f(T^n x).$$

Here the right hand side converges to $k\lambda(f)$ by assumption, therefore we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^{kn} x) \leq k\lambda(f)$$

and this together with our theorem implies

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^{kn}) = \lambda(f) \text{ for all } f \in C(X).$$

The converse assertion is trivial, viz. if $x$ is normal with respect to a power of $T$, then it is normal with respect to $T$. For we then have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} f(T^{kn} x) = \lambda(f)$$

for every continuous function $f$.

Consider the functions $f(T^j x)$ for $j = 1, 2, \ldots, k-1$ and add these equations. Then one gets

$$\lim_{N \to \infty} \frac{1}{kN} \sum_{n \leq N} (f(T^{kn} x) + f(T^{kn+1} x) + \ldots + f(T^{kn+k-1} x)) = \lambda(f)$$

i.e. $x$ is normal with respect to $T$.

A special case is e.g. the well-known fact that if $x$ is normal to base $a$, then it is normal to base $a^k$ ($k = 1, 2, 3, \ldots$) and conversely. In the $k$-dimensional case we get the corollary: Let $A$ be a nonsingular $k \times k$-matrix with integral entries, none of whose eigenvalues is a root of unity, then the uniform distribution mod 1 of the sequence $\{A^n x\}$ implies the uniform distribution of the sequences $\{A^{kn+p} x\}$ mod 1 ($l \geq 1, 0 \leq p < l$). Let $A$ denote a matrix of the above form. Then a sufficient condition for the uniform distribution of the sequence $\{A^n x\}$ is that for every $k$-dimensional cube $V$ which lies in the unit cube the relation

$$\lim_{N \to \infty} \frac{1}{N} A(N, V) \leq C|V|$$

holds. Here $A(N, V)$ denotes the number of vectors $\{A^n x\}$,
$1 \leq n \leq N$, which belong to $V$ and $|V|$ denotes the volume of $V$.\cite{5}

Let now $S$ be a continuous measure-preserving endomorphism of $X$. Let $H$ be the set of all $h \in X$ with $Sh = e$. We assume that $H$ is a finite group of order $k$. Then the following theorem holds:

Let $T$ be an ergodic endomorphism which commutes with $S$, $TS = ST$. Then from the uniform distribution of the sequence $\{T^n x\}$ follows the uniform distribution of the sequence $\{T^n y\}$ for each $y \in S^{-1} x$.

Proof: We first note that if the sequence $\{x_n\}$ is uniformly distributed in $X$, then the sequence $\{(S^{-1} x_n)^*\}$ is uniformly distributed in the factor-group $X/H$.

It is sufficient to show\cite{8} that for each closed set $M^*$ in $X/H$ whose boundary has measure zero the relation

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \varphi_{M^*}(\{(S^{-1} x_n)^*\}) = \lambda^*(M^*)$$

holds. Now let $M$ be a measurable set in $X$. If $x \in M$, then $(S^{-1} x)^* \in (S^{-1} M)^*$ and conversely. By assumption we have $\lambda(M) = \lambda(S^{-1} M) = \lambda^*((S^{-1} M)^*)$. The last relation follows from the fact that $S^{-1} M$ contains with each element $x$ the whole residue class $xH$.

Let now $M$ be an arbitrary closed subset of $X$ whose boundary is a null set. Then also the boundary of $(S^{-1} M)^*$ is a null set and we have

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \varphi_{(S^{-1} M)^*}(\{(S^{-1} x_n)^*\}) = \lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \varphi_{M}(x_n) = \lambda(M) = \lambda(S^{-1} M) = \lambda^*((S^{-1} M)^*)$$

Now each set $M^* \subseteq X/H$ may be represented in the form $M^* = (S^{-1} M_1)^*$ with some $M_1 \subseteq X$; take for example $M_1 = SM^*$. This proves (3). For $y \in S^{-1} x$, it is obvious that, $T^n y \in M$ implies $(S^{-1} T^n x)^* \in M = S^{-1} SM$. Therefore we have for each closed set $M$ whose boundary is a null set

$$\lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \varphi_{M}(T^n y) \leq \lim_{N \to \infty} \frac{1}{N} \sum_{n \leq N} \varphi_{(S^{-1} SM_1)^*}(\{(S^{-1} T^n x)^*\}) = \lambda^*((S^{-1} SM)^*) = \lambda(S^{-1} SM) \leq k \lambda(M).$$

\cite{5} Special cases are considered in [16], [13], [12].

\cite{8} $x^*$ denotes the image of $x$ under the natural homomorphism from $X$ to $X/H$.

\cite{5}, § 12. In the following formula $\lambda^*$ denotes Haar measure on $X/H$ and $\varphi_M$ the characteristic function of the set $M$. 

The last inequality follows from the fact that \( M \subseteq S^{-1}SM \subseteq \bigcup_{h \in H} Mh \). Therefore each limit measure of the sequence \( \{T^n y\} \) is invariant with respect to \( T \) and absolutely continuous with respect to \( \lambda \). This implies that the sequence \( \{T^n y\} \) is uniformly distributed in \( X \), q.e.d.

A particular case is the well-known result (cf. [10]) that if \( x \) is normal to base \( a \), then also \( rx \) is normal to base \( a \), where \( r \neq 0 \) denotes an arbitrary rational number. Another consequence is that the uniform distribution of the sequence \( \{A^n x\} \) implies the uniform distribution of the sequence \( \{A^n B^{-1} x\} \) for each nonsingular integral matrix \( B \) which commutes with \( A \).

We now consider another situation:

Let \( X \) be a compact Hausdorff space with countable base. Let \( X_\omega \) denote the product space \( X_\omega = \prod_{i=1}^\infty X_i \), where all \( X_i = X \). \( X_\omega \) may be identified with the space of all sequences \( \omega = \{x_n\} \) with \( x_n \in X \). In the usual product topology \( X_\omega \) is again a compact Hausdorff space with countable base. A set \( C \subseteq X_\omega \) of the form \( C = \{\omega = \{x_n\} : x_{k_1} \in A_1, \ldots, x_{k_i} \in A_i\} \), where \( k_1, \ldots, k_i \) are arbitrary positive integers and \( A_1, \ldots, A_i \) are compact subsets of \( X \), is called a cylinder set. For a measure \( \mu \) in \( X \) let \( \mu_\omega \) denote the associated product measure in \( X \), i.e. \( \mu_\omega \) is defined on the least sigma-algebra containing all cylinder sets and \( \mu_\omega (C) = \mu(A_1) \ldots \mu(A_i) \).

In \( X_\omega \) we define a transformation \( T \), called the shift transformation by \( T\omega = T\{x_n\} = \{x_{n+1}\} \). It is easily checked that \( T \) is measure preserving and ergodic with respect to each product measure \( \mu_\omega \). Therefore \( \mu_\omega \)-almost all sequences \( \{x_n\} \) satisfy

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{n=0}^{N} f(T^n \omega) = \mu_\omega(f)
\]

for every \( f \in C(X_\omega) \).

If a sequence \( \omega \) fulfills (4) it is called completely distributed with respect to the measure \( \mu \).

Of course our general theorems are applicable also in this case. For instance, if (2) holds on a set of nonnegative functions \( f \) which is uniformly dense in \( C(X) \), then the sequence \( \omega = \{x_n\} \) is completely distributed with respect to \( \mu \). \(^9\)

The most important special case is \( X = [0, 1] \) and \( \mu = \text{Lebesgue} \) measure. It is easy to see that the sequence \( \{x_n\} \) is completely

\(^8\) Here \( A \) denotes as above an integral matrix with \( \det A \neq 0 \), which has no root of unity as eigenvalue.
\(^9\) In the special case \( X = [0, 1] \) this has been proved by Postnikow [14].
uniformly distributed if and only if for each \( k \geq 1 \) the sequences \( \{ (x_n, x_{n+1}, \ldots, x_{n+k-1}) \} \) are uniformly distributed in the \( k \)-dimensional unit cube.

Let now \( x = \sum x_n a^n \) be the representation of \( x \) to base \( a > 1 \) and let \( x \) be normal to this base. Then it is well known that the sequence \( \{ x_n \} \) (which obviously belongs to \( \Pi X \), where each \( X_i = X = \{ 0, 1, \ldots, a-1 \} \)) is completely distributed with respect to the measure \( \mu \) on \( X \) defined by \( \mu(i) = 1/a \) \((i = 0, 1, \ldots, a-1)\) and conversely. This shows the close relation between the concepts of normal number and complete distribution of a sequence. This connection has been studied in greater detail by E. Hlawka [7].

It is perhaps interesting to note that if \( a > 1 \) is a transcendental number, then for almost all \( x \) the sequence \( \{ a^n x \} \) is completely uniformly distributed mod 1 \(^{10}\).

The last theorem cannot be obtained with the aid of the individual ergodic theorem, because for nonintegral \( a \) the expression \( a^n x \) is not representable in the form \( T^n x \), where \( T \) denotes a mapping of the unit interval into itself. It is of course an important question to consider the transformation \( T x = \vartheta x - [\vartheta x] \), where \( \vartheta > 1 \) is not an integer and to study the asymptotic behavior of the sequence \( \{ T^n x \} \). This has first been done by A. Rényi [17], who proved that for almost all \( x \) the sequence \( T^n x \) has a distribution measure. The explicit form of this distribution measure has been obtained independently by Gelfond [6] and Parry [11]. Another proof is given in [4]. This distribution measure is absolutely continuous with respect to Lebesgue measure in \([0, 1]\) and its density \( \sigma(t) \) is given by

\[
\sigma(t) = \frac{1}{\tau} \sum_{t < T^k(1)} \frac{1}{\vartheta^k}, \quad \text{where} \quad \tau = \sum_{0}^{\infty} \frac{T^k(1)}{\vartheta^k}.
\]

I might conclude by stating the famous theorem of Gausz and Kusmin: Let \( x = [x_1, x_2, \ldots, x_n, \ldots] \) be the continued fraction expansion of the number \( x \in [0, 1] \). Let \( Tx = 1/x - [1/x] \), i.e. \( Tx = [x_2, x_3, \ldots] \). Then for almost all \( x \) the sequence \( \{ T^n x \} \) has a distribution measure which is absolutely continuous with respect to Lebesgue measure and whose density \( \rho(x) \) is given by \( 1/\log 2 \cdot 1/1+1/x \).

A proof of this theorem belonging to ergodic theory has been given by C. Ryll-Nardzewski [19].

\(^{10}\) This follows in an easy way from a general theorem of Koksma [8], cf. also [2].
J. R. Blum and D. L. Hanson

J. Cigler

J. Cigler

J. Cigler

J. Cigler und G. Helmberg

A. O. Gelfond

E. Hlawka

J. F. Koksma

J. E. Maxfield

I. Niven

W. Parry

A. M. Poilosuev

A. G. Postnikow

A. G. Postnikow

A. G. Postnikow and I. I. Pyateckii

I. I. Pyateckii

A. Rényi
W. A. Rochlin

C. Ryll-Nardzewski

(Oblatum 29-5-63)